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Abstract
We revisit data selection in a modern context of finetuning from a fundamental
perspective. Extending the classical wisdom of variance minimization in low
dimensions to high-dimensional finetuning, our generalization analysis unveils
the importance of additionally reducing bias induced by low-rank approximation.
Inspired by the variance-bias tradeoff in high dimensions from the theory, we intro-
duce Sketchy Moment Matching (SkMM), a scalable data selection scheme with
two stages. (i) First, the bias is controlled using gradient sketching that explores
the finetuning parameter space for an informative low-dimensional subspace S;
(ii) then the variance is reduced over S via moment matching between the original
and selected datasets. Theoretically, we show that gradient sketching is fast and
provably accurate: selecting n samples by reducing variance over S preserves the
fast-rate generalization O(dim(S)/n), independent of the parameter dimension.
Empirically, we concretize the variance-bias balance via synthetic experiments and
demonstrate the effectiveness of SkMM for finetuning in real vision tasks.

1 Introduction
As the data volume and training cost explode with the unprecedented model performance, the long-
standing problem of data selection [1, 2] is getting increasing attention in the modern context of deep
learning from various perspectives, including data pruning [3, 4], coreset selection [1, 5, 6, 7, 8, 9],
and data filtering [2, 10, 11, 12, 13]. A common goal shared by these perspectives is to train a model
from scratch on less data to learn high-quality representations and achieve competitive generalization.
However, empirical observations also suggest the limitation of data removal during pre-training: a
seemingly inevitable tradeoff between less computation and higher-quality representations [14, 15].
While existing works on data selection have a dominating focus on the training-from-scratch setting,
the sensitivity of representation learning to data and the growing availability of powerful pre-trained
models calls for attention to a less studied [16] but equally important problem: data selection for
finetuning.

In the simplest finetuning setting—linear probing on low-dimensional representations2, data selection
falls in the classical frames of coreset selection for linear regression [17, 18, 19, 20, 21, 22, 23,
24] and optimal experimental design [25, 26, 27, 28, 29] where the generalization gap can be

∗Equal contribution.
2Throughout this work, we refer to “low-dimension” as the setting where the number of finetuning parameters

r is smaller than the selected downstream sample size n, while “high-dimension” refers to the opposite, r > n.
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Figure 1: Controlling variance-bias tradeoff in data selection for high-dimensional finetuning via
gradient sketching + moment matching (SkMM). Consider a toy dataset with N samples (in blue)
whose finetuning gradients lie in a high-dimensional parameter space Rr (visualized in 3D) with a
low intrinsic dimension (e.g., three clusters). The goal is to select n = n1 + n2 + n3 < r samples for
finetuning. (a) Bias reduction focuses on minimizing the low-rank approximation error, resulting in
uniform selection across clusters regardless of their variance. (b) Variance reduction3places more
emphasis on high-variance clusters and could lead to large bias by missing low-variance ones. (c)
Gradient sketching efficiently finds a low-dimensional subspace S (where dim(S) < n) with small
bias. (d) Moment matching in S controls the variance within the low-bias subspace, leading to a
variance-bias balance with fast-rate generalization O(dim(S)/n).

reduced by selecting data that minimize the associated variance. However, for high-dimensional
finetuning, variance minimization alone is insufficient to characterize the generalization due to the
overparametrized nature of modern architectures. Even for linear probing, when the parameter
dimension r is higher than the sample size n, the selected data necessarily fails to capture a subspace
of the parameter space with dimension at least r − n, leading to errors in addition to variance.
Nevertheless, the prevailing empirical and theoretical evidence [14, 30] on the ubiquitous intrinsic
low-dimensional structures of high-dimensional data/model motivates a natural question:

Can the low intrinsic dimension be leveraged in data selection for high-dimensional finetuning?

Low intrinsic dimension leads to variance-bias tradeoff in data selection. We provide a positive
answer to this question through a variance-bias tradeoff perspective. Intuitively, we consider a
low-dimensional subspace S in the finetuning parameter space where the model learns the necessary
knowledge for the downstream task. The generalization gap can be controlled by simultaneously
reducing the bias (redundant information) by “exploring” the finetuning parameter space to find a
suitable S and the variance by “exploiting” the useful knowledge in S.

Given the high-dimensional nature of the finetuning parameter space, direct search for such suitable
subspace S is computationally infeasible in general. This leads to a follow-up question:

How to explore the intrinsic low-dimensional structure efficiently for data selection?

We propose a two-stage solution—Sketchy Moment Matching (SkMM): (i) dimensionality reduction
via gradient sketching to efficiently explore the finetuning parameter space, and (ii) variance control
via moment matching to exploit useful knowledge in the low-dimensional subspace.

Gradient sketching finds a good low-dimensional subspace fast and provably. First, we con-
struct a low-dimensional parameter subspace S by sketching the model gradients. Sketching [17, 31]
is a well-established dimensionality reduction tool known for affordable and accurate low-rank
approximations [32, 33]. In deep learning, sketching recently extends its empirical applications to
scalable estimations of influence functions for data selection [16, 34]. We make a first step toward
the theoretical guarantee of gradient sketching for data selection: gradient sketching efficiently finds
a low-dimensional subspace S with small bias such that selecting n samples by reducing variance
over S is sufficient to preserve the fast-rate generalization O(dim(S)/n), linear in the low intrinsic
dimension dim(S) while independent of the high parameter dimension r.

Moment matching in low dimension selects data that control the variance. Second, we select
data that reduce variance in the low-dimensional subspace S via moment matching. The variance of
data selection is characterized by matching between the sketched gradient moments of the original

3Most classical variance reduction methods are tailored only for low-dimensional settings with n > r. Here,
we intuitively refer to “variance reduction” as the direct extension of low-dimensional variance reduction to high
dimensions, without careful control of the bias (vide Section 4.1 for some concretizations).

2

43368https://doi.org/10.52202/079017-1374



and selected datasets, Σ̃, Σ̃S , formally tr(Σ̃Σ̃†
S). This objective involves optimizing over the

inversions of (potentially) ill-conditioned matrices, leading to a challenging discrete optimization
problem [28, 35]. Under a common heuristic assumption that Σ̃, Σ̃S commute [36, 37], we introduce
a continuous relaxation with a quadratic objective and linear constraints that is numerically stable
(free of pseudoinverse) and can be efficiently optimized via projected gradient descent.

The contributions of this work are summarized as follows:

• We provide a rigorous generalization analysis on data selection for finetuning, illustrating the
critical role of dimensionality by unveiling the variance-bias tradeoff in high dimensions.

• We show that gradient sketching provably finds a low-dimensional parameter subspace S with
small bias, reducing variance over which preserves the fast-rate generalization O(dim(S)/n).
Techniques used in analyzing gradient sketching for data selection are agnostic to the selection
method or the finetuning setting and could be of independent interest.

• We introduce SkMM, a scalable two-stage data selection method for finetuning that simultane-
ously “explores” the high-dimensional parameter space via gradient sketching and “exploits” the
information in the low-dimensional subspace via moment matching.

1.1 Related Works
Coreset selection and low-rank approximations. From the variance-bias tradeoff perspective,
data selection for high-dimensional finetuning can be viewed as a combination of (i) variance
reduction in coreset selection for linear regression [17, 18, 19, 21, 23, 24] with low-dimensional
features, and (ii) bias reduction via sample-wise low-rank approximation for high-dimensional
matrices [38, 39, 40, 41, 42, 43, 44, 45, 46].

Gradient sketching. Gradient sketching [17, 32] based on Johnson-Lindenstrauss transforms
(JLTs) [31, 47] has achieved impressive recent successes in efficient data selection [16] and attribu-
tion [34]. Despite the empirical success, theoretical understanding of the effect of gradient sketching
on generalization remains limited. We make a first step toward this in the context of data selection
leveraging existing theories on sketching (vide Remark 3.1 and Appendix C).

Moment matching and optimal experimental design. Moment matching is an intuitive idea for
selecting low-dimensional data (i.e., overdetermined with coreset size n larger than data/representation
dimension r), bearing various objectives like the A/V-optimality [28, 29] from optimal experimental
design (OED) [25, 26, 27]. While classical OED studies the overdetermined scenario with n ≥ r,
efforts have been made to extend the notion of V-optimality beyond the overdetermined setting [48,
49]. Nevertheless, these works focus on the general overparametrized setting without considering
potential special structures in data. In the context of data selection, this can lead to pessimistic sample
complexity, especially for learning problems with low-intrinsic dimensions.

For multimodal contrastive learning, recent works [12, 13] illustrated the effectiveness of moment
matching via tailored data selection criteria for CLIP [50]. Distinct from our setting of general
finetuning in both low and high dimensions, these works focus on data filtering (with n > r) for
pretraining from scratch.

(Unsupervised) data selection. In this work, we focus on unsupervised data selection that in-
stead of relying on labels4, leverages the geometry of the feature space and aims to select samples
that are spread out, with a broad spectrum of concretizations including herding [51, 52], k-center
greedy [53], leverage score sampling [24, 54, 55], adaptive sampling [44, 56], and volume sam-
pling [39, 41].

An inspiring recent work [57] investigates the generalization of weakly supervised data selection
via independent sampling in the low- (n → ∞ with fixed r) and high-dimensional (n, r → ∞
with n/r → constant) asymptotics. Instead of the asymptotic regime, we consider a realistic
setting with finite n and r, without specific assumptions on the data/feature distribution other than
the low intrinsic dimension. Along this line, (weakly) supervised data selection commonly make
choices based on the uncertainty [58, 59, 60] or sensitivity of the loss to samples (e.g., influence
function [4, 61, 62], sensitivity scores [5, 63, 64, 65], and heuristics based on losses and their
gradients [66, 67, 68, 69]).

4From the theory perspective, data selection for finetuning is less sensitive to labels compared to training from
scratch, especially given suitable pre-trained models with reasonable zero-shot accuracy (e.g., Assumption 2.2).
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1.2 Notations
Given any n ∈ Z+, we denote [n] = {1, · · · , n}. Let en be the n-th canonical basis of the
conformable dimension; In be the n × n identity matrix; and 0n, 1n ∈ Rn being vectors with all
entries equal to zero and one, respectively. Let Sn−1 := {x ∈ Rn|∥x∥2 = 1} be the unit sphere
in Rn, and ∆n :=

{
p ∈ [0, 1]b

∣∣ ∥p∥1 = 1
}

be the dimension-n probability simplex. We adapt
the standard asymptotic notations: for any functions f, g : R+ → R+, we write f = O (g) or
f ≲ g if there exists some constant C > 0 such that f(x) ≤ Cg(x) for all x ∈ R+; f = Ω(g)
or f ≳ g if g = O (f); f ≍ g if f = O (g) and f = Ω(g). For any matrix A ∈ Rn×d, let
s1(A) ≥ · · · ≥ srank(A)(A) ≥ 0 be the singular values; and A† be the Moore-Penrose pseudoinverse.
Additionally for any k ≤ rank (A), let ⟨A⟩k = argminB: rank(B)≤k ∥A−B∥F be the optimal rank-
k approximation of A (characterized by the rank-k truncated SVD). For any symmetric matrices
A,B ∈ Rd×d, we write A ≽ B or A−B ≽ 0 if A−B is positive semidefinite.

2 Data Selection for Finetuning

Given a data space X ⊆ Rd and a label space Y ⊆ R, let D = {(xi, yi) ∈ X × Y | i ∈ [N ]} be
a large dataset, with matrix form (X,y) ∈ RN×d × RN , for some downstream task where the
performance is measured by a loss function ℓ : Y × Y → R≥0.

Finetuning. Let F be a class of prediction functions where each f = h ◦ ϕ ∈ F can be ex-
pressed as the composition of an expressive representation function ϕ and a prediction head h. We
consider a pre-trained model ϕ that yields high-quality representations for some downstream tasks
on D and denote F|ϕ ⊆ F as the class of finetuned models based on ϕ. Assume that for every
(xi, yi) ∈ D, yi ∼ P (y | xi) i.i.d. such that there exists fϕ

∗ ∈ F|ϕ with respect to ϕ satisfying
(i) E [yi | ϕ (xi)] = fϕ

∗ (xi), and (ii) V [yi | ϕ (xi)] ≤ σ2 for some σ > 0 (which will be formalized
later in respective settings).

Data selection. Instead of finetuning on the entire dataset D, we aim to select a small coreset DS ⊆
D of size n ≪ N where the generalization is close. Precisely, let DS be indexed by S ⊂ [N ] and
denoted as (XS ,yS) ∈ Rn×d × Rn. With LDS

(f) = 1
n

∑
(x,y)∈DS

ℓ (f(x), y) and a regularization
R : F|ϕ → R≥0 associated with a hyperparameter α ≥ 0, we want fS = argminf∈F|ϕ

LDS
(f) +

α · R (f) to provide a low excess risk over D: ER (fS) :=
1
N

∑N
i=1 ℓ(fS(xi), f

ϕ
∗ (xi)).

2.1 Low-dimensional Linear Probing: Variance Minimization
Warming up with linear probing, we concretize the general assumption on the ground truth (i.e.,
E [yi | ϕ (xi)] = fϕ

∗ (xi) = ϕ (xi)
⊤
θ∗ and V [yi | ϕ (xi)] ≤ σ2) as follows:

Assumption 2.1 (linear probing ground truth). Assume y = ϕ (X)θ∗ + z for some θ∗ ∈ Rr where
z = [z1, · · · , zN ]

⊤ ∈ RN consists of i.i.d. entries with E [z] = 0N and E
[
zz⊤

]
≼ σ2IN .

Consider the pre-trained representations ϕ(X) ∈ RN×r and ϕ(XS) ∈ Rn×r with respective moments
Σϕ := 1

N ϕ (X)
⊤
ϕ (X) and Σϕ

S := 1
nϕ (XS)

⊤
ϕ (XS). For low-dimensional linear probing with

r ≤ n (s.t. rank(Σϕ
S) = r), the linear regression θS = argminθ

1
n ∥ϕ (XS)θ − yS∥22 has a unique

solution with excess risk ER (θS) = ∥θS − θ∗∥2Σϕ
5 controlled by Σϕ and Σϕ

S , analogous to the
V-optimality criterion [28, 29] in optimal experimental design:

E [ER (θS)] ≤
σ2

n
tr(Σϕ(Σϕ

S)
−1), (1)

If DS satisfies Σϕ ≼ cSΣ
ϕ
S for some cS ≥ n

N , then E [ER (θS)] ≤ cS
σ2r
n (proof in Appendix B.1),

where cS characterizes the variance controlled by DS , i.e., smaller cS implies lower variance.

Despite its simplicity, uniform sampling is often observed in practice to serve as a strong baseline for
data selection [1], especially when n is large. In the low-dimensional linear probing scenario, (1)
provides a theoretical justification for such effectiveness of uniform sampling:

5For any u ∈ Rr , ∥u∥Σϕ :=
√

u⊤Σϕu is the seminorm associated with Σϕ ≽ 0.

4
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Proposition 2.1 (Uniform sampling for low-dimensional linear probing (Appendix B.2)). Assume
there exists (i) Bϕ > 0 such that ∥ϕ(x)∥2 ≤ Bϕ ∀ x ∈ D; and (ii) γ > 0 with Σϕ ≽ γIr. For S
sampled uniformly (with replacement) over D, with probability at least 1− δ over S, Σϕ ≼ cSΣ

ϕ
S

for any cS > 1 if n ≳
B4

ϕ

γ2 · r+log(1/δ)

(1−1/cS)2
.

That is, for linear probing with sufficiently low dimension r ≪ n, under mild regularity assumptions
on data, uniform sampling enjoys a near-optimal generalization O(r/n).

2.2 High-dimension Finetuning with Low Intrinsic Dimension: Variance-Bias Tradeoff

Extending the analysis to general finetuning, we consider a set of r finetuning parameters θ ∈ Rr6

(potentially with r ≫ n) over a pre-trained model ϕ (e.g., θ can be the parameters of the last layer
(i.e., linear probing), last few layers, the entire network, or the LoRA [70] matrices).

Let F|ϕ =
{
fϕ (·;θ) : X → R

∣∣ θ ∈ Rr
}

be the finetuning function class. Without loss of generality,
we assume zero initialization of θ such that fϕ (·; 0r) corresponds to the pre-trained model. Analogous
to the assumption in [16], under locality constraint on θ (e.g., ∥θ∥2 < 1), the dynamics of finetuning
falls in the kernel regime [71] where fϕ can be approximated by its first-order Taylor expansion:
fϕ (x;θ) ≈ fϕ (x; 0r) +∇θf

ϕ (x; 0r)
⊤
θ. Then, we formalize the ground truth as follows:

Assumption 2.2 (Finetuning ground truth). Given the pre-trained ϕ, there exists a bounded ground
truth θ∗ ∈ Rr with ∥θ∗∥2 < 1 such that for all (x, y) ∈ D, (i) E [y | ϕ (x)] = fϕ

∗ (x) = fϕ (x;θ∗),
and (ii) V [y | ϕ (x)] ≤ σ2 for some σ > 0.

Intuitively, Assumption 2.2 implies that the pre-trained model fϕ (·; 0r) has a reasonable zero-shot
performance. Given any S ⊂ [N ] with |S| = n, let fϕ (XS ;θ) ∈ Rn and ∇θf

ϕ (XS ;θ) ∈ Rn×r be
the evaluation of fϕ (x;θ) and its Jacobian over XS at θ. We observe that with z := y− fϕ (X;θ∗),
Assumption 2.2 implies y − fϕ (X; 0r) ≈ Gθ∗ + z where E [z] = 0N and E

[
zz⊤

]
≼ σ2IN ; while

G := ∇θf
ϕ (X; 0r) ∈ RN×r is the Jacobian over D at initialization.

Then in the kernel regime [71], the finetuning objective minθ∈Rr
1
n

∥∥fϕ (XS ;θ)− yS

∥∥2
2
+ α ∥θ∥22

can be well approximated by a ridge regression problem:

θS = argmin
θ∈Rr

1

n

∥∥∇θf
ϕ (XS ; 0r)θ −

(
yS − fϕ (XS ; 0r)

)∥∥2
2
+ α ∥θ∥22 . (2)

Recall G := ∇θf
ϕ (X; 0r) ∈ RN×r and GS := ∇θf

ϕ (XS ; 0r) ∈ Rn×r. With the moments
Σϕ = 1

NG⊤G and Σϕ
S = 1

nG
⊤
SGS , the excess risk ER (θS) = ∥θS − θ∗∥2Σϕ satisfies7:

Theorem 2.2 (Main result I: variance-bias tradeoff (Appendix B.3)). Given S, let PS ∈ Rr×r be an
orthogonal projector onto some subspace S ⊆ Range(Σϕ

S), and P⊥
S = Ir −PS be its orthogonal

complement. Under Assumption 2.1, there exists an α > 0 such that (2) satisfies E [ER (θS)] ≤
variance + bias with (i) variance = 2σ2

n tr(Σϕ(PSΣ
ϕ
SPS)

†) and (ii) bias = 2 tr
(
ΣϕP⊥

S
)
∥θ∗∥22.

Specifically, the variance-bias tradeoff is controlled by the unknown S: expanding S leads to higher
variance but lower bias. Reducing the generalization gap involves finding a suitable S in the high-
dimensional parameter space, a computationally challenging problem addressed in Section 3.1.

It is worth highlighting that Theorem 2.2 encapsulates both the low- and high-dimensional finetuning.
For low-dimensional linear probing, (1) is a special case of Theorem 2.2 (up to constants) with
PS = Ir. While in high dimension, an intrinsic low-dimensional structure (e.g., Assumption 2.3) is
necessary for the effectiveness of data selection8.

6Notice that r is the dimension of the finetuning parameter space. For linear probing in Section 2.1, r is the
same as the pre-trained representation dimension; but for general finetuning, r can be much larger.

7Notice that for linear probing, fϕ (x;θ) = fϕ (x; 0r) + ∇θf
ϕ (x; 0r)

⊤ θ with ∇θf
ϕ (x; 0r) = ϕ (x).

Therefore, the finetuning objective can be exactly formulated as (2), and the excess risk of high-dimensional
linear probing satisfies Theorem 2.2 with Σϕ := 1

N
ϕ (X)⊤ ϕ (X) and Σϕ

S := 1
n
ϕ (XS)

⊤ ϕ (XS).
8Otherwise, if all directions of Range(Σϕ) are equally important, with n ≪ r, θS learned from DS

necessarily fails to capture the orthogonal complement of Range(Σϕ
S) and therefore E [ER (θS)] ≳ r − n.

5
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Assumption 2.3 (Low intrinsic dimension). Consider the second moment Σϕ ≽ 0 over D with
N samples. Let r := min{t ∈ [r] | tr

(
Σϕ − ⟨Σϕ⟩t

)
≤ tr

(
Σϕ
)
/N} be the intrinsic dimension.

Assume that Σϕ has a low intrinsic dimension: r ≪ min {N, r}.

When the high-dimensional finetuning parameter space has a low intrinsic dimension r ≪
min {N, r}, Theorem 2.2 can be further concretized with suitable DS and associated S:

Corollary 2.3 (Exploitation + exploration (Appendix B.3)). Under the same setting as Theorem 2.2
and Assumption 2.3, if S satisfies for some subspace S ⊆ Range(Σϕ

S) with rank (PS) ≍ r and
cS ≥ n

N that (i) PS(cSΣ
ϕ
S −Σϕ)PS ≽ 0 and (ii) tr(ΣϕP⊥

S ) ≤ N
n tr(Σϕ − ⟨Σϕ⟩r), then9

E [ER (θS)] ≤ variance + bias ≲
1

n

(
cSσ

2r + tr
(
Σϕ
)
∥θ∗∥22

)
. (3)

In particular, with cS , σ ≲ 1, ∥θ∗∥22 < 1, and tr(Σϕ) ≍ r (depending only on the low intrinsic
dimension), the generalization achieves a fast rate O(r/n), independent of r ≫ r.

In (3), (i) bias is reduced by exploring the parameter space for an S with small low-rank approximation
error tr(ΣϕP⊥

S ) ≤ 1
n tr(Σϕ); while (ii) variance is reduced by exploiting information in S through

moment matching, PS(cSΣ
ϕ
S −Σϕ)PS ≽ 0, where smaller cS means better exploitation.

3 Sketchy Moment Matching
A gap between Corollary 2.3 and practice is how to find a suitable S efficiently in the high-dimensional
parameter space. In this section, we introduce a simple scalable algorithm for constructing S and
DS that satisfies the exploration and exploitation conditions in Corollary 2.3.

3.1 Find Low Intrinsic Dimension via Gradient Sketching
For high-dimensional finetuning with r ≫ n, a critical limit of Theorem 2.2 and Corollary 2.3 is
that the large moment matrices Σϕ,Σϕ

S are not invertible, storable, or even directly computable, due
to the prohibitive cost. As a remedy, sketching [17, 32] via Johnson-Lindenstrauss transforms [31]
is a classical dimensionality reduction strategy that gets increasing recent attention for gradient
approximation in large-scale machine learning problems [16, 34]10.

Remark 3.1 (Gradient sketching). In the high-dimensional setting with r ≫ n, to reduce the
dimensionality of the gradients G = ∇θf

ϕ (X; 0r) ∈ RN×r with a low intrinsic dimension r ≪
min {N, r} (Assumption 2.3), we draw a Johnson-Lindenstrauss transform [31] (JLT, formally in
Definition C.1) Γ ∈ Rr×m that projects the dimension-r gradients to a lower dimension m ≍ r ≪ r:
G̃ = GΓ ∈ RN×m. One of the most common constructions of JLT is the Gaussian embedding
(i.e., a Gaussian random matrix with i.i.d. entries Γij ∼ N (0, 1/m) discussed in Lemma C.3, vide
Remark C.1 for a brief overview of various (fast) JLTs and their efficiency).

While sketching is known for preserving Euclidean distances [31] and providing accurate low-rank
approximations [17, 32, 33], whether gradient sketching can convert Theorem 2.2 to an efficiently
computable form without compromising the generalization guarantee? We answer this question
affirmatively with the following theorem.

Theorem 3.1 (Main result II: gradient sketching (formally in Theorem C.1)). Under Assump-
tion 2.2 and 2.3 with a low intrinsic dimension r ≪ min {N, r}, draw a Gaussian embedding
Γ ∈ Rr×m (Lemma C.3) with m ≥ 11r. Let Σ̃ϕ := Γ⊤ΣϕΓ and Σ̃ϕ

S := Γ⊤Σϕ
SΓ be the

sketched gradient moments. For any DS with n > m samples such that rank(Σϕ
S) = n, and the

⌈1.1r⌉-th largest eigenvalue s⌈1.1r⌉(Σ̃
ϕ
S) ≥ γS for some γS > 0, with probability at least 0.9

over Γ, there exists α > 0 where (2) satisfies E [ER (θS)] ≲ variance + sketching error + bias
with (i) variance = σ2

n tr(Σ̃ϕ(Σ̃ϕ
S)

†), (ii) sketching error = σ2

n
1

mγS
∥Σ̃ϕ(Σ̃ϕ

S)
†∥2 tr(Σϕ), and

(iii) bias = 1
n∥Σ̃

ϕ(Σ̃ϕ
S)

†∥2 tr(Σϕ)∥θ∗∥22.

9We note that in contrast to the classical slow rate O(1/
√
n) in low dimension (when n > r), ridge regression

on DS in the high-dimensional finetuning (with n < r) achieves a fast rate O(1/n). This is granted by the
low-rankness of Σϕ

S , which enables a more fine-grained analysis of the regularization (vide Appendix B.3).
10We highlight a key nuance here: for fast influence function approximation in [16, 34], the gradient of the

loss function is sketched, whereas in our setting, we sketch the gradient of the pre-trained model fϕ(x; 0r).

6
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If S further satisfies Σ̃ϕ ≼ cSΣ̃
ϕ
S for some cS ≥ n

N , with m = max{
√
tr (Σϕ)/γS , 11r},

E [ER (θS)] ≲ variance + sketching error + bias ≲
cS
n

(
σ2m+ tr

(
Σϕ
)
∥θ∗∥22

)
. (4)

Comparing (4) with (3), we observe that by controlling the variance with Σ̃ϕ ≼ cSΣ̃
ϕ
S in low

dimension m ≍ r ≪ r, gradient sketching preserves the fast-rate generalization O(m/n) = O(r/n)

up to constants. That is, gradient sketching implicitly finds a random subspace S ⊆ Range(Σϕ
S) (vide

(9)) that satisfies the exploration assumption in Corollary 2.3. Meanwhile, the choice of sketching
size m balances the tradeoff between variance and sketching error: a larger m reduces the sketching
error at the cost of higher variance. Such tradeoff is optimized at m =

√
tr (Σϕ)/γS .

3.2 Control Variance via Moment Matching
Given the intrinsic low-dimensional structure with small bias in Section 3.1, Theorem 3.1 connects
generalization to the variance controlled by the matching between Σ̃ϕ and Σ̃ϕ

S . Specifically, when
the selected data DS satisfies Σ̃ϕ ≼ cSΣ̃

ϕ
S for some cS ≥ n

N , we have tr(Σ̃ϕ(Σ̃ϕ
S)

†) ≤ cSm and
∥Σ̃ϕ(Σ̃ϕ

S)
†∥2 ≤ cS upper bounded, leading to the fast-rate generalization in (4).

Algorithm 3.1 Sketchy Moment Matching (SkMM)

1: Input: fϕ (·; 0r), n ≪ N , m < n, cS ∈ [ nN , 1].
2: Draw a (fast) Johnson-Lindenstrauss transform Γ ∈ Rr×m (Remark 3.1).
3: Compute gradient sketching G̃ = ∇θf

ϕ (X; 0r)Γ ∈ RN×m. (Remark 3.4)
4: Compute the spectral decomposition of Σ̃ϕ = 1

N G̃⊤G̃ ≽ 0: Σ̃ϕ = VΛV⊤ where
(a) V = [v1, · · · ,vm] ∈ Rm×m consists of the orthonormal eigenvectors, and
(b) Λ = diag (λ1, · · · , λm) contains descending eigenvalues λ1 ≥ · · · ≥ λm ≥ 0.

5: Initialize s = [s1, · · · , sN ] with si =
1
n on n uniformly sampled i’s and si = 0 elsewhere.

6: Let diag(s) ∈ RN×N be a diagonal matrix with s on diagonal. Optimizing:

min
s∈∆N

min
γ=[γ1,··· ,γm]∈Rm

m∑
j=1

(
v⊤
j G̃

⊤ diag (s) G̃vj − γj · λj

)2
s.t. 0 ≤ si ≤ 1/n ∀ i ∈ [N ], γj ≥ 1/cS ∀ j ∈ [m].

(5)

7: Output: S ⊂ [N ] by sampling n data from s ∈ ∆N without replacement.

While directly minimizing tr(Σ̃ϕ(Σ̃ϕ
S)

†) involves integer programming and pseudoinverse, causing
hard and numerically unstable optimization, Σ̃ϕ ≼ cSΣ̃

ϕ
S has a straightforward relaxation (vide

Remark 3.2), leading to the simple and stable moment matching objective (5) in Algorithm 3.1.

Remark 3.2 (Relaxing Σ̃ϕ ≼ cSΣ̃
ϕ
S to (5)). Given the spectral decomposition Σ̃ϕ = VΛV⊤, Σ̃ϕ ≼

cSΣ̃
ϕ
S can be rewritten as V⊤( 1nG̃

⊤
S G̃S)V ≽ 1

cS
Λ, and (5) is a relaxation: (i) instead of enforcing

Σ̃ϕ ≼ cSΣ̃
ϕ
S strictly, constraints are only imposed on the diagonal11: v⊤

j (
1
nG̃

⊤
S G̃S)vj ≥ λj/cS ,

j ∈ [m]; and (ii) the selection of S is relaxed to a weight vector s ∈ ∆N with linear constraints
0 ≤ si ≤ 1/n. Free of integer constraints and pseudoinverse, the quadratic data selection objective
with linear constraints in (5) can be solved efficiently and stably via projected gradient descent.

Alternative to the moment matching heuristic in Remark 3.2, variance reduction by controlling
Σ̃ϕ(Σ̃ϕ

S)
† in the low-dimensional subspace can be realized via various methods, including leverage

score sampling [18, 19, 72, 73, 74] and V-optimal experimental design [28, 29]. We provide brief
discussions on these alternatives in Appendix A.2.

Remark 3.3 (cS controls strength of moment matching). In Algorithm 3.1, smaller cS enforces Σ̃ϕ
S

to exploit more information in Σ̃ϕ, bringing lower variance and better generalization. While the
lower bound cS ≥ n

N could be tight (vide Remark B.1), in practice, the smallest feasible cS depends
on the data distribution and tends to be larger (e.g., cS ≈ 1 in the experiments).

11This is equivalent to assuming that Σ̃ϕ, Σ̃ϕ
S commute. While such assumption does not hold in general, it is

a valuable heuristic whose effectiveness has been demonstrated in various domains [36, 37].
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Remark 3.4 (Computational efficiency of SkMM). SkMM is efficient in both memory and com-
putation. Consider the two stages in Algorithm 3.1: (i) Gradient sketching can be computed in
parallel with input-sparsity time and on the fly without storing the (potentially) high-dimensional
gradients (vide Remark C.1). (ii) After gradient sketching, variance reduction via moment matching
happens in the low dimension m, with a low memory footprint O(Nm), taking O(m3) for the spectral
decomposition and O(Nm) per iteration for optimizing the moment matching objective (5).

4 Experiments
4.1 Synthetic High-dimensional Linear Probing
To ground the theoretical insight on variance-bias tradeoff in high-dimensional finetuning, we simulate
linear probing with a synthetic underdetermined ridge regression problem12.

Figure 2: Selecting n = 80 data (colored in red) from the GMM dataset. Intuitively, a coreset DS

with low bias contains at least one sample per cluster; whereas a low-variance DS selects more data
from clusters with larger variance. We recall from Theorem 2.2 that the variance-bias balance is
essential for good generalization.
Setup. We consider a set of N = 2000 samples with high-dimensional pre-trained representations
ϕ(X) ∈ RN×r, r = 2400, modeled by a Gaussian mixture model (GMM) consisting of r = 8
well-separated clusters, each with random sizes and variances (vide Figure 2). Samples within each
cluster share the same randomly generated label. We solve the ridge regression problem (2) over the
selected coreset of n samples with hyperparameter α tuning. The empirical risk is evaluated over the
full dataset LD(θS) =

1
N ∥ϕ(X)θS − y∥22 (vide Appendix D.1 for implementation details).

Data selection. For SkMM (Algorithm 3.1), we use a sketching dimension m = 4r = 32 and set
cS = 0.999. We optimize (5) via Adam [75] with constraint projection under learning rate 10−7 for
104 iterations and sample S from s ∈ ∆N with the lowest objective value.

We compare SkMM to representative unsupervised data selection methods for regression, including
uniform, leverage score [18, 19, 72, 73, 74], adaptive sampling [44, 56], herding [51, 52], and
k-center greedy [53]. Specifically, (i) SkMM, truncated leverage score (T-leverage), and ridge
leverage score sampling (R-leverage) can be viewed as different ways of variance-bias balancing;
(ii) adaptive sampling (Adaptive) and k-center greedy (K-center) focus on bias reduction (i.e.,
providing good low-rank approximation/clustering for ϕ(X)); while (iii) Herding and uniform
sampling (Uniform) reduce variance (vide Appendix D.2 for baseline details).

We observe from Figure 2 and Table 1 that balancing the variance-bias tradeoff is crucial for the
generalization of data selection in high dimensions. In particular, SkMM achieves the best empirical

12Our experiment code is available at https://github.com/Xiang-Pan/sketchy_moment_matching
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Table 1: Empirical risk LD(θS) on the GMM dataset at various n, under the same hyperparameter
tuning where ridge regression over the full dataset D with N = 2000 samples achieves LD(θ[N ]) =
2.95e-3. For methods involving sampling, results are reported over 8 random seeds.

n 48 64 80 120 400 800 1600

Herding 7.40e+2 7.40e+2 7.40e+2 7.40e+2 7.38e+2 1.17e+2 2.95e-3
Uniform (1.14 ± 2.71)e-1 (1.01 ± 2.75)e-1 (3.44 ± 0.29)e-3 (3.13 ± 0.14)e-3 (2.99 ± 0.03)e-3 (2.96 ± 0.01)e-3 (2.95 ± 0.00)e-3
K-center (1.23 ± 0.40)e-2 (9.53 ± 0.60)e-2 (1.12 ± 0.45)e-2 (2.73 ± 1.81)e-2 (5.93 ± 4.80)e-2 (1.18 ± 0.64)e-1 (1.13 ± 0.70)e+0
Adaptive (3.81 ± 0.65)e-3 (3.79 ± 1.37)e-3 (4.83 ± 1.90)e-3 (4.03 ± 1.35)e-3 (3.40 ± 0.67)e-3 (7.34 ± 3.97)e-3 (3.19 ± 0.16)e-3
T-leverage (0.99 ± 1.65)e-2 (3.63 ± 0.49)e-3 (3.30 ± 0.30)e-3 (3.24 ± 0.14)e-3 (2.98 ± 0.01)e-3 (2.96 ± 0.01)e-3 (2.95 ± 0.00)e-3
R-leverage (4.08 ± 1.58)e-3 (3.48 ± 0.43)e-3 (3.25 ± 0.31)e-3 (3.09 ± 0.06)e-3 (3.00 ± 0.02)e-3 (2.97 ± 0.01)e-3 (2.95 ± 0.00)e-3

SkMM (3.54 ± 0.51)e-3 (3.31 ± 0.15)e-3 (3.12 ± 0.07)e-3 (3.07 ± 0.08)e-3 (2.98 ± 0.02)e-3 (2.96 ± 0.01)e-3 (2.95 ± 0.00)e-3

risk across different coreset sizes n, especially when n is small. While as n/N → 1, uniform
sampling provides a strong baseline, coinciding with common empirical observations [1].

4.2 Experiments on Regression Tasks
We further validate the effectiveness of SkMM on UTKFace [76], a real-world regression dataset
for age estimation. We finetune a randomly initialized classification head on top of the feature
representation of CLIP [50] with Adam [75] and learning rate 10−1. We also retain those baselines
from the above synthetic setup in this experiment.

Table 2: Mean Absolute Error (the lower the better) on UTKFace with a linear regressor trained on
top of frozen features from a pre-trained CLIP (ViT-B/32). We use the bold font to indicate the best
method for each coreset size.

Method 100 200 500 1000 2000 3000

Uniform Sampling 10.55± 3.09 8.94± 3.48 6.09± 0.42 4.70± 0.23 3.92 ±0.16 3.68± 0.15
Adaptive 6.02± 0.53 4.75± 0.14 4.40± 0.14 N/A N/A N/A
Greedy 10.40± 1.21 7.56± 0.18 6.43± 0.09 5.51± 0.19 4.87± 0.03 4.37± 0.08
Herding 17.57± 0.01 13.41± 0.01 8.47± 0.01 5.79± 0.01 4.19± 0.01 3.53± 0.01
R-leverage 5.44± 0.01 4.79± 0.02 4.36± 0.01 3.86± 0.01 3.61± 0.01 3.53± 0.04
SkMM 5.57± 0.38 4.70± 0.05 4.23± 0.20 4.02± 0.11 3.54± 0.19 3.25± 0.10

The results for linear probing are provided in Table 2, where our method remarkably outperforms
comparative baselines on UTKFace. For every coreset size, SkMM improves the performance of
CLIP compared to uniform sampling. Especially for small coreset size n = 100, 200, it achieves a
Mean Absolute Error reduction of approximately 50%.

4.3 Experiments on Image Classification Tasks
While our analysis focuses on data selection for finetuning regression models, a natural question
is whether the idea of SkMM applies to broader scopes. To answer this, we extend our empirical
investigation to classification. In particular, we consider an imbalanced classification task: Stanford-
Cars [77] with 196 classes, 8144 training samples, and 8041 testing samples where the classes are
highly imbalanced with training sample sizes ranging from 24 to 68.

Finetuning. We consider two common ways of finetuning: (i) linear probing (LP) over the last
layer and (ii) funetuning (FT) over the last few layers, covering both the low- (i.e., n ≥ r for LP) and
high-dimensional (i.e., r > n for FT) settings. For LP, we learn the last layer over the embeddings
from a CLIP-pretrained ViT-B/32 [50] with a learning rate of 10−1. For FT13, we finetuning the last
two layers of an ImageNet-pretrained ResNet18 [84] with a learning rate of 10−2. In both settings,
we optimize via Adam for 50 epochs. Due to space limit constraints, detailed results for fine-tuning
are deferred to the appendix.

Data selection. For SkMM-LP, the gradients (of the last layer) are given by the pretrained features
from CLIP. For SkMM-FT, the gradients (of the last two layers) are calculated based on a random
classification head. We tune the sketching dimension m ∈ {32, 64, 128, 256, 512} and the lower
bound for slackness variables cS ∈ {0.6, 0.7, 0.8, 0.9}. Within suitable ranges, smaller m and larger
cS lead to better performance in the low data regime. Intuitively, smaller m encourages variance
reduction in a more compressed subspace, and larger cs leads to easier optimization.

13We notice that finetuning the last few layers of strong pretrained models like CLIP can distort the features
and hurt the performance, as studied in [83]. Therefore, we stay with a weaker pretrained model for finetuning.
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Table 3: Accuracy and F1 score (%) of LP over CLIP on StanfordCars
n 2000 2500 3000 3500 4000

Uniform Sampling Acc 67.63 ± 0.17 70.59 ± 0.19 72.49 ± 0.19 74.16 ± 0.22 75.40 ± 0.16
F1 64.54 ± 0.18 67.79 ± 0.23 70.00 ± 0.20 71.77 ± 0.23 73.14 ± 0.12

Herding [51] Acc 67.22 ± 0.16 71.02 ± 0.13 73.17 ± 0.22 74.64 ± 0.18 75.71 ± 0.29
F1 64.07 ± 0.23 68.28 ± 0.15 70.64 ± 0.28 72.22 ± 0.26 73.26 ± 0.39

Contextual Diversity [78] Acc 67.64 ± 0.13 70.82 ± 0.23 72.66 ± 0.12 74.46 ± 0.17 75.77 ± 0.12
F1 64.51 ± 0.17 68.18 ± 0.25 70.05 ± 0.11 72.13 ± 0.15 73.35 ± 0.07

Glister [79] Acc 67.60 ± 0.24 70.85 ± 0.27 73.07 ± 0.26 74.63 ± 0.21 76.00 ± 0.20
F1 64.50 ± 0.34 68.07 ± 0.38 70.47 ± 0.35 72.18 ± 0.25 73.69 ± 0.24

GraNd [66] Acc 67.27 ± 0.07 70.38 ± 0.07 72.56 ± 0.05 74.67 ± 0.06 75.77 ± 0.12
F1 64.04 ± 0.09 67.48 ± 0.09 69.81 ± 0.08 72.13 ± 0.05 73.44 ± 0.13

Forgetting [80] Acc 67.59 ± 0.10 70.99 ± 0.05 72.54 ± 0.07 74.81 ± 0.05 75.74 ± 0.01
F1 64.85 ± 0.13 68.53 ± 0.07 70.30 ± 0.05 72.59 ± 0.04 73.74 ± 0.02

DeepFool [81] Acc 67.77 ± 0.29 70.73 ± 0.22 73.24 ± 0.22 74.57 ± 0.23 75.71 ± 0.15
F1 64.16 ± 0.68 68.49 ± 0.53 70.93 ± 0.32 72.44 ± 0.27 73.79 ± 0.15

Entropy [82] Acc 67.95 ± 0.11 71.00 ± 0.10 73.28 ± 0.10 75.02 ± 0.08 75.82 ± 0.06
F1 64.55 ± 0.10 67.95 ± 0.12 70.68 ± 0.12 72.46 ± 0.12 73.29 ± 0.04

Margin [82] Acc 67.53 ± 0.14 71.19 ± 0.09 73.09 ± 0.14 74.66 ± 0.11 75.57 ± 0.13
F1 64.16 ± 0.15 68.33 ± 0.14 70.37 ± 0.17 72.03 ± 0.11 73.14 ± 0.20

Least Confidence [82] Acc 67.68 ± 0.11 70.99 ± 0.14 73.04 ± 0.05 74.65 ± 0.09 75.58 ± 0.08
F1 64.09 ± 0.20 68.03 ± 0.20 70.30 ± 0.07 72.02 ± 0.10 73.15 ± 0.12

SkMM-LP Acc 68.27 ± 0.03 71.53 ± 0.05 73.61 ± 0.02 75.12 ± 0.01 76.34 ± 0.02
F1 65.29 ± 0.03 68.75 ± 0.06 71.14 ± 0.03 72.64 ± 0.02 74.02 ± 0.10

We compare SkMM to various unsupervised and (weakly) supervised data selection methods for
classification, including uniform sampling, herding [51], Contextual Diversity [78], Glister [79],
GraNd [66], Forgetting [80], DeepFool [81], as well as three uncertainty-based methods, Entropy,
Margin, and Least Confidence [82].

Observations. We first observe that for both LP (Table 3) and FT (Table 4), SkMM achieves
competitive finetuning accuracy on StanfordCars. Since SkMM is an unsupervised process agnostic
of true class sizes, the appealing performance of SkMM on the imbalanced StanfordCars dataset
echoes the ability of SkMM to handle data selection among clusters of various sizes through variance-
bias balance (cf. synthetic experiments in Figure 2). Meanwhile, for LP in the low-dimensional
setting (Table 3), uniform sampling provides a surprisingly strong baseline. This coincides with the
theoretical insight from Proposition 2.1 and the empirical observations in [1].

5 Discussion, Limitations, and Future Directions

We investigated data selection for finetuning in both low and high dimensions from a theoretical
perspective. Beyond variance reduction in low dimension, our analysis revealed the variance-bias
tradeoff in data selection for high-dimensional finetuning with low intrinsic dimension r, balancing
which led to a fast-rate generalization O(r/n). For efficient control of such variance-bias tradeoff
in practice, we introduced SkMM that first explores the high-dimensional parameter space via
gradient sketching and then exploits the resulting low-dimensional subspace via moment matching.
Theoretically, we showed that the low-dimensional subspace from gradient sketching preserves the
fast-rate generalization. Moreover, we ground the theoretical insight on balancing the variance-bias
tradeoff via synthetic experiments, while demonstrating the effectiveness of SkMM for finetuning
real vision tasks.

In this work, we focus only on moment matching via optimization inspired by the analysis for
variance reduction after gradient sketching. Nevertheless, there is a remarkable variety of existing
low-dimensional data selection strategies (e.g., via greedy selection or sampling) that could potentially
be extended to high dimensions leveraging sketching as an efficient pre-processing step. In linear
algebra, sketching has been widely studied for accelerating, as well as stabilizing, large-scale low-rank
approximations and linear solvers. However, the intuitions and theories there may or may not be
directly applicable to the statistical learning regime. In light of the high-dimensional nature of deep
learning where sketching brings an effective remedy, we hope that providing a rigorous generalization
analysis for sketching in data selection would make a step toward bridging the classical wisdom of
sketching and the analogous challenges in modern learning problems.
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A Additional Discussions

A.1 Additional Notations

Given any matrix A ∈ Rn×d, along with indices i ∈ [n], j ∈ [d], I ⊆ [n], and J ⊆ [d], let [A]i,j
be the (i, j)-th entry of A, [A]i be the i-th row (or the i-th entry if A ∈ Rn is a vector), and [A]:,j
be the j-th column; AI = [A]I,: consists of rows in A indexed by I; and let AI,J = [A]I,J be the
submatrix of A with rows indexed by I and columns indexed by J .

A.2 Alternatives to Moment Matching Heuristic in Remark 3.2

In addition to the moment matching heuristic in Remark 3.2, variance in the resulting low-dimensional
subspace from gradient sketching can be controlled by Σ̃ϕ(Σ̃ϕ

S)
† via alternative methods like leverage

score sampling and V-optimal experimental design.

Remark A.1 (Leverage score sampling). Leverage score sampling [18, 19, 72, 73, 74] provides
arguably one of the most intuitive ways for selecting data based on G̃ ∈ RN×m. In particular, [17,
Theorem 17] implies that for a coreset of size at least n = Ω(m log(m/δ)ϵ−2) drawn i.i.d. with
replacement via leverage score sampling over G̃, cS ≤ (1 + ϵ) m

τSN with probability at least 1− δ,

where τS ∈ [0, 1] is the minimum leverage score of G̃ over the coreset S.14 Such dependence on τS
can render the upper bound of cS vacuous when τS → 0.

Nevertheless, when τS is reasonably large, leverage score sampling based on G̃ can be computed
more efficiently than SkMM in O(Nm2) time and can provide good control over cS . While both
SkMM and leverage score sampling can facilitate variance reduction in the low-dimensional subspace,
SkMM provides better empirical performance (cf. Section 4.1) at a slightly higher cost in the low
intrinsic dimension m (vide Remark 3.4) as it is tailored for optimizing moment matching.

Remark A.2 (V-optimal experimental design). Variance in the low-dimensional subspace can also
be controlled by applying the V-optimal experimental design methods [28, 29] on G̃ ∈ RN×m. For
example, [29] provides a polynomial-time algorithm to find a (1 + ϵ)-estimation of the V-optimal
design for G̃ with a coreset of size at least n = Ω(mϵ−2); and cS is effectively controlled by the
V-optimality criterion tr(Σ̃ϕ(Σ̃ϕ

S)
†).

While such V-optimal design methods can provide good control over cS with nearly optimal sample
complexity, they are computationally more expensive than SkMM (or leverage score sampling) and
tend to suffer from numerical instability issues in practice. For example, the algorithm in [29] consists
of two stages: (i) solving a continuous relaxation of the original discrete optimization problem posed
by V-optimality, and (ii) rounding the continuous solution via regret minimization. While the cost of
rounding is negligible, solving the continuous relaxation of V-optimality (in contrast to leveraging
fast and stable heuristics like the one in SkMM, cf. Remark 3.2) is challenging, both in terms of
computational complexity and numerical stability.

B Proofs for Section 2.1

B.1 Proofs of (1)

Proof of (1) and beyond. Under the assumption rank (ϕ (XS)) = r, both ϕ (XS) , ϕ (X) have full
column rank. Therefore ϕ (XS)

†
ϕ (XS) = ϕ (X)

†
ϕ (X) = Ir, and θS = ϕ (XS)

†
yS . Then, since

y = ϕ (X)θ∗ + z and yS = ϕ (XS)θ∗ + zS , we have

θS − θ∗ = ϕ (XS)
†
yS − θ∗ =

(
ϕ (XS)

†
ϕ (XS)θ∗ − θ∗

)
+ ϕ (XS)

†
zS = ϕ (XS)

†
zS ,

14Notice that τS appears because samples in S are equally weighted in the data selection setting, in contrast
to the standard leverage score sampling where samples are weighted by the respective sampling probabilities.
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which leads to

E [ER (θS)] = E
[
1

N
∥ϕ (X) (θS − θ∗)∥22

]
=tr

((
1

N
ϕ (X)

⊤
ϕ (X)

)
ϕ (XS)

† E
[
zSz

⊤
S

] (
ϕ (XS)

†
)⊤)

=σ2 tr

((
1

N
ϕ (X)

⊤
ϕ (X)

)(
ϕ (XS)

⊤
ϕ (XS)

)−1
)

=
σ2

n
tr

(
Σϕ
(
Σϕ

S

)−1
)
.

Now we explain the necessity of assuming cS ≥ n/N for Σϕ ≼ cSΣ
ϕ
S :

Remark B.1 (Lower bound of cS). Since ϕ (X)
⊤
ϕ (X) ≽ ϕ (XS)

⊤
ϕ (XS), we observe that

NΣϕ ≽ nΣϕ
S , which implies Σϕ ≽ n

NΣϕ
S . Therefore, Σϕ ≼ cSΣ

ϕ
S is only possible when cS ≥ n/N .

Notice that this lower bound of cS is tight, e.g. when G̃ consists of N − n rows of zeros.

Low-dimensional linear probing with moment matching. Recall from (1) that E [ER (θS)] =

σ2

n tr

(
Σϕ
(
Σϕ

S

)−1
)

. Further assuming a suitable selection of DS with Σϕ ≼ cSΣ
ϕ
S , we have

tr

(
Σϕ
(
Σϕ

S

)−1
)

≤ cS tr (Ir) = cSr

and therefore, E [ER (θS)] ≤ cS
σ2r
n .

B.2 Proof of Proposition 2.1

Proof of Proposition 2.1. Let Σ̂ϕ
S :=

(
Σϕ
)−1/2

Σϕ
S

(
Σϕ
)−1/2

. The goal of Σϕ ≼ cSΣ
ϕ
S can be

re-expressed as cSΣ̂
ϕ
S ≽ Ir, or equivalently when cS > 1,

∥∥∥Σ̂ϕ
S − Ir

∥∥∥
2
≤ 1 − 1

cS
. With uniform

sampling, since

ES

[
Σϕ

S

]
= ES

[
1

n

∑
x∈S

ϕ (X)ϕ (X)
⊤

]
= Ex

[
ϕ (X)ϕ (X)

⊤
]
= Σϕ,

we have ES

[
Σ̂ϕ

S

]
= Ir. For any fixed unit vector z ∈ Sr−1, let Zi := z⊤

(
Σϕ
)−1/2

ϕ (xi) be

random variables with randomness on i ∈ [N ]. Since ∥ϕ(x)∥2 ≤ Bϕ ∀ x ∈ D and Σϕ ≽ γIr, we
observe that

|Zi| ≤
∥∥∥(Σϕ

)−1/2
ϕ (xi)

∥∥∥
2
≤ Bϕ√

γ
∀ i ∈ [N ]

is bounded. Therefore, Zi is
(

B2
ϕ

γ

)
-subGaussian, and

(
Z2
i − E

[
Z2
i

])
= z⊤

(
Σ̂ϕ

S − Ir

)
z is(

16
B2

ϕ

γ

)
-subexponential. Then, by Bernstein’s inequality [85, Theorem 2.8.2][86, Section 2.1.3], for

any 0 < ϵ1 ≤ 16B2
ϕ/γ,

P
[
z⊤
(
Σ̂ϕ

S − Ir

)
z ≥ ϵ1

]
≤ exp

(
−n

2
· ϵ21γ

2

162B4
ϕ

)
. (6)

By recalling that
∥∥∥Σ̂ϕ

S − Ir

∥∥∥
2
= maxu∈Sr−1 u⊤

(
Σ̂ϕ

S − Ir

)
u, Equation (6) for a fixed z ∈ Sr−1

can be extended to the entire unit sphere Sr−1 through an ϵ-net argument as follows. Recall that for
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any ϵ2 > 0, there exists an ϵ2-net U ⊂ Sr−1 such that |U| ≤
(
1 + 2

ϵ2

)r
. Then, by the union bound,

P
[
max
u∈U

u⊤
(
Σ̂ϕ

S − Ir

)
u > ϵ1

]
≤
(
1 +

2

ϵ2

)r

exp

(
−n

2
· ϵ21γ

2

162B4
ϕ

)

=exp

(
r log

(
1 +

2

ϵ2

)
− n

2
· ϵ21γ

2

162B4
ϕ

)
.

That is, with probability at least 1− δ, maxu∈U u⊤
(
Σ̂ϕ

S − Ir

)
u ≤ ϵ1 when

n ≥
512B4

ϕ

γ2ϵ21

(
r log

(
1 +

2

ϵ2

)
+ log

(
1

δ

))
.

By the construction of the ϵ2-net U , for all v ∈ Sr−1, there exists u ∈ U such that ∥u− v∥2 ≤ ϵ2.
Therefore, for any v ∈ Sr−1, we have

v⊤
(
Σ̂ϕ

S − Ir

)
v

=u⊤
(
Σ̂ϕ

S − Ir

)
u+ (v − u)

⊤
(
Σ̂ϕ

S − Ir

)
(v − u) + 2 (v − u)

⊤
(
Σ̂ϕ

S − Ir

)
u

≤ϵ1 +
∥∥∥Σ̂ϕ

S − Ir

∥∥∥
2

(
ϵ22 + 2ϵ2

)
,

which implies
∥∥∥Σ̂ϕ

S − Ir

∥∥∥
2
≤ ϵ1

2−(1+ϵ2)
2 . By taking ϵ2 as a small constant (e.g., ϵ2 =

√
3/2 − 1),

we have
∥∥∥Σ̂ϕ

S − Ir

∥∥∥
2
≤ 1− 1

cS
when

n ≳
B4

ϕ

γ2
· r + log (1/δ)

(1− 1/cS)
2 .

B.3 Proof of Theorem 2.2

Proof of Theorem 2.2. With Σϕ = 1
NG⊤G, we have

E [ER (θS)] = E
[
1

N
∥G (θS − θ∗)∥22

]
= E

[
∥θS − θ∗∥2Σϕ

]
,

Observing that by the optimality of θS , we have
2

n
G⊤

S (GSθS − yS) + 2αθS = 0r.

Recalling that Σϕ
S := 1

nG
⊤
SGS , this implies

θS =

(
1

n
G⊤

SGS + αIr

)−1
1

n
G⊤

S yS

=
1

n

(
Σϕ

S + αIr

)−1

G⊤
S (GSθ∗ + zS)

=
(
Σϕ

S + αIr

)−1

Σϕ
Sθ∗ +

1

n

(
Σϕ

S + αIr

)−1

G⊤
S zS .

Therefore, with Ez [z] = 0N , E [ER (θS)] can be decomposed the bias term and variance terms as
follows:

E [ER (θS)] = E
[
∥θS − θ∗∥2Σϕ

]
=Ez

[∥∥∥∥((Σϕ
S + αIr

)−1

Σϕ
S − Ir

)
θ∗ +

1

n

(
Σϕ

S + αIr

)−1

G⊤
S zS

∥∥∥∥2
Σϕ

]

=

∥∥∥∥((Σϕ
S + αIr

)−1

Σϕ
S − Ir

)
θ∗

∥∥∥∥2
Σϕ︸ ︷︷ ︸

Bias

+Ez

[∥∥∥∥ 1n (Σϕ
S + αIr

)−1

G⊤
S zS

∥∥∥∥2
Σϕ

]
︸ ︷︷ ︸

Variance

.
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Since Ez

[
zSz

⊤
S

]
≼ σ2In, the variance term can be bounded as

Variance ≤σ2

n
tr

((
Σϕ

S + αIr

)−1

Σϕ
(
Σϕ

S + αIr

)−1

Σϕ
S

)
≤σ2

n
tr

(
Σϕ
(
Σϕ

S + αIr

)−1
)
,

where the second inequality follows from the fact that
∥∥∥∥(Σϕ

S + αIr

)−1

Σϕ
S

∥∥∥∥
2

≤ 1.

Recall that PS ∈ Rr×r is an orthogonal projector onto any subspace S of Range
(
Σϕ

S

)
, and

P⊥
S = Ir − PS is the orthogonal projector onto its orthogonal complement. By observing that

Σϕ
S + αIr ≽ PSΣ

ϕ
SPS + αP⊥

S , since Range (PS) ⊥ Range
(
P⊥

S
)
, we have(

Σϕ
S + αIr

)−1

≼
(
PSΣ

ϕ
SPS

)†
+

1

α
P⊥

S .

Therefore,

Variance ≤ σ2

n

(
tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
+

1

α
tr
(
ΣϕP⊥

S
))

.

For the bias part, we first observe that

Ir −
(
Σϕ

S + αIr

)−1

Σϕ
S = α

(
Σϕ

S + αIr

)−1

.

Therefore,

Bias =
∥∥∥∥((Σϕ

S + αIr

)−1

Σϕ
S − Ir

)
θ∗

∥∥∥∥2
Σϕ

=

∥∥∥∥α(Σϕ
S + αIr

)−1

θ∗

∥∥∥∥2
Σϕ

=α2 tr

((
Σϕ

S + αIr

)−1

Σϕ
(
Σϕ

S + αIr

)−1

θ∗θ
⊤
∗

)
≤α2 tr

(
Σϕ
(
Σϕ

S + αIr

)−2
)
∥θ∗∥22 .

Since
(
Σϕ

S + αIr

)2
≽
(
PSΣ

ϕ
SPS + αIr

)2
≽ 2α ·PSΣ

ϕ
SPS + α2P⊥

S , we have(
Σϕ

S + αIr

)−2

≼
1

2α

(
PSΣ

ϕ
SPS

)†
+

1

α2
P⊥

S ,

and thus

Bias ≤
(
α

2
tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
+ tr

(
ΣϕP⊥

S
))

∥θ∗∥22 .

Combining the bias and variance terms, we have

E [ER (θS)] ≤
σ2

n

(
tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
+

1

α
tr
(
ΣϕP⊥

S
))

+

(
α

2
tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
+ tr

(
ΣϕP⊥

S
))

∥θ∗∥22

≤σ2

n
tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
+ tr

(
ΣϕP⊥

S
)
∥θ∗∥22

+
1

α
· σ

2

n
tr
(
ΣϕP⊥

S
)
+ α ·

∥θ∗∥22
2

tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
.
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By taking α∗ =

√
σ2

n tr
(
ΣϕP⊥

S
)/(∥θ∗∥2

2

2 tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†))
, we have

1

α∗
· σ

2

n
tr
(
ΣϕP⊥

S
)
+ α∗ ·

∥θ∗∥22
2

tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)

≤2

√
σ2

n
tr
(
ΣϕP⊥

S
)
·
∥θ∗∥22
2

tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
≤ 1√

2

(
σ2

n
tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
+ tr

(
ΣϕP⊥

S
)
∥θ∗∥22

)
.

Therefore overall, we have

E [ER (θS)] ≤
2σ2

n
tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
+ 2 tr

(
ΣϕP⊥

S
)
∥θ∗∥22 .

Proof of Corollary 2.3. Given PS(cSΣ
ϕ
S −Σϕ)PS ≽ 0 and rank (PS) ≍ r, the variance term is

asymptotically upper bounded by

variance =
2σ2

n
tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
≲

σ2

n
· cSr.

Meanwhile, given tr(ΣϕP⊥
S ) ≤ N

n tr(Σϕ − ⟨Σϕ⟩r) and tr(Σϕ − ⟨Σϕ⟩r) ≤ tr
(
Σϕ
)
/N , the bias

term can be asymptotically upper bounded by

bias = 2 tr
(
ΣϕP⊥

S
)
∥θ∗∥22 ≤ 2

n
tr
(
Σϕ
)
∥θ∗∥22 .

The result follows from Theorem 2.2 by combining the variance and bias terms.

C Proofs for Section 3.1

C.1 Formal Statement and Proof of Theorem 3.1
Theorem C.1 (Formal version of Theorem 3.1). Under Assumption 2.2 and 2.3 with a small intrinsic
dimension r ≪ min {N, r}, for any δ ∈ (0, 1), draw a Gaussian random matrix Γ ∈ Rr×m

with i.i.d. entries from N (0, 1/m) where m ≍ k/δ for some k ≥ 1.1r. Let Σ̃ϕ := Γ⊤ΣϕΓ and
Σ̃ϕ

S := Γ⊤Σϕ
SΓ be the sketched gradient moments. For any S ⊆ [N ] with n > m samples such

that (i) rank(Σϕ
S) = n, and (ii) the k-th largest eigenvalue sk(Σ̃

ϕ
S) ≥ γS for some γS > 0, with

probability at least 1− δ over Γ, there exists α > 0 where (2) satisfies

E [ER (θS)] ≲
σ2

n
tr
(
Σ̃ϕ⟨Σ̃ϕ

S⟩
†
k

)
(variance)

+
σ2

n

1

mγS

∥∥∥Σ̃ϕ⟨Σ̃ϕ
S⟩

†
k

∥∥∥
2
tr
(
Σϕ
)

(sketching error)

+
1

n

∥∥∥Σ̃ϕ⟨Σ̃ϕ
S⟩

†
k

∥∥∥
2
tr
(
Σϕ
)
∥θ∗∥22 (bias) .

(7)

If S further satisfies Σ̃ϕ ≼ cSΣ̃
ϕ
S for some cS ≥ n

N , taking m = max{
√
tr (Σϕ)/γS , 1.1r/δ} leads

to

E [ER (θS)] ≲ variance + sketching error + bias ≲
cS
n

(
σ2m+ tr

(
Σϕ
)
∥θ∗∥22

)
. (8)

We start by introducing some helpful notations for the proofs. Let G := ∇θf
ϕ (X; 0r) ∈ RN×r and

GS = [G]S ∈ Rn×r be the original gradients of D and DS , respectively. Recall that Σϕ = G⊤G/N

and Σϕ
S = G⊤

SGS/n are the corresponding second moments.

We consider a Johnson-Lindenstrauss transform (JLT) [31] Γ ∈ Rr×m as follows:
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Definition C.1 (JLT [18] (adapting [17, Definition 3])). For any ϵ > 0, δ ∈ (0, 1), and n ∈ N, a
random matrix Γ ∈ Rr×m is a (ϵ, δ, k)-Johnson-Lindenstrauss transform ((ϵ, δ, k)-JLT) if for any
U ∈ Rr×k consisting of k orthonormal columns in Rr, with probability at least 1− δ,∥∥Ik −U⊤ΓΓ⊤U

∥∥
2
≤ ϵ.

Definition C.2 (JL second moment property [87] (adapting [17, Definition 12])). For any ϵ > 0,
δ ∈ (0, 1), a random matrix Γ ∈ Rr×m satisfies the (ϵ, δ)-JL second moment property if

E
[(∥∥Γ⊤u

∥∥2
2
− 1
)2]

≤ ϵ2δ ∀ u ∈ Sr−1.

Lemma C.2 (Approximated matrix-matrix multplication [87] (adapting [17, Theorem 13])). Given
ϵ > 0, δ ∈ (0, 1/2), and a random matrix Γ ∈ Rr×m satisfying the (ϵ, δ)-JL second moment property
(Definition C.2), for any matrices A,B each with r rows,

Pr
[∥∥A⊤ΓΓ⊤B−A⊤B

∥∥
F
> 3ϵ ∥A∥F ∥B∥F

]
≤ δ.

One of the most classical constructions of a JLT with JL second moment property is the Gaussian
embedding:

Lemma C.3 (Gaussian embedding [17, Theorem 6]). For any ϵ > 0, δ ∈ (0, 1), a Gaus-
sian random matrix Γ ∈ Rr×m with i.i.d. entries Γij ∼ N (0, 1/m) (i) is a (ϵ, δ, k)-JLT if
m ≳ (k + log(1/δ)) ϵ−2; and (ii) satisfies the (ϵ, δ)-JL second moment property if m ≳ ϵ−2δ−1.

Proof of Lemma C.3. The (ϵ, δ, k)-JLT condition follows directly from [17, Theorem 6].

To show the (ϵ, δ)-JL second moment property, we observe that for any u ∈ Sr−1,
∥∥Γ⊤u

∥∥2
2
=

u⊤ΓΓ⊤u is an average of m independent χ2 random variables with mean 1 and variance 2, we have

E
[∥∥Γ⊤u

∥∥2
2

]
= 1 and its variance is E

[(∥∥Γ⊤u
∥∥2
2
− 1
)2]

= 2/m. Therefore, m ≳ ϵ−2δ−1 leads

to the (ϵ, δ)-JL second moment property.

Remark C.1 ((Fast) Johnson-Lindenstrauss transforms). While we mainly focus on the Gaussian
embedding in the analysis for simplicity, there is a rich spectrum of JLTs with the JL second moment
property [88, 89, 90, 91], some of which enjoy remarkably better efficiency than the Gaussian
embedding without compromising accuracy empirically. We refer interested readers to [17, 32, 33]
for in-depth reviews on different JLTs and their applications, while briefly synopsizing two common
choices and their efficiency as follows.

(a) Subgaussian embedding [88] is a random matrix Γ ∈ Rr×m with i.i.d. entries from a zero-
mean subgaussian distribution with variance 1/m. Common choices include the Rademacher
distribution and Gaussian distribution (i.e., Gaussian embedding).

Applying subgaussian embeddings to an N × r matrix A with nnz(A) ≤ Nr nonzero entries
takes O(nnz(A)m) ≤ O(Nrm) time, while the involved matrix-matrix multiplication can be
computed distributedly in parallel leveraging the efficiency of Level 3 BLAS [92]. In practice,
generating and applying Rademacher random matrices tend to be slightly faster than Gaussian
embeddings due to the simple discrete support.

(b) Sparse sign matrix [89, 93] is a sparse random matrix Γ =
√

r
ξ [γ1, · · · ,γr]

⊤ ∈ Rr×m (ξ ∈ N)

with i.i.d. rows γj ∈ Rm each consisting of ξ non-zero entries at uniformly random coordinates
filled with Rademacher random variables. When ξ = 1, Γ is known as CountSketch [94] and
requires as many as m = O(k2) columns to satisfy the JLT property with constant distortion.
Increasing the sparsity slightly, [95] showed that m = O(k log k) is sufficient for constant-
distortion JLT when ξ = O(log k). In practice, [96] suggested that a small constant sparsity
ξ ≥ 8 is usually enough for many applications like low-rank approximations.

The sparse sign matrix can be applied to an N × r matrix A with nnz(A) nonzero entries in
O(nnz(A)ξ) ≤ O(Nrξ) time, independent of the sketching size m. With careful implementation,
sketching via sparse sign matrices can be significantly faster than the subgaussian embeddings in
practice [33, 43].
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Let G̃ := GΓ ∈ RN×m and G̃S = GSΓ ∈ Rn×m be the sketched gradients such that

Σ̃ϕ := Γ⊤ΣϕΓ = G̃⊤G̃/N ∈ Rm×m, Σ̃ϕ
S := Γ⊤Σϕ

SΓ = G̃⊤
S G̃S/n ∈ Rm×m.

In particular, for a Gaussian embedding Γ, when rank(Σϕ
S) = rank(GS) = n, rank(Σ̃ϕ

S) =

rank(G̃S) = m almost surely.

Recall the low intrinsic dimension r from Assumption 2.3. For any k ∈ N with 1.1r ≤ k < m, let
PS ∈ Rr×r be an orthogonal projector onto a dimension-k subspace S ⊆ Range(Σϕ

S):

PS := (⟨G̃S⟩†kGS)
†(⟨G̃S⟩†kGS) = G†

S⟨G̃S⟩k⟨G̃S⟩†kGS , (9)

and P⊥
S = Ir −PS be its orthogonal complement. Throughout the proof of Theorem C.1, we assume

the following:

Assumption C.1. Let min {N, r} ≫ n > m > k ≥ 1.1r such that rank(Σϕ
S) = n. We consider a

Gaussian embedding (Lemma C.3) Γ ∈ Rr×m with m ≍ k such that sk(Σ̃
ϕ
S) ≥ γS for some γS > 0.

Proof of Theorems 3.1 and C.1. We first recall from Theorem 2.2 that

E [ER (θS)] ≤
2σ2

n
tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
+ 2 tr

(
ΣϕP⊥

S
)
∥θ∗∥22 .

Lemma C.4 suggests that for m ≍ k/δ, with probability at least 1− δ/2,

tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
≲ tr

(
Σ̃ϕ⟨Σ̃ϕ

S⟩
†
k

)
+

n

mγS
tr
(
ΣϕP⊥

S
)
.

Therefore,

E [ER (θS)] ≲
σ2

n
tr
(
Σ̃ϕ⟨Σ̃ϕ

S⟩
†
k

)
+

(
σ2

mγS
+ ∥θ∗∥22

)
tr
(
ΣϕP⊥

S
)
.

Then, applying Lemma C.7 with the union bound, we have

tr
(
ΣϕP⊥

S
)
≲

1

n

∥∥∥Σ̃ϕ⟨Σ̃ϕ
S⟩

†
k

∥∥∥
2
tr
(
Σϕ
)

with probability at least 1− δ. This implies

E [ER (θS)] ≲
σ2

n

(
tr
(
Σ̃ϕ⟨Σ̃ϕ

S⟩
†
k

)
+

1

mγS

∥∥∥Σ̃ϕ⟨Σ̃ϕ
S⟩

†
k

∥∥∥
2
tr
(
Σϕ
))

+
1

n

∥∥∥Σ̃ϕ⟨Σ̃ϕ
S⟩

†
k

∥∥∥
2
tr
(
Σϕ
)
∥θ∗∥22 .

If S further satisfies Σ̃ϕ ≼ cSΣ̃
ϕ
S for some cS ≥ n

N , then we have

tr
(
Σ̃ϕ⟨Σ̃ϕ

S⟩
†
k

)
≤ tr

(
Σ̃ϕ(Σ̃ϕ

S)
†
)
≤ cSm,

∥∥∥Σ̃ϕ⟨Σ̃ϕ
S⟩

†
k

∥∥∥
2
≤
∥∥∥Σ̃ϕ(Σ̃ϕ

S)
†
∥∥∥
2
≤ cS .

Therefore, (7) can be further simplified as

E [ER (θS)] ≲
cSσ

2

n

(
m+

tr
(
Σϕ
)

mγS

)
+

cS
n

tr
(
Σϕ
)
∥θ∗∥22 .

On the right-hand-side, the first (variance) term is minimized at m =
√

tr (Σϕ)/γS where m +

tr
(
Σϕ
)
/(mγS) ≤ 2

√
tr (Σϕ) /γS = 2m. In addition, incorporting the assumption that m ≍ k/δ

for some k ≥ 1.1r, we take m = max{
√
tr (Σϕ)/γS , 1.1r/δ} and get

E [ER (θS)] ≲
cSσ

2

n
m+

cS
n

tr
(
Σϕ
)
∥θ∗∥22 =

cS
n

(
σ2m+ tr

(
Σϕ
)
∥θ∗∥22

)
.

Theorem 3.1 is simplified from Theorem C.1 by taking k = ⌈1.1r⌉ and δ = 0.1.
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C.2 Upper Bounding Variance
Lemma C.4. For any δ ∈ (0, 1), let Γ ∈ Rr×m be a Gaussian embedding (Lemma C.3) with
m ≍ k/δ columns. Then, with probability at least 1− δ over Γ,

tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
≲ tr

(
Σ̃ϕ⟨Σ̃ϕ

S⟩
†
k

)
+

n

mγS
tr
(
ΣϕP⊥

S
)
.

Proof of Lemma C.4. We first observe that since rank(Σϕ
S) = n implies GSG

†
S = In,

GSPSΓ = GSG
†
S⟨G̃S⟩k⟨G̃S⟩†kGSΓ = ⟨G̃S⟩k⟨G̃S⟩†kG̃S = ⟨G̃S⟩k,

and therefore, G(GSPS)
† = argminZ∈RN×n ∥Z∥2F s.t. Z ∈ argminZ ∥G− ZGSPS∥2F and

G̃⟨G̃S⟩†k = argmin
Z∈RN×n

∥Z∥2F s.t. Z ∈ argmin
Z

∥(G− ZGSPS)Γ∥2F

is an approximated solution from a sketched least square problem.

Accuracy of sketched least square residual. For m ≍ k/(ϵ2δ), Lemma C.3 implies that a
Gaussian embedding Γ is a (1/2, δ/2, k)-JLT (Definition C.1) with (Θ(ϵ/

√
k), δ/2)-JL second

moment property (Definition C.2). Then, since rank (GSPS) = k, by Lemma C.5, with probability
at least 1− δ over Γ,∥∥∥(G(GSPS)

† − G̃⟨G̃S⟩†k
)
GSPS

∥∥∥2
F
≤ ϵ2

∥∥G−G(GSPS)
†(GSPS)

∥∥2
2
.

Since GSPS = GSG
†
S⟨G̃S⟩k⟨G̃S⟩†kGS = ⟨G̃S⟩k⟨G̃S⟩†kGS ,

(GSPS)
†(GSPS) = G†

S⟨G̃S⟩k⟨G̃S⟩†kGS = PS .

Therefore, ∥∥∥(G(GSPS)
† − G̃⟨G̃S⟩†k

)
GSPS

∥∥∥2
F
≤ ϵ2

∥∥GP⊥
S
∥∥2
F
. (10)

Accuracy of sketched least square solution. To upper bound
∥∥∥G(GSPS)

† − G̃⟨G̃S⟩†k
∥∥∥
F

, we
first observe from (10) that∥∥∥G(GSPS)

† − G̃⟨G̃S⟩†k
∥∥∥2
F
≤ ϵ2

∥∥(GSPS)
†∥∥2

2

∥∥GP⊥
S
∥∥2
F
.

GSPSG
⊤
S = ⟨G̃S⟩k⟨G̃S⟩†kGSG

⊤
S . Since rank (GS) = n, Lemma C.6 implies that for a Gaussian

embedding Γ, GSG
⊤
S ≽ O

(
m
n

)
GSΓΓ

⊤G⊤
S with high probability. Therefore,

GSPSG
⊤
S ≽ O

(m
n

)
⟨G̃S⟩k⟨G̃S⟩†kG̃SG̃

⊤
S = O

(m
n

)
⟨G̃S⟩k⟨G̃S⟩⊤k .

Recall that ⟨Σ̃ϕ
S⟩k = 1

n ⟨G̃S⟩⊤k ⟨G̃S⟩k and sk(Σ̃
ϕ
S) ≥ γS , we have∥∥(GSPS)

†∥∥2
2
=
∥∥(GSPSG

⊤
S )

†∥∥
2
≤ O

( n

m

)∥∥∥∥(⟨G̃S⟩⊤k ⟨G̃S⟩k
)†∥∥∥∥

2

≤O
( n

m

) 1

nγS
= O

(
1

mγS

)
.

Therefore, applying a union bound gives that with probability at least 1− δ over Γ,∥∥∥G(GSPS)
† − G̃⟨G̃S⟩†k

∥∥∥2
F
≤ O

(
ϵ2

mγS

)∥∥GP⊥
S
∥∥2
F
. (11)

To upper bound
∥∥G(GSPS)

†
∥∥2
F

, we observe that by (11),∥∥G(GSPS)
†∥∥2

F
≤2
∥∥∥G̃⟨G̃S⟩†k

∥∥∥2
F
+ 2

∥∥∥G(GSPS)
† − G̃⟨G̃S⟩†k

∥∥∥2
F

≲
∥∥∥G̃⟨G̃S⟩†k

∥∥∥2
F
+

ϵ2

mγS

∥∥GP⊥
S
∥∥2
F
.
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Finally, normalizing by multiplying n/N on both sides gives

tr

(
Σϕ
(
PSΣ

ϕ
SPS

)†)
≲ tr

(
Σ̃ϕ⟨Σ̃ϕ

S⟩
†
k

)
+ ϵ2

n

mγS
tr
(
ΣϕP⊥

S
)
.

Taking any small constant ϵ > 0 completes the proof.

Lemma C.5 (Adapting [17, Theorem 23]). For any ϵ > 0 and δ ∈ (0, 1), let Γ ∈ Rr×m b a
(1/2, δ/2, k)-JLT (Definition C.1) with (Θ(ϵ/

√
k), δ/2)-JL second moment property (Definition C.2).

Given A ∈ Rr×n with rank(A) = k and B ∈ Rr×N , let

Ŵ = argmin
W∈Rn×N

∥W∥2F s.t. W ∈ argmin
W

∥∥Γ⊤(AW −B)
∥∥2
F
,

W∗ = argmin
W∈Rn×N

∥W∥2F s.t. W ∈ argmin
W

∥AW −B∥2F .

Then, with probability at least 1− δ over Γ,
∥∥∥A(Ŵ −W∗)

∥∥∥
F
≤ ϵ ∥AW∗ −B∥F .

Proof of Lemma C.5. Analogous to the proof of [17, Theorem 23], let A = QR be a reduced QR
decomposition of A such that Q ∈ Rr×k is an orthonormal basis for Range(A), and R ∈ Rk×n.
Reparametrizing Ẑ = RŴ and Z∗ = RW∗, up to constant scaling of ϵ, it is sufficient to show∥∥∥Q(Ẑ− Z∗)

∥∥∥
F
=
∥∥∥Ẑ− Z∗

∥∥∥
F
≤ O(ϵ) ∥QZ∗ −B∥F .

Since Γ ∈ Rr×k is an (1/2, δ/2, k)-JLT, we have
∥∥Ik −Q⊤ΓΓ⊤Q

∥∥
2
≤ 1/2 with probability at

least 1− δ/2 and∥∥∥Ẑ− Z∗

∥∥∥
F
≤
∥∥∥Q⊤ΓΓ⊤Q(Ẑ− Z∗)

∥∥∥
F
+
∥∥∥Q⊤ΓΓ⊤Q(Ẑ− Z∗)− (Ẑ− Z∗)

∥∥∥
F

≤
∥∥∥Q⊤ΓΓ⊤Q(Ẑ− Z∗)

∥∥∥
F
+
∥∥Ik −Q⊤ΓΓ⊤Q

∥∥
2

∥∥∥Ẑ− Z∗

∥∥∥
F

≤
∥∥∥Q⊤ΓΓ⊤Q(Ẑ− Z∗)

∥∥∥
F
+ 1/2

∥∥∥Ẑ− Z∗

∥∥∥
F

which implies
∥∥∥Ẑ− Z∗

∥∥∥
F
≤ 2

∥∥∥Q⊤ΓΓ⊤Q(Ẑ− Z∗)
∥∥∥
F

with probability at least 1− δ/2.

By the normal equation of the sketched least square problem, Q⊤ΓΓ⊤QẐ = Q⊤ΓΓ⊤B. Thus,∥∥∥Ẑ− Z∗

∥∥∥
F
≤ 2

∥∥Q⊤ΓΓ⊤(QZ∗ −B)
∥∥
F
.

Since Q⊤(QZ∗ −B) = −Q⊤ (Ir −QQ⊤)B = 0k×N and Γ has (ϵ/
√
k, δ/2)-JL second moment

property, Lemma C.2 implies that with probability at least 1− δ/2,∥∥Q⊤ΓΓ⊤(QZ∗ −B)
∥∥
F
≤ Θ

(
ϵ/
√
k
)
∥Q∥F ∥QZ∗ −B∥F = Θ(ϵ) ∥QZ∗ −B∥F .

Then, by the union bound, with probability at least 1− δ over Γ, we have∥∥∥Ẑ− Z∗

∥∥∥
F
≤ 2

∥∥Q⊤ΓΓ⊤(QZ∗ −B)
∥∥
F
≤ ϵ ∥QZ∗ −B∥F

with a suitable choice of the constant for Θ(ϵ).

Lemma C.6 ([97]). For a random matrix Ω ∈ Rn×m (n > m) consisting of i.i.d. subgaussian
entries with mean zero and variance one, with high probability,

O
((√

n−
√
m
)2)

In ≼ ΩΩ⊤ ≼ O
((√

n+
√
m
)2)

In.
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C.3 Upper Bounding Low-rank Approximation Error
Lemma C.7. Under Assumption 2.3, let Γ ∈ Rr×m be a Gaussian embedding (Lemma C.3) such
that there exists m > k ≥ 1.1r satisfying sk(Σ̃

ϕ
S) ≥ γS for some γS > 0. Then, with probability at

least 1− exp (−Ω(r)),

tr
(
ΣϕP⊥

S
)
≲

1

n

∥∥∥Σ̃ϕ⟨Σ̃ϕ
S⟩

†
k

∥∥∥
2
tr
(
Σϕ
)
.

Proof of Lemma C.7. Here we follow a similar proof strategy as [43, Theorem 1]. Let ΠS :=
[IN ]S ∈ Rn×N be the selection matrix associated with S ⊆ [N ]. We introduce the following N ×N
oblique projectors:

MS := GG†
S⟨G̃S⟩k⟨G̃S⟩†kΠS , M̃S := G̃⟨G̃S⟩†kΠS .

In particular, MS and M̃S are the oblique projectors since with ΠSG = GS and GSG
†
S = In,

M2
S =GG†

S⟨G̃S⟩k⟨G̃S⟩†kGSG
†
S⟨G̃S⟩k⟨G̃S⟩†kΠS

=GG†
S⟨G̃S⟩k⟨G̃S⟩†kΠS = MS ,

and with ΠSG̃ = G̃S ,

M̃2
S =G̃⟨G̃S⟩†kG̃S⟨G̃S⟩†kΠS = G̃⟨G̃S⟩†kΠS = M̃S .

Recalling PS from (9), we observe the following identities:

MSG = GG†
S⟨G̃S⟩k⟨G̃S⟩†kGS = GPS ; (12)

since GSG
†
S = In,

M̃SMS = G̃⟨G̃S⟩†kGSG
†
S⟨G̃S⟩k⟨G̃S⟩†kΠS = G̃⟨G̃S⟩†kΠS = M̃S ; (13)

and

M̃SG̃⟨G̃S⟩†k⟨G̃S⟩k = G̃⟨G̃S⟩†kG̃S⟨G̃S⟩†k⟨G̃S⟩k = G̃⟨G̃S⟩†k⟨G̃S⟩k. (14)

Combining (12), (13), and (14), we have

GPS =G−GPS = (IN −MS)G (by (12))

=
(
IN − M̃S

)
(IN −MS)G (by (13))

=
(
IN − M̃S

)
GP⊥

S (by (12))

=
(
IN − M̃S

)(
IN − G̃⟨G̃S⟩†k⟨G̃S⟩kG̃†

)
GP⊥

S (by (14)) .

Since
∥∥P⊥

S
∥∥2
2
= 1, this implies
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ΣϕP⊥

S
)
=

1

N
∥GPS∥2F =
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N

∥∥∥(IN − M̃S

)(
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)
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S

∥∥∥2
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≤ 1
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∥∥∥2
2

∥∥∥(IN − G̃⟨G̃S⟩†k⟨G̃S⟩kG̃†
)
G
∥∥∥2
F
.

By the operator norm identity for projectors [98], we have∥∥∥IN − M̃S

∥∥∥2
2
=
∥∥∥M̃S

∥∥∥2
2
=
∥∥∥G̃⟨G̃S⟩†kΠS

∥∥∥2
2
=
∥∥∥G̃⟨G̃S⟩†k

∥∥∥2
2
=

N

n

∥∥∥Σ̃ϕ⟨Σ̃ϕ
S⟩

†
k

∥∥∥
2
,

and therefore,

tr
(
ΣϕP⊥

S
)
≤ 1

n

∥∥∥Σ̃ϕ⟨Σ̃ϕ
S⟩

†
k

∥∥∥
2

∥∥∥(IN − G̃⟨G̃S⟩†k⟨G̃S⟩kG̃†
)
G
∥∥∥2
F
.

Since G̃⟨G̃S⟩†k⟨G̃S⟩kG̃† is a rank-k orthogonal projector onto

Range
(
G̃⟨G̃S⟩†k

)
= Range

(
G
(
Γ⟨G̃S⟩†k

))
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and Gaussian embeddings are rotationally invariant, G̃⟨G̃S⟩†k⟨G̃S⟩kG̃† shares the same distribution
as (GΩ)(GΩ)† for a r×k Gaussian embedding Ω with [Ω]i,j ∼ N (0, 1/k) i.i.d.. Then, we observe

that ∥(IN − G̃⟨G̃S⟩†k⟨G̃S⟩kG̃†)G∥2F is the rank-k randomized range-finder error of G, which can
be controlled according to Lemma C.8: with probability at least 1− exp (−Ω(r)),

tr
(
ΣϕP⊥

S
)
≲

1

n

∥∥∥Σ̃ϕ⟨Σ̃ϕ
S⟩

†
k

∥∥∥
2
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∥∥∥Σ̃ϕ⟨Σ̃ϕ
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†
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2
tr
(
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)
.

By the definition of r in Assumption 2.3, tr
(
Σϕ − ⟨Σϕ⟩r

)
≤ tr

(
Σϕ
)
/N and thus,

tr
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)
≲

1

n

∥∥∥Σ̃ϕ⟨Σ̃ϕ
S⟩

†
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∥∥∥
2
tr
(
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)
.

Lemma C.8 (Randomized range-finder error (simplifying [32, Theorem 10.7])). Let Ω ∈ Rr×k be
a Gaussian embedding with [Ω]i,j ∼ N (0, 1/k) i.i.d.. For any G ∈ RN×r and r ∈ N such that
1.1r ≤ k ≪ min {N, r}, with probability at least 1− exp (−Ω(r)),∥∥(IN − (GΩ)(GΩ)†

)
G
∥∥
F
≲ ∥G− ⟨G⟩r∥F .

D Experiment Details for Section 4.1

D.1 Implementation Details
Synthetic data generation. We consider a set of N = 2000 samples with high-dimensional
pre-trained representations ϕ(X) ∈ RN×r where r = 2400, modeled by a Gaussian mixture
model (GMM) consisting of r = 8 well-separated clusters, each with random sizes and variances.
Specifically, we generate the GMM dataset as follows:

• Randomly partition the N samples into r = 8 clusters with sizes {Nj | j ∈ [r]}.

• For each j ∈ [r], generate the cluster mean µj ∈ Rr with µj = (Zjr) · ej where Zj ∼ Unif([r])
and variance σj = Z ′

j · σmax where Z ′
j ∼ Unif([0, 1]) and σmax = 0.04.

• Generate representations
{
ϕ(xi) ∼ N (µj , σ

2
j Ir)

∣∣ i ∈ [Nj ]
}

i.i.d. for each cluster j ∈ [r].

• Draw a latent label generator θg ∼ N (0r, Ir). For each cluster j ∈ [r], assign the same label
yi = µ⊤

j θg for all samples i ∈ [Nj ] within the cluster.

Ridge regression. We solve the ridge regression problem over the selected coreset DS of n samples
and tune the regularization hyperparameter α via grid search over 100 linearly spaced values in
[10−2, 102] with 2-fold cross-validation.

D.2 Baselines
We compare SkMM to the following unsupervised data selection methods for regression:

(a) Uniform sampling (Uniform) selects n samples uniformly at random from the full dataset D.

(b) Herding [51, 52] (Herding) selects data greedily to minimize the distance between the centers
of the coreset DS and the original dataset D. Notice that although herding aims to reduce the
“bias” of the coreset center, it fails to control our notion of bias in the low-rank approximation
sense. Given the construction of the GMM dataset, herding has more emphasis on variance
reduction, as illustrated in Figure 2.

(c) K-center greedy [53] (K-center) provides a greedy heuristic for the minimax facility location
problem that aims to minimize the maximum distance between any non-coreset sample and the
nearest coreset sample.

(d) Adaptive sampling [44, 56] (Adaptive) iteratively samples data based on their squared
norms and adaptively updates the distribution by eliminating the spanning subspace of the
selected samples from the dataset. It is proved in the recent work [44] that adaptive sampling
achieves nearly optimal sample complexity for low-rank approximations, matching that of
volume sampling [39, 41] (with the best know theoretical guarantee) up to a logarithmic factor.
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In practice, adaptive sampling generally achieves comparable accuracy to volume sampling for
low-rank approximations, with considerably better efficiency [44, 45]. Due to the prohibitive
cost of volume sampling in high dimensions, we choose adaptive sampling in the comparison.

(e) Truncated [18, 72] and ridge leverage score sampling [19, 73, 74] (T/R-leverage) are the
extensions of classical leverage score sampling [54] to high dimensions. In particular, leverage
score sampling is originally designed for low-dimensional linear regression, while degenerating
to uniform sampling in high dimensions. Consider the high-dimensional representations ϕ(X) ∈
RN×r (r > N ) in our setting, for each i ∈ [N ],

• leverage score: li := ϕ(xi)
⊤(ϕ(X)⊤ϕ(X))†ϕ(xi),

• truncated leverage score: l(m)
i := ϕ(xi)

⊤(⟨ϕ(X)⟩⊤m⟨ϕ(X)⟩m)†ϕ(xi) for a given truncation
rank m, and

• ridge leverage score: l(ρ)i := ϕ(xi)
⊤(ϕ(X)⊤ϕ(X) + ρIr)

†ϕ(xi) for a given regularization
parameter ρ > 0. Larger ρ brings ridge leverage score sampling closer to uniform sampling.

Therefore, both truncated and ridge leverage score sampling balance the variance-bias tradeoff
by adjusting the truncation rank m and regularization parameter ρ, respectively.

Baseline details. For both Herding and K-center, we adopt the DeepCore implementation [1].
Notice that Herding is a deterministic algorithm. For Adaptive, we use the implementation
from [45]. For T-leverage, we use a rank-m truncated SVD to compute the leverage scores,
with m = 4r = 32 as in SkMM (i.e., providing both methods approximately the same amount of
information and compute). For R-leverage, we choose ρ = 103.

E Additional Experiments and Details for Section 4.3

Table 4: Accuracy and F1 score (%) of FT over (the last two layers of) ResNet18 on StanfordCars
n 2000 2500 3000 3500 4000

Uniform Sampling Acc 29.19 ± 0.37 32.83 ± 0.19 35.69 ± 0.35 38.31 ± 0.16 40.35 ± 0.26
F1 26.14 ± 0.39 29.91 ± 0.16 32.80 ± 0.37 35.38 ± 0.19 37.51 ± 0.23

Herding [51] Acc 29.19 ± 0.21 32.42 ± 0.16 35.83 ± 0.24 38.30 ± 0.19 40.51 ± 0.19
F1 25.90 ± 0.24 29.48 ± 0.23 32.89 ± 0.27 35.50 ± 0.22 37.56 ± 0.21

Contextual Diversity [78] Acc 28.50 ± 0.34 32.66 ± 0.27 35.67 ± 0.32 38.31 ± 0.15 40.53 ± 0.18
F1 25.65 ± 0.40 29.79 ± 0.29 32.86 ± 0.31 35.55 ± 0.14 37.81 ± 0.23

Glister [79] Acc 29.16 ± 0.26 32.91 ± 0.19 36.03 ± 0.20 38.16 ± 0.12 40.47 ± 0.16
F1 26.33 ± 0.19 30.05 ± 0.28 33.26 ± 0.18 35.41 ± 0.14 37.63 ± 0.17

GraNd [66] Acc 28.59 ± 0.17 32.67 ± 0.20 35.83 ± 0.16 38.58 ± 0.15 40.70 ± 0.11
F1 25.66 ± 0.15 29.70 ± 0.22 32.76 ± 0.16 35.72 ± 0.15 37.83 ± 0.11

Forgetting [80] Acc 28.61 ± 0.31 32.48 ± 0.28 35.18 ± 0.24 37.78 ± 0.22 40.24 ± 0.13
F1 25.64 ± 0.25 29.58 ± 0.30 32.38 ± 0.20 35.16 ± 0.18 37.41 ± 0.14

DeepFool [81] Acc 24.97 ± 0.20 29.02 ± 0.17 32.60 ± 0.18 35.59 ± 0.24 38.20 ± 0.22
F1 22.11 ± 0.11 26.08 ± 0.29 29.83 ± 0.27 32.92 ± 0.33 35.47 ± 0.22

Entropy [82] Acc 28.87 ± 0.13 32.84 ± 0.20 35.64 ± 0.20 37.96 ± 0.11 40.29 ± 0.27
F1 25.95 ± 0.17 30.03 ± 0.17 32.85 ± 0.23 35.19 ± 0.12 37.33 ± 0.34

Margin [82] Acc 29.18 ± 0.12 32.73 ± 0.15 35.67 ± 0.30 38.27 ± 0.20 40.58 ± 0.06
F1 26.15 ± 0.12 29.66 ± 0.05 32.86 ± 0.30 35.61 ± 0.17 37.77 ± 0.07

Least Confidence [82] Acc 29.05 ± 0.07 32.88 ± 0.13 35.66 ± 0.18 38.25 ± 0.20 39.91 ± 0.09
F1 26.18 ± 0.04 30.03 ± 0.14 32.79 ± 0.15 35.42 ± 0.16 37.14 ± 0.12

SkMM-FT Acc 29.44 ± 0.09 33.48 ± 0.04 36.11 ± 0.12 39.18 ± 0.03 41.77 ± 0.07
F1 26.71 ± 0.10 30.75 ± 0.05 33.24 ± 0.05 36.38 ± 0.05 39.07 ± 0.10

Implementation details. For CLIP standard transform, we transform the image size to 224,
with normalization mean (0.48145466, 0.4578275, 0.40821073) and std (0.26862954, 0.26130258,
0.27577711).

Parameter Count. We show the parameter sizes for the two-layer fine-tuning experiments in ??.
The representation dimension d is 512 for ResNet18, the number of classes K is 10 for CIFAR-10
and 196 for Stanford Cars. The last layer parameter size is 5130 for CIFAR-10 and 100548 for
Stanford Cars. The second but last layer parameter size is 2364426 for CIFAR-10. When we do
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Table 5: Classification accuracy (%) of LP over CLIP on CIFAR-10.
n 1000 2000 3000 4000

Uniform Sampling 91.68± 0.45 92.22± 0.25 92.60± 0.14 92.79± 0.12
Herding [51] 91.68± 0.27 92.20± 0.17 92.72± 0.51 93.00± 0.45

Contextual Diversity [78] 91.98± 0.11 92.53± 0.05 92.81± 0.25 92.99± 0.24
Glister [79] 91.09± 0.08 91.60± 0.23 91.83± 0.08 91.87± 0.09
GraNd [66] 88.48± 0.90 88.89± 0.53 89.04± 0.24 89.54± 0.46

Forgetting [80] 91.51± 0.01 92.15± 0.02 92.61± 0.01 92.81± 0.01
DeepFool [81] 91.68± 0.32 91.78± 0.79 91.93± 0.89 92.18± 0.70
Entropy [82] 88.66± 1.01 89.96± 0.42 90.27± 1.11 91.06± 0.75
Margin [82] 91.22± 0.64 91.60± 0.92 91.94± 0.83 92.09± 0.81

Least Confidence [82] 89.38± 1.73 90.49± 1.47 90.83± 1.43 91.26± 1.30

SkMM-LP 92.96 ± 0.07 93.38 ± 0.01 93.67 ± 0.01 93.78 ± 0.04

Table 6: Accuracy of FT over ResNet18 on CIFAR-10.
n 2500 3000 3500 4000

Uniform Sampling 77.55 ± 0.16 78.04 ± 0.18 78.46 ± 0.09 78.83 ± 0.15
Herding [51] 77.58 ± 0.17 77.74 ± 0.19 78.37 ± 0.14 78.39 ± 0.11

Contextual Diversity [78] 77.24 ± 0.08 77.65 ± 0.10 78.17 ± 0.07 78.22 ± 0.11
Glister [79] 77.46 ± 0.13 77.95 ± 0.15 78.19 ± 0.10 78.54 ± 0.08
GraNd [66] 77.22 ± 0.10 77.74 ± 0.07 78.31 ± 0.11 78.49 ± 0.10

Forgetting [80] 77.32 ± 0.20 77.87 ± 0.21 78.05 ± 0.04 78.53 ± 0.09
DeepFool [81] 77.25 ± 0.09 77.70 ± 0.21 78.04 ± 0.12 78.46 ± 0.13
Entropy [82] 77.55 ± 0.21 77.74 ± 0.12 78.23 ± 0.20 78.41 ± 0.08
Margin [82] 77.24 ± 0.15 77.81 ± 0.23 78.32 ± 0.17 78.52 ± 0.15

LeastConfidence [82] 77.46 ± 0.23 77.93 ± 0.14 78.21 ± 0.17 78.60 ± 0.10

SkMM-FT 77.75 ± 0.08 78.12 ± 0.04 78.66 ± 0.06 79.11 ± 0.02

the last two layers fine-tuning, the total parameter size is 8398858 for CIFAR-10 and 2459844 for
Stanford Cars.

StanfordCars Baselines. For DeepCore baselines, there are some methods that require warmup
training before the finetuning (e.g. Uncertainty-Entropy), we use one-layer training and two-layer
training (freezing other layers) in the warmup training for linear probing selection and two-layer
finetuning selection. The warmup training is done with Adam optimizer with learning rate 0.01 for
10 epochs.

Finetuning Details We finetune the model for 50 epochs for both linear probing and finetuning
using Adam optimizer with a learning rate 0.01.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: We summarized our contributions at the end of the introduction (Section 1).

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discussed limitations and future directions in Section 5.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the
paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.

• The paper should point out any strong assumptions and how robust the results are to violations of
these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory Assumptions and Proofs

30

43396https://doi.org/10.52202/079017-1374



Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?

Answer: [Yes]

Justification: The assumptions are clearly stated in place with the theoretical results, while the
proofs are deferred to the appendices, with clear hyperlink references.

Guidelines:

• The answer NA means that the paper does not include theoretical results.

• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.

• All assumptions should be clearly stated or referenced in the statement of any theorems.

• The proofs can either appear in the main paper or the supplemental material, but if they appear
in the supplemental material, the authors are encouraged to provide a short proof sketch to
provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experi-
mental results of the paper to the extent that it affects the main claims and/or conclusions of the
paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide clear pseudocode and experiment setups in the main text, as well as
implementation details in the appendices.

Guidelines:

• The answer NA means that the paper does not include experiments.

• If the paper includes experiments, a No answer to this question will not be perceived well by the
reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate the
results, access to a hosted model (e.g., in the case of a large language model), releasing of a
model checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either
be a way to access this model for reproducing the results or a way to reproduce the model
(e.g., with an open-source dataset or instructions for how to construct the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: Our experiment code for both the synthetic and real data is available at
https://anonymous.4open.science/r/data_pruning.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.

• Please see the NeurIPS code and data submission guidelines
(https://nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run
to reproduce the results. See the NeurIPS code and data submission guidelines
(https://nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: We specify the experiments setting in the main context (subsection 4.1 ,subsec-
tion 4.3) and appendix (subsection D.1, subsection D.2) opensourced our code and scripts at
https://anonymous.4open.science/r/data_pruning.

Guidelines:

• The answer NA means that the paper does not include experiments.

• The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: We reported the stand error with 5 seeds.

Guidelines:

• The answer NA means that the paper does not include experiments.

• The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).

• It should be clear whether the error bar is the standard deviation or the standard error of the
mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of
errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?

Answer: [Yes]

Justification: All the experiments could be done with A40 or even smaller GPUs. We use 4
workers and 32 GB Memory.

Guidelines:

• The answer NA means that the paper does not include experiments.

• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Yes, we follow the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

• If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.
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• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due
to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?

Answer: [NA]

Justification: This is a learning theory paper with no societal impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.

• If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to par-
ticular applications, let alone deployments. However, if there is a direct path to any negative
applications, the authors should point it out. For example, it is legitimate to point out that
an improvement in the quality of generative models could be used to generate deepfakes for
disinformation. On the other hand, it is not needed to point out that a generic algorithm for
optimizing neural networks could enable people to train models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for
monitoring misuse, mechanisms to monitor how a system learns from feedback over time,
improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators,
or scraped datasets)?

Answer: [NA]

Justification: This is a learning theory paper with no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.

• Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere
to usage guidelines or restrictions to access the model or implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?
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Answer: [Yes]

Justification: We use the open-sourced dataset (CIFAR10) and models (CLIP), they are open for
research usage.

Guidelines:

• The answer NA means that the paper does not use existing assets.

• The authors should cite the original paper that produced the code package or dataset.

• The authors should state which version of the asset is used and, if possible, include a URL.

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.

• For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for some
datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: https://anonymous.4open.science/r/data_pruning.

Guidelines:

• The answer NA means that the paper does not release new assets.

• Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either create
an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?

Answer: [NA]

Justification: This work does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of
the paper involves human subjects, then as much detail as possible should be included in the
main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.
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15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Sub-
jects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?

Answer: [NA]

Justification: This work does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly
state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
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