HairFastGAN: Realistic and Robust Hair Transfer
with a Fast Encoder-Based Approach

Maxim Nikolaev':3, Mikhail Kuznetsov':>2, Dmitry Vetrov*, Aibek Alanov!>
'HSE University, 2Skolkovo Institute of Science and Technology, 3AIRI
{m.nikolaev, m.k.kuznetsov, alanov}@airi.net
4Constructor University, Bremen
dvetrov@constructor.university

Color Result 14 HaircLiP
- - g HairCLIPv2

CtrlHair StyleYourHair

Barbershop

HairFast (ours)

0.3 1.0 3.2 10 100 1000
Runtime (seconds)

Figure 1: HairFastGAN: Realistic and Robust Hair Transfer with a Fast Encoder-Based Ap-
proach. Our method takes as input a photo of the face, desired shape and hair color and then
performs the transfer of the selected attributes. You can also see a comparison of our model with the
others in the right plot. We were able to achieve excellent image realism while working in near real
time.

Abstract

Our paper addresses the complex task of transferring a hairstyle from a reference
image to an input photo for virtual hair try-on. This task is challenging due to
the need to adapt to various photo poses, the sensitivity of hairstyles, and the
lack of objective metrics. The current state of the art hairstyle transfer methods
use an optimization process for different parts of the approach, making them
inexcusably slow. At the same time, faster encoder-based models are of very
low quality because they either operate in StyleGAN’s W+ space or use other
low-dimensional image generators. Additionally, both approaches have a problem
with hairstyle transfer when the source pose is very different from the target pose,
because they either don’t consider the pose at all or deal with it inefficiently. In our
paper, we present the HairFast model, which uniquely solves these problems and
achieves high resolution, near real-time performance, and superior reconstruction
compared to optimization problem-based methods. Our solution includes a new
architecture operating in the FS latent space of StyleGAN, an enhanced inpainting
approach, and improved encoders for better alignment, color transfer, and a new
encoder for post-processing. The effectiveness of our approach is demonstrated
on realism metrics after random hairstyle transfer and reconstruction when the
original hairstyle is transferred. In the most difficult scenario of transferring both
shape and color of a hairstyle from different images, our method performs in less
than a second on the Nvidia V100.

1 Introduction

Advances in the generation of face images using GANs [3], [12H14, [0l 11 have
made it possible to apply them to semantic face editing [10] [33]). One of the most challenging
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and interesting topic in this area is hairstyle transfer [27]. The essence of this task is to transfer
hair attributes such as color, shape, and structure from the reference photo to the input image while
preserving identity and background. The understanding of mutual interaction of these attributes is the
key to a quality solution of the problem. This task has many applications among both professionals
and amateurs during work with face editing programs, virtual reality and computer games.

Existing approaches that solve this problem can be divided into two types: optimization-based [25|
411116l 115,142,133 13], by obtaining image representations in some latent space of the image generator
and directly optimizing it for the corresponding loss functions to transfer the hairstyle, and encoder-
based [32, 13} 127, [7]], where the whole process is done with a single direct pass through the neural
network. The optimization-based methods have good quality but take too long, while the encoder-
based methods are fast but still suffer from poor quality and low resolution. Moreover, both approaches
still have a problem if the photos have a large pose difference.

We present a new HairFast method that works in high resolution, is outperforms in quality to state-of-
the-art optimization methods, and is suitable for interactive applications in terms of speed, since we
use only encoders in the inference process. We propose our decomposition of the problem and solve
each of the subtasks efficiently. In particular, we developed a new approach for pose adaptation, a
new approach for FS space regularization, a more efficient approach for hair coloring, and developed
a new module for detail recovery. Our framework consists of four modules: pose alignment, shape
alignment, color alignment and refinement alignment. Each module solves its own subtask by training
specialized encoders.

We have conducted an extensive series of experiments, including attribute changes both individually
(color, shape) and in combination (color and shape), on the CelebA-HQ dataset [12] in various
scenarios. Based on standard realism metrics such as FID [88]], FID¢prp [18] and runtime, the proposed
method shows comparable or even better results than state-of-the-art optimization-based methods
while having inference time comparable to the fastest HairCLIP [32]] method.

2 Related Works

GANs. Generative Adversarial Networks (GANs) have significantly advanced research in image
generation, and recent models such as ProgressiveGAN [12]], StyleGAN [[13]], and StyleGAN?2 [14]]
produce highly detailed and realistic images, especially in the area of human faces. Despite the
progress made in face generation, high-quality, fully controlled hair editing remains a challenge due
to the many side effects.

Latent Space Embedding. Inversion techniques [[1, 29} 40} 143, 23| [30] for StyleGAN generate
latent representations that balance editability and reconstruction fidelity. Methods that prioritize
editability map real images into a more flexible latent subspace, such as W or W+ [1]], which
can reduce the accuracy of the reconstruction - a popular example is E4E [30]. Reconstruction-
focused methods, on the other hand, aim for an exact restoration of the original image. For example
Barbershop merges the structural feature space (F) with the global style space (.5) to form a composite
space (F'S). Such decomposition enhances the representational capacity of the space. Utilizing both
the W+ and F'S latent spaces, we have created a comprehensive hair editing framework that allows
for a wide range of potential realistic adjustments.

Optimization-based methods. Among the classical optimization methods, we can highlight Bar-
bershop [41], which uses multi-stage optimization in the StyleGAN FS space. But Barbershop
doesn’t work well with large pose differences, a problem that Style YourHair [16] tries to solve by
using local style matching and pose alignment loss, which allows efficient face rotation before hair
transfer. Other approaches to hair editing include: StyleGANSalon [15]], which solves the rotation
problem with EG3D [2]], HairNet [42], which has learned to handle complex poses and uses PTI [24]
to improve quality but has lost the ability to independently transfer hair color, HairCLIPv2 [33]] which
can interact with images, masks, sketches and texts, HairNeRF [3] which uses StyleNeRF [6] instead
of StyleGAN to provide distortion-free hair transfer in case of complex poses.

Encoder based methods. Encoder-based methods replace optimization processes with training a

neural network, speeding up runtime a lot. Among the best models, we can highlight CtrlHair [[7]
that uses SEAN [44] as a feature encoder and generator. The method still suffers from complex cases
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Figure 2: Overview of HairFast: the images first pass through the Pose alignment module, which
generates a pose-aligned face mask with the desired hair shape. Then we transfer the desired hairstyle
shape using Shape alignment and the desired hair color using Color alignment. In the last step,
Refinement alignment returns the lost details of the original image where they are needed.

with different facial poses and the authors solve this by inefficient postprocessing of the mask due to
which the method is slow. HairCLIP [32], which is an order of magnitude faster than CtrlHair, uses
CLIP [22] feature extractor. The method allows to edit hair with text, but it works in W+ space, which
causes poor preservation of face identity and hair texture. Other approaches to hair editing include:
MichiGAN [27]], HairFIT [4] Encoder-based methods show significantly worse performance than
optimization-based approaches especially in difficult cases with different head poses and lightning
conditions. We propose the first encoder-based framework that achieves comparable quality with
methods that use optimizations.

3 Method

3.1 Overview

Formally we will solve the following problem, we have a source image Isoyrce to Which we want to
transfer the style and shape of Igape, and an image with the desired hair color ey

In this problem setting, we will solve the shape and color transfer problems independently using
Shape alignment and Color alignment respectively to make the method flexible. Also, before these
modules, we propose a new stage Pose alignment which purpose is to remove the pose mismatch
between image source and images Ishape and Ieoior. And after all these modules we introduce a new
Refinement alignment stage, which should restore the details of the face and background that we may
have lost after the hair and color transfer stage. You can see the general pipeline of our approach on
the picture Fig.[2]

In this work, we propose a unique solution for each of these modules that shows high quality and
high performance compared to existing approaches. In particular, we do not use optimization to solve
these problems, which allows us to speed up the overall pipeline greatly. In our HairFast method
we propose an efficient Pose alignment approach by adding a new Rotate Encoder whose purpose
is to change the face latent to rotate it. In Shape Alignment we propose a new FS mixing approach
that allows to transfer the hair while keeping the possibility to edit it for color changes, besides we
propose an efficient use of SEAN for inpainting at this stage. Also in Color Alignment we offer a new
architecture using CLIP embeddings and new losses, which has significantly improved the results of
this stage. Finally, we propose a completely new Refinement alignment stage.

First of all, our method starts with Pose alignment block, its purpose is to generate a segmentation
mask with a target hair shape. This block takes as input images of the original face, the desired hair
and their W+ representations in StyleGAN space. Then, a Rotate Encoder is run inside the block,
which rotates the image with the desired hair to the same pose as the original face, followed by a
Shape Encoder to adapt the resulting hairstyle at the level of the segmentation mask.

In the next Shape alignment module, we transfer the hairstyle shape from Ighape 10 Jsource by changing
only the tensor F' from the FS space of StyleGAN. To do this, we generate the tensor I for the
inpaint after changing the shape using SEAN and target mask from Pose alignment. Once we have
all the necessary I’ tensors, we aggregate them taking into account the segmentation masks, selecting
the desired parts, thus obtaining a new F’ tensor that corresponds to the image with the desired hair
shape.

The next Color module is designed to transfer the hair color from the I, To do this, we edit the S
space of the source image using our trained encoder, which also takes as input the .S tensor of the
reference and additional CLIP [22]] embeddings of the source images.
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(a) Visualization of the mixing block. (b) Modules for transferring the desired hair shape.

Figure 3: Detailed diagram of the units. (a) Mixing block mixes FS and W+ space representations to
allow color editing (b) The Pose alignment module diagram generates a pose-aligned mask with the
desired hair shape, and the Shape alignment module diagram that takes the images themselves, their
segmentation masks, W+ and F' representations to transfer the desired hairstyle shape.

The image generated after the Color module can already be considered as the final image, but in our
work we also introduce a new Refinement alignment module. The purpose of this module is to restore
the necessary details of the original image that were lost after inversion and editing. This allows us to
preserve the identity of the face and increase the realism of the method.

3.2 Pose alignment

In this step, we want to get a segmentation mask of the original face with the desired hair shape.
Such a task of generating a target mask without optimization problems was very successfully solved
by the authors of the CtrlHair [7] method using Shape Encoder, which encodes the segmentation
masks of two images as separate embeddings of hair and face, and Shape Adaptor reconstructs the
segmentation mask of the desired face with the desired hair shape, additionally performing inpaint.
Nevertheless, this approach still has problems.

First of all, the Shape Adaptor and Shape Encoder itself has been trained to transfer the hair shape as
it is in the current pose and so for the case where the source and shape photos have too different poses,
the method performs very poorly, causing the final photo to show severe hair shifts. The authors of
CtrlHair have partially solved this problem with a slow and ineffective post-processing of the mask.

In our approach, we introduce a new Rotate Encoder that is trained to rotate the shape image to the
same pose as the source image. This is accomplished by changing the latency of the image w®*E
received from the E4E encoder [30]. The new image is then segmented and given to the input of the
encoder and shape adapter as the desired hair shape. Since we don’t need detailed hair to generate
the mask, we use the E4E representation of the image. The Rotate Encoder has been trained with
very good interpolation and can rotate the image to the most complex pose while maintaining the
original shape of the hair. At the same time, Encoder does not mess up the hairstyles if the image
poses already match. After rotation, we obtain the image mask using BiSeNet [38]]:

E4E E4E .
Wrotate = Rotategye (wsource » Wshape ) 5 Moae = BiSeNet ( G (wrotale ) ) 5 (1)

where G is StyleGAN and w®F = E4E([) — the latent E4E representation for Isource and Ishape-

For training Rotate Encoder, we used keypoint optimization with a pre-trained STAR [39]] model as
well as cycle-consistency reconstruction loss. See the Appendix [0.1] for more information about the
Rotate Encoder.

This approach allows for a high quality transfer of most hairstyles even with the most complex pose
differences, correcting artifacts that occur even in the StyleYourHair method, as will be shown in the
experiments section. A diagram of the Pose alignment module architecture is shown in Fig. 3] More
formally, the generation of the final My, = Shape AdaplOr(hairemb7 faceemy ), where

hairemb = Shapel}é?lié(Mrotate% faceemb = Shape]fzagce(Msource)7 Msource = BiseNet(Isource)' (2)
The last step we extract the hair area mask Hyjign from Mjign.

These masks Hyjign and Mg, from the Pose alignment module will be needed for the next alignment
tasks — inpaint generation and shape transfer in the Shape alignment module. A diagram of the Pose
alignment module is shown in Fig.[3]
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3.3 FS and W+ mixing

Before transferring the new hairstyle and doing coloring, there’s one more problem to address. The
native integration of the FS encoder [36]] cannot edit .S space in a way that transfers hair color. To
solve this problem, we additionally use E4E — it is a very simple encoder with relatively poor image
reconstruction quality, but has high editability. For this, we also reconstruct all images with E4E and
mix the F' tensor corresponding to the hair with the F' tensor obtained with the FS encoder.

Formally, if I is input image, then FISE, S = FSg,(I), wE = E4E(I), where FIs¢ €
R16%16x512 g ¢ R12X512 _ the F'S representation obtained from FS encoder and wF*E € R18x512 _
the encoding from E4E.

Since we want to edit images in F' space of 32x32 resolution while FS encoder produces only 16x16,
we need to run a few more StyleGAN blocks, while for E4E we run all 6 first blocks:

Fis" = Gue(FI", 5), FF = Gg(w™F), 3)
where G — the output of the first 6 StyleGAN blocks and G4.¢ — the generator starts at block 4.

To find the hair region in the I’ tensor, we use BiSeNet to segment a face and downsize the selected
hair mask. Then final reconstruction for images F35*:

M = BiSeNet(I), H = Downsample,, (M = hair), €))
Fox = H-FiSf 4+ (1—a)-H- -Fi5¢+a-H-F5E 6)

Here H is an inversion of the mask H and « is the hyperparameter for mixing. In our work it is
equal to 0.95. This means that we only take 5% of the hair from FS encoder, but according to our
experiments, even this small mixing with the hair F' tensor of FS encoder hair greatly increases the
quality. The visualization of the mixing procedure shown in Fig.

This F335* tensor allows us to get an excellent quality of face and background reconstruction and still
edit the hairstyle.

3.4 Shape alignment

In this step, our goal is to transfer the desired hair shape from Igape t0 Igource. For this purpose, we
edit only the F' space. To achieve this, we solve 2 subtasks: generation of a target mask with the
desired hair shape and generation of F' tensor with the inpainted parts of the image.

For the inpaint task, we use the pre-trained SEAN model, which produces style vectors for each
segmentation class using the input image and its segmentation mask, and its decoder reconstructs the
image using the style vectors and any new segmentation mask. Thus, using this model, we can obtain
a 256x256 resolution image with the desired hair shape for both source and shape photos.

= SEANg,(I, M), 1Pt — SEANDec (Style ogess Malign)- (6)

To get the F' tensor representation of these images we use E4E. According to our experiments, the
SEAN model in some cases produces strong artifacts in weakly represented segmentation classes such
as ears, and due to artifacts on the target segmentation mask, it can also produce images with similar
artifacts, such as when the hair is not connected to the head. E4E due to its good generalization is a
good regularizer that automatically handles all such kind of artifact.

F?i)r;paint _ GG (E4E(Iinpaim) ) . (7)

style

codes

i

In the current step we have two initial FI3* tensors of images and two Fye™™ tensors after the inpaint

part. The last step Alignment of F space combines all four F tensors into one new F;lzig”, which can
be used to generate an image with a given hairstyle. To do this, we assemble the tensor by selecting

its corresponding parts using segmentation masks. A diagram of the Shape alignment module is
shown in Fig.

align ) mix ) T inpaint
F32 - Hallgn : Hshape : Fshape + Hallgn : Hshape : Fshape + (8)
mix inpaint
+ Halign : Hsource * Fsource + Halign N Hsource - F, b .

source

Here, Hpape and Hyouree are obtained from Igpape and Igource from according to Eq. @)

45604 https://doi.org/10.52202/079017-1450



Color Encoder

fc
modulation
Teaky=rell
fc
modulation
Teaky-relu
Shiend

sﬁ;{p 15

CLIP encoding Modulation module

FS Enc
(ours)

Isnurce

cLP

(a) Diagram color alignment (b) Refinement alignment diagram

Figure 4: Detailed diagram of the units. (a) A color alignment module diagram that takes as input
S image representations as well as segmentation masks. The purpose of this block is to encode the
details of the original image and change the .S space to transfer the desired hair color and preserve
the identity. (b) A refinement alignment diagram that takes as input the source image and post Color
alignment module image. At this module, the goal is to get a new representation in StyleGAN space
to get a realistic image, with the original details of the source image that were lost after inverting
images into latents.

3.5 Color alignment

In the next step, we solve the problem of changing the S space so as to change the hair color to the
desired color. According to our experiments, we find that learning the convex combination of Syoyrce
and Scolor as previous methods did is not enough for good quality, so we develop a new encoder to
predict the change of Sg,uce. Moreover, we find that using only .S space is not enough to change
hair color and preserve the rest of the image, so we include CLIP image embeddings to bring more
information into the features. Finally, we experiment with losses and find that the cosine distance
between CLIP embeddings works better than LPIPS [36].

As Color Encoder architecture we use 1D modulation layers similar to those used in StyleGAN.
Such layers are excellent for style changing and have good stability. The purpose of this encoder
is to predict the change of Syouce in such a way as to change the hair color to the desired color
while preserving the rest of the image. We input S.oor as a style to the modulation layers with CLIP
embeddings of the source image without hair: embg,ee = CLIPene(Lsource * H. align + H. source) and CLIP
embeddings of the hair only from the color image: embh,ir = CLIPenc (Lcotor - Heolor)» Where Hyjign
hair mask obtained from a Pose alignment module run to transfer a hair shape from I ojor t0 Isource-
This helps to convey additional information about the original images that might have been lost after
inverting images into latent spaces. And Iyjeqq 1S the final image before Refinement alignment stage:

Spiend = Blendgnc (Ssource, Scolor; €Mbrace, €Mbhair), )]
Iyjena = StyleGAN(F352", Shiena), (10)

A diagram of the method is shown in Fig. 4]
Leiip(L1, I, My, M) =1 — CosSimcrip (1) - My, I - M>), (11)

To train the model, we use the L, one of which optimizes the cosine distance between the CLIP
embeddings of the final and source images on both the reconstruction and transfer of the desired
color. See the Appendix [9.2]for training and encoder details.

3.6 Refinement alignment

Our method, even though it has a higher quality Color alignment step, still has a problem on complex
cases where the face hue may change. Particularly because of this we cannot simply use Poisson
blending like a CtrlHair, as the difference in shades emphasizes the overlay more and visually it
doesn’t look realistic.

For this reason, we are developing our own Refinement alignment module, which is essentially a
larger and more powerful reconstruction encoder, but for a more complex task — reconstruction of the
original face and background, reconstruction of hair after Color alignment module and inpaint of
non-matching parts. This Refinement encoder generates an F tensor 4 times higher resolution than the
FS encoder we used in the Shape alignment module. This allows for unrivaled reconstruction quality.
Unlike traditional encoders that sacrifice reconstruction quality for good editing, we are able to use
such a large resolution F tensor due to the fact that we do not have to edit the image after this module.
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Table 1: Realism Metrics. These metrics were measured on the same pre-selected triples of images
(face, shape and color) from the CelebaHQ [12] dataset. Then, applying the method, FID was
measured on the original dataset and the modified dataset. FID¢yyp [18] was counted similarly to FID,
but a CLIP encoder was used instead of Inception V3. Running time was measured as the median
time among a bunch of method runs, without taking into account loading images from disk. Pose
Metrics. For this metrics, we consider color and shape transfer from the target image to the source
image. We divided all pairs into 3 equal buckets: easy, medium and hard according to the difference
of face key points. Reconstruction. For this each method is started on the task of transferring the
color and shape of the hairstyle from itself to itself, thus at the end we measure the metrics with the
original image.

Realism metrics Pose metrics Reconstruction

Model FID} FIDcww FID] FIDcwwl LPIPS| PSNRT  Time (s)

full both full both medium hard medium  hard A100 V100
HairCLIP [32] 3495 40.68 1220 1332  55.77 54.35 15.53 15.73 0.36 1408 0.28 0.36
HairCLIPv2 [33] 14.28 23.37 1098 12.14 44.62 45.28 14.56 18.66 0.16 19.71 112 221
CtrlHair [7) 15.10 24.81 9.52 1042 46.45 50.12 12.96 16.42 0.15 19.96 6.57 7.87
Style YourHair [16] - 25.90 - 1091  46.32 47.19 13.70 15.93 0.14 21.74 84 239
Barbershop [41] 1594 2452 7.07 8.12 44.08 46.13 11.27 13.30 0.11 21.18 213 645
HairFast (ours) 13.12 22.71 5.12 6.06 43.25 44.85 8.90 10.33 0.08 23.45 0.41 0.78

Refinement itself consists of a trained FS encoder at resolution 64 for the usual reconstruction task,
we use it to encode the original image Isoyce and the Iyjenq image after our method:

Fé)}lend’ Sblend = FSEnc (ours)(lblend)v (12)
ngurce7 Ssource = FSEHC (ours) (Isource) . (13)

The resulting tensors F are fused using IResNet blocks. In turn, S space is fused using two similar
Color Encoder models, but without additional CLIP features. The output of this composite encoder
is il = Fusedr goe (Fei™, F53"°) tensor and an Sppa = latent,y, + Fuseds gy (S04, Ssouree)
vector, which are input to StyleGAN to generate the final image I,

Tina = StyleGAN(F{mal - G ). (14)

For model training, we use loss functions for hair reconstruction and original parts of the image, and
for inpaint we use guidelines from the more robust StyleGAN space and adversarial loss. For recon-
struction, these include multi-scale perceptual loss [36], DSC++ [37]], ArcFace and regularizations.
See the Appendix [9.3] for training and encoders details.

A diagram of the Refinement procedure is shown in the Fig.[d] This produces the final HairFast
model, which is shown in the Fig. E}

4 Experiments

Realism after editing. The task of hairstyle transfer is very challenging, largely due to the lack
of objective metrics. One possible metric to reflect the quality of hairstyle transfer is to measure
the realism of the image using FID. To measure this metric, we consider 4 main cases: transferring
hairstyle and color from different images (full), transferring only a new hairstyle shape (shape),
transferring only a new color (color), and transferring both color and shape from the same image
(both). To measure the metrics, we use the CelebA-HQ [12] dataset, from which we capture
1000 to 3000 experiments for each case, on which we run all methods. We used methods such
as HairCLIP [32], HairCLIPv2 [33], CtrlHair [7l], StyleYourHair [[16] and Barbershop [41] for
comparison, and for their inference we used the official code implementation. Additionally, we
measure the median running time among all runs of these experiments, excluding the time to save the
results to disk and initialize the neural networks. In the Table[I]you can observe the results of this
experiment for the “full” and “both” cases, the complete table can be seen in the Appendix 12}

In these experiments, we do not compare with HairNet [42], HairNeRF [3] and StyleGANSalon [15]]
due to the lack of their code and the inability to run the methods on our images. Instead, we compare
with StyleGANSalon on images they published from their inference along with LOHO [25] in
Appendix [T3] and we also make a visual comparison with HairNet and HairNeRF on images from
their article in Appendix [I4]

As we can see in the Table|l| a method like CtrlHair outperforms optimization-based methods like
Barbershop and Style YourHair by FID metrics. However, visual analysis reveals that the method
performs much worse and artifacts are visible, which appear as a consequence of strong Poisson
Blending of the final image with the original image. The authors in [18]] studied the problem that
makes images with strong artifacts appear more realistic by FID metric. They were able to solve this
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Table 2: A comparison of the characteristics of the main hair transfer methods.

Barbershop StyleYourHair HairNet HairNeRF StyleSalon CtrlHair HairCLIP HairCLIPv2 Ours
(41 [16] (151
Quality
Hair realism High High High High High Low High
Face-background . . . .
preservation High High High Low High
Functionality
Pose alignment X v 4 v v X X 4 v
Separate shape/
color transfer X o v v v
Efficiency
W/o optimization X X X X X v v X v
Runtime >10m >3m >3m >3m >10m <ls >3m <ls
Reproducibility
Code access v v X X X v v v v
Face hape Color HairFast (ours) Barbershop .

Figure 5: Visual comparison of methods on different cases for transferring hair and color together, or
separately. StyleYourHair transfers color only from the Shape image. According to the results of
visual comparison, our model better preserves the identity of the source image. At the same time,
our method on most cases better transfers the desired hair color and texture, and works better with
complex pose differences. For a more detailed comparison, see Appendix [T7]

problem by using the FID¢y p metric, which simply uses higher quality embeddings from the CLIP
model. We also compute this metric in our experiments. Note that the metric uses the CLIP-ViT-B-32
checkpoint while we use CLIP-VIT-B-16 for color encoder training, so there is no leakage in our
measurements.

Analyzing the results, our method performs better on all metrics. Looking at runtime, we outperform
Barbershop on V100 by a factor of 800 and even CtrlHair by more than 10 times. This is because
CtrlHair has an expensive post-processing implementation for alignment and Poisson blending. The
only method that is faster is HairCLIP, but its performance in our problem setup is quite poor.

Pose difference. Table[I]shows the results of the metrics on a subsample of our main experiment
"both", but split into different cases of pose difference. For this purpose, we counted the RMSE of
key points of the source image with the shape image and split all cases of hairstyle transfer into 3
equal folds: easy, medium and hard. The last two cases are presented in the table. The full table can
be seen in the Appendix [I2]

Reconstruction. Another quality metric can be the reconstruction metric, where each method tries to
transfer the shape and color of the hairstyle from itself, in this case we have a ground truth image
with which we can measure the metrics. For this metric, we measure the LPIPS and PSNR between
the original images and the resulting images. 3000 random images from CelebA-HQ were taken for
reconstruction. Additional metrics for reconstruction such as FID and FID¢y p can be viewed in the

Appendix[12]
Analyzing the results Table[I} we also outperform other methods. This confirms the effectiveness of

our Refinement alignment stage, which recovers lost image details during encoding, outperforming
even optimization-based methods.
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Configuration FID]  FIDcLpl Time (s))

A Baseline 16.23 6.92 0.67
B w/o Color alignment  26.88 1145 39
C  w/o F mix. 16.57 6.72 0.67
D config B w/o Fmix. 27.74 11.51 39
E w/o Rotate Encoder 16.87 7.52 0.62
F  w/o Shape Adaptor 18.72 6.37 37
G w/o SEEN inpaint 12.79 4.58 92
H + Refinement (ours)  13.12 5.12 0.78

Table 3: Ablation results. Baselineis ~ Figure 6: Ablation Study for different configurations of our model.
HairFast, but without Refinement align-  Qur model is used as the Baseline, but without Refinement align-
ment. In each configuration, we replace  ment. Each column represents a change in the Baseline of the
the specified part with optimizations model.

from Barbershop as needed.

Overall comparison. The Table [2] shows a comparison of the characteristics of the methods. Hair
realism was determined according to realism metrics on reconstruction tasks and visual comparison.
HairCLIPv2 has medium realism because of poor reconstruction, which due to the peculiarities of
the architecture does not allow to transfer the desired texture accurately enough, in turn, CtrlHair
despite the excellent metrics in visual comparison shows not similar to the desired results due to the
limitations of the generator. The other methods, except HairCLIP, transfer the hairstyle realistically.

When it comes to preserving face and background details, the latent space of methods in which image
inversions take place is mainly responsible for this. Methods such as Barbershop, StyleYourHair,
HairNet and HairCLIPv2 use FS resolution space 32, which does not allow them to preserve much
details. In turn, the HairNeRF and StyleGANSalon methods use PTI, which allows them to preserve
more details of the original image, and the CtrlHair method uses Poisson Blending, which also allows
direct transfer of all original details. Our method uses FS resolution space 64, which when compared
visually and reconstruction metrics shows even better quality than methods with PTI. HairCLIP, in
contrast, uses the weakest W+ space.

The runtime of each method that has a code we tested on the Nvidia V100. StyleGANSalon’s time
estimate came from their article, where they claim to run longer than Barbershop, while methods like
HairNet and HairNeRF use PTI which makes them take at least a few minutes per image.

Looking at the rest of the features, unlike some other methods we are able to transfer hair color and
shape independently, we are also able to handle large pose differences and our entire architecture
consists of encoders, which allows us to work very fast. Moreover our method has code for inference,
all pre-trained weights and scripts for training for full reproducibility.

Ablation study. As ablation, we remove some parts of our method and replace them with Barbershop
optimization processes if necessary. On these configurations we measure the realism metrics after the
hairstyle transfer, the results of which can be seen in the table Tab. [3]and images Fig. [6]

By ablation, we proved the high quality of Color Encoder, the necessity of mixing FS and W+ spaces,
the effectiveness of Rotate Encoder, Shape Adaptor, SEEN, and the effectiveness of Refinement
alignment module. For more detailed ablation conclusions, see Appendix[7}

Failure cases. The main problems of our method arise in the inpaint part, it may not work well when
long hair is replaced by short hair. Also, our method suffers from transferring hair with complex
textures such as ponytails, ribbons and braids. While these problems are important, they are inherent
in all baseline models and we will address them in our future work. A detailed analysis of failure
cases can be seen in the Appendix [§]

5 Conclusion and Limitations

In this article, we introduced the new HairFast method for hair transfer. Unlike other approaches,
we were able to achieve high quality and high resolution outperforms to other optimization-based
methods, but still working in near real time. We developed a new approach for pose adaptation, a
new approach for FS space regularization, a more efficient approach for hair coloring, and developed
a new module for detail recovery.

But our method, like many others, is limited by the small number of ways to transfer hairstyles,
but our architecture allows to fix this in future work. For example, our Color alignment module
architecture allows similarly to HairCLIP to do hair color editing with text, and using Shape Adaptor
allows similarly to CtrlHair to edit hair shape with sliders.

We prove the effectiveness of our approach by comparing it with other methods in the Section[d] and
refer to additional experiments in the Appendix [T1] [12} [13] [T4} [I5] [I6] and [T7) for further details.
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Appendix

In this appendix, we provide additional explanations, experiments, and results:

* Section [/} Detailed analysis of ablation results and additional metrics.
* Section[8} Analyzing cases of poor performance.
* Section [0} Model architectures, learning process and hyperparameters.

* Section[I0} Additional speed measurements in different operating modes and implementa-
tion details.

¢ Section @ Additional measurements on memory utilization, TFLOPS, and total number of
parameters.

* Section[I2} Complete tables with metrics.
. Section@ Comparison to StyleGAN-Salon [15] and LOHO [25] on the realism metric.

e Section [E Comparison with HairNet [42] and HairNeRF [3]] visually and in terms of
features.

* Section[I5} Experiments in transferring hairstyles from other domains.
* Section[I6} Our attempts to find a color transfer metric.

* Section[I7} Examples of how our method works and comparisons with others, including
StyleGAN-Salon.

7 Ablation detail

7.1 Color Encoder and FS space mixing

To prove the effectiveness of our Color Encoder and the necessity of mixing F spaces, we perform 4
experiments: configurations A — D in Table[3] in which we measure metrics on 1000 random triples
from the CelebA-HQ dataset.

We first compare Baseline (config A) with configurations without mixing F spaces (config C),
examining the results of the metrics we see that using full F space does not give a statistically
significant gain in realism. But more importantly, if we examine the visual comparison Fig. [f] we see
that F space without mixing does not allow us to edit the hair color with our Color Encoder.

Similarly, we experiment with config B, in which we replace the Color Encoder using the Barbershop
optimization process, and config D, in which we additionally remove the mixing of F spaces. From
the metrics results, we can see that using such an optimization process significantly degrades the
realism metrics, which proves the effectiveness of our approach. Moreover, on the visual comparison
we see that config B can still edit the hair and get the desired hair color, but for config D we see the
same problem where even the optimization process cannot get the desired hair color, which confirms
the need to use F space mixing.

7.2 Rotate Encoder

Next experiment config E, we remove the Rotate Encoder from our model, essentially leaving the
generation of the targeting mask as in the CtrlHair method. In terms of metrics, removing the Rotate
Encoder results in reduced realism in both FID and FID¢yp. Moreover, when visually comparing
ablations Fig.[6] we see 2 problems in this approach, which were described in detail in the Barbershop
article: in case of a strong pose difference either vertically or horizontally, the hair mask adapts
directly, which leads to severe distortions in the final image, but Rotate Encoder allows us to eliminate
them effectively.

To verify that Rotate Encoder does not mess up the desired hair shape we additionally perform a
1000 image reconstruction experiment where we transfer the hair shape and color from the image
itself to itself. For this, we compute the IOU metric on the hair mask of the original and the resulting
Baseline configuration image and the config E image without Rotate Encoder. As a result, the use
of Rotate Encoder led to a relative decrease in IOU by 2.7%, compared to the model without the
encoder. This is a very small difference compared to the improvements seen even with small pose
differences, including in Fig. [f]
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HairFast (ours) Barbershop StyleYourHair HairCLIPv2

=

Case B Case A

Case C

Failure
(not converged)

Case D

Figure 7: Failed cases. Case A poor color transfer and unrealistic inpaint. Case B unsuccessful
transfer of complex texture. Case C earrings did not transfer. Case D unwanted hair in bald hairstyle
transfer.

7.3 Pose and Shape alignment

We also run a series of experiments in which we remove one of our encoders each and replace it with
a similar optimization problem from Barbershop, configuration F-G.

Analyzing the metrics of experiments E and F, we see a serious gap in all metrics, not to mention the
running time due to the optimization processes.

If we consider the config G, the metrics get much better, but by visually evaluating the results in
Fig.[6] we see that this optimization process strongly regularizes the desired hair shape and transfers
quite differently than expected. In addition, this optimization process is very long.

This also confirms the effectiveness of our alignment step for both the task of target mask generation
and inpaint not only in terms of performance but also quality.

7.4 Refinement alignment

The last experiment config H we consider is our own HairFast model, which is Baseline (config A)
with added Refinement alignment. In addition to significant gains in metrics, we can also observe its
effectiveness on visual comparison. Such Post-Processing effectively fixes Color Encoder problems,
for example, in cases where it cannot preserve the original face hue due to the need to change the hair
color as happened in the last example Fig.[6] It also effectively reverts identity and fine details such
as piercings, makeup and others.

8 Failure cases

The Fig. [7]shows examples of cases where our method does not work correctly. In particular, inpaint
may not work very well for cases where long hair is replaced by short hair, in part by creating an
unrealistic skin texture, or by creating shadows from past hair as in Figure[7A. In some cases, color
reproduction with color encoder does not work perfectly, in particular, the problem may occur when
there is a large difference in illumination, an example of failed color reproduction is shown in Figure
[TA. Also, our approach does not allow to transfer hairstyles with complex textures, such as ponytails,
ribbons, braids as in the figure[7B. In addition, the model may have a problem retaining the original
attributes that are exposed in the Alignment step, in which case the Refinement alignment may not be
able to restore them (Figure W). Furthermore, our method may fail to remove some of the hair when
transferring a bald hairstyle (Figure[7D). While these problems are important, they are inherent in all
baseline models and we will address them in our future work.
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9 Model Training

9.1 Rotate Encoder

Figure 8: Demonstration of how Rotate Encoder works to rotate an image to generate the correct
segmentation mask for complex pose difference images.

To train the Rotate Encoder, we collected 10’000 random images from FFHQ to learn how to rotate
in W+ space from the E4E encoder to obtain an image with the desired pose. During the rotation, we
must be able to preserve the shape of the hair.

The Rotate Encoder itself takes as input the first 6 vectors corresponding to the first StyleGAN blocks
in W+ space of the source image and 6 vectors of the target image with the desired pose. And on the
output it returns new 6 vectors, which should generate the image with the desired pose. We do not
modify the remaining 18 - 6 vectors, which also helps us to preserve the identity in some details. An
example of how Rotate Encoder works is shown in the image Fig. [8]

Formally, this can be described as follows:

1:6 __ 1:6 1:6

Wrotate = Rotategyc (wsource7 wla.rget)a (15)
1:6 _ 1:6 1:6

Wrestore = ROtateEnC (wrolale ) wsource) ) (16)

here we additionally have wegore, Which tries to turn back the modified representation. And since we
o o 3 . 718 _ ,,,7:18 __ . 7:18

do not change the last \;%cxtglrgrepresentatlons, the following is true: Wy e = Wresiore = Wsource- ANd

also Wrotate, Wrestore € R

During training, we randomly generate source image and target image pairs and train according to
the following loss functions:

Htarget = E(Itarget)a (17)
»Cpose = ||Htargel - E(G(wrotate))Hg- (18)

In this case, F — a pre-trained model for extracting 2D face key-points, we used the STAR [39] model
for this purpose. For optimization, we used the first 76 key-points which corresponded to the face
contour, eyebrows, eyes and nose. Thus Hyyeec € R70%2. In this way, due to Lpose l0ss, we train the
model to rotate the image to the required pose for hair alignment.

The following loss functions are used to keep the original shape of the hair:

Lrecon = | |w5>4£ce — Wrestore | |§a (19)
Lig = ArcFace (I source » G (wrolale ) ) . (20)

Here the main loss function for attribute conservation is L econ, it is What motivates the model to learn
transformations that do not change the attributes of the image other than its pose. In this case, when
we have rotated the image and requires to rotate it to the original pose, we know the ground truth and
in this loss function we just take L2 between it. The loss function Li4 is only a guide and also helps
to preserve attributes a bit when rotating.
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Total final loss function:

)\pose ) »Cpose )\recon ) Erecon /\id ) £id
21
EMAt (ﬁpose) + EMAt (»Crecon) + EMAt (ﬁid) ( )

E:

The main challenge in training this model is to find the correct coefficients for the given loss functions.
The model learns to adopt the correct pose very quickly and because of this, ArcFace soon begins
to dominate, and with heavy overtraining, artifacts begin to form because of it. To avoid this, we
first normalize the loss functions by their exponential moving average (EMA), which we compute
with a factor of ¢ = 0.02. This allows us to maintain the correct prioritization of the loss functions
throughout training.

The final model was trained with Apose = 6, Aecon = 2, Mia = 1. The optimizer was Adam with
learning rate 1 x 10~% and weight decay 1 x 10~. Batch size 16.

The archltecture of the model is similar to the one used in Color Encoder Fig.[d] We predict the
change of wl.. € RO*®12, and input wy;$,, € R®*5!? to the modulation layer. In total, there are
5 blocks in the model form Linear(512,512) — Modulation — LeakyReLU(0.01). The block
diagram of the Modulation block can be seen on the Fig. {4l The f3 and g, are Linear(512, 512) —
LayerNorm(512) — LeakyReLU(0.01) — Linear(512,512).

9.2 Color Encoder

To train the Color Encoder, we collect about 5800 image pairs from the FFHQ dataset. For this
purpose, we run our model on 3000 triples from FFHQ and save FS spaces of source, shape and color
images after FS and W+ mixing, and then run Shape Module to transfer hair shape from shape image
to source image and additionally run one more time to transfer hair shape from color image to source.
The resulting F spaces are also saved. This allows us to create 6000 pairs for color transfer, which we
additionally filter and discard images without hair, from which we can not take the desired color.

Thus each object in the training sample consists of Isource, Ssource and F;ﬂl‘ffge of the original image
with the hair shape from the color image, and I ojor, Scolor Of the color image. Our goal is to modify

Ssource t0 get the same hair color as I oo, With the given qum tensor.

The first thing we do for model training is to prepare the masks:

H_ 1o = (BiSeNet(Ieoor) = hair), (22)
Hgouree = (BiSeNet(source) = hair), (23)
Hjign = (BiSeNet(G(FRE | Siource)) = hair), (24)
Miarget = Hsource * Hatign- (25)

Now we can apply our model:

embyyce = CLIPenc(Lsource * Mharget)s (26)
embpir = CLIPene(Leotor - Heolor)s (27)
Sbiend = Blendgnc (Ssources Scolors €MDbiace, €Mbrpgir), (28)
Tviend = StyleGAN(F2ign = Gp1oa), (29)

And now we can apply the following loss function, which worked better than LPIPS or other
combinations:

Leip(11, 12, My, My) = 1 — CosSimerip (11 - My, 1> - M), (30

here CosSimcyp is the cosine distance between the embedding images from the CLIP model. The
images are before that multiplied by the corresponding masks M.
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We get the following loss function from here, which we optimize during training for our model.

»Ccolor = »Cclip(lblenda Icolon Haligm Hcolor)a (3 1)
Eface = ‘Cclip(Iblenda Isourcea Mtargetu Maxget)a (32)
L= /\color . ['color + )\face . Eface- (33)

The final model was trained with Acojor = 1 and Apee = 1. The optimizer was Adam with learning
rate 1 x 10~* and weight decay 1 x 105, Batch size 16.

The architecture of the Color Encoder is shown in the Fig. E} The fz and g, are
Linear(1536,1024) — LayerNorm(1024) — LeakyReLU(0.01) — Linear(1024,512), for a
total of 5 blocks in the model.

9.3 Refinement alignment

To train Refinement encoder, we collect 10’000 triples from FFHQ on which we run our method
without this encoder. The image Ipeng after Color Encoder and the original face image Isource are the
object of the training sample.

The training of this stage consisted of three parts: FS encoder training, fusers training, and the whole
model finetuning.

9.3.1 Feature Style Encoder

For FS encoder training, we first obtain a reconstruction of the real image:

ngurce, Ssource = FSEnc (ours)(Isource)7 (34)
ngt(;]liléce = Gg ( Ssource), (35)
FE™ = o B + (1 - a) - Fig™, (36)
Ly = StyleGAN(FE™e, S™U°), @7
Tiecon = StyleGAN(Fgio", S0, (38)

Besides the reconstruction image from FS space here we also get the F tensor from S space and the
image generated by S. Also here « is a parameter which is O at the beginning and gradually increases
to 1 during the learning process. And after that we use the following loss functions:

£id(Il7 Iz) = ArcFace(Il, Iz), (39)
Lo pes (11, 1) = m_LPIPS(1, 1), (40)
£recon.feat(FlaF2) = HFI _FZH; (41)

here Ly, 1pips is a multi-scale perceptual loss [36] presented by the authors of FS encoder, which in
addition with L£;4 reconstructs the original image. In turn, it will L;econ. fear help in the initial stages
to obtain an F tensor similar to the F tensor created from S space, so here we throw gradients only
through one F tensor, not pull them together.

Thus the final loss function for training our FS encoder:

L= )\id . (Acid(Isourcev Istyle) + ['id(lsourcm ]recon)) +
+ Am_pips - (Lm_Lpips (Zsources Tsiyte) +
+ £m7LPIPS (Isource7 Irecon)) + (42)
+ Arecon. feat * Lrecon. feat (Fygie > Foq ) +

+ >\ADV : EADV(II‘CCOH)v
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channel concat

iResNetBlock(1024, 1024)

Linear(512, 512)

Leaky ReLU

iResNetBlock(1024, 768)

5x 5x

iResNetBlock(768, 768)

iResNetBlock(768, 512)

iResNetBlock(512, 512)

/-\ iResNetBlock(512, 512)
UV
Stinal
(a) Fusing architecture of S spaces. (b) Fusing architecture of F spaces.

Figure 9: Diagram of fusing encoders in post processing. (a) The modulation architecture is
shown in the Fig. E fs and g, in modulation are Linear(512,512) — LayerNorm(512) —
LeakyReLU(0.01) — Linear(512,512). S, is the average latent vector. (b) The architecture
consists of the usual IResNet blocks.

here we also use adversarial loss function, as a discriminator we take the pre-trained one from
StyleGAN and train it in the process using the classical loss function and R1 regularization.

The following parameters were used for training: Aig = 0.1, Ay, rpips = 0.8, Arecon. feat = 0.01 and
Aapv = 0.2. Adam was used for encoder optimization with learning rate 2 x 10~ and weight decay
0, and for discriminator learning rate 1 x 1074, betas=(0.9, 0.999) and weight decay 0. The model
was trained with a batch size 16.

9.3.2 Fusing Encoders

Once we have trained the FS encoder we can proceed to train models for fusing spaces. First of all
we need to get FS representations from images:

nglfnd7 Sblend = FSEnc (ours)(-[blend)7 (43)
F éiurce7 Seouree = | SEnc (ours)(Isource)' (44)

Now we can apply our models to fusing:

Fnal = Fusedg gne (Fox™, Feguree), (45)
Shinal = latent,yg + Fuseds gpe (S™M, §%0uee), (46)
Fyyle = Gg (S, 47)
ILiyle = StyleGAN(Flyie, Shnal), (48)
Tina = StyleGAN(Ffmal - ge ). (49)

Similar loss functions are used to train the encoders, but in addition we use DSC++ [37] to make the
segmentation mask match the original one. We also add a loss function for inpaint. First of all, we
will need new masks:

Hiource = (BiSeNet(Iiource) = hair), (50)
Hyjena = (BiSeNet(Ipjena) = hair), (51)
Mlarget = m . m, (52)
Minpaint = Miarget * Hplend- (53)
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The inpaint is quite sensitive to the boundaries of the mask on which it is applied, so we use a special
soft dilation that runs this mask through a convolution with a kernel consisting of ones in the shape
of a circle of radius 25. After that we raise the result to degree 1/4, which allows us to get more
concentrated values. We also create a hard mask for the Iy . guide as we don’t want to look at the
hair of this image:

Mimooth = Dilation(Minpaint)7 (54)
Mhard = Msmoolh . Hblend~ (55)

The discriminator is the main contributor to inpaint, but to help ease the load on it we guide it with
Lm_Lpips over the inpaint area using two images: Iyjeng and Igyie. The first one is used to guide and
preserve better details, while the second image has a more correct shading.

The final loss function is as follows:

L= /\id : (Eid(Isource . Mtarget; Istyle . Mtarget)+
+ Lid(Lsource - Miarget, Lfinal - Miarget)) +
+ Am_rpps * (Lm_1pies (Lsource * Miarget, Lsiyte - Miarget) +
+ Em_LPIPS (Isource : Mlargety Iﬁnal : Mtargel)) +
+ Am_rpps * (Lm_1pips (Zarget * Hotend, Lsyte - Hplend) +
+ Lo 1pips (Liarget + Hblend, Lfina - Hplend)) + (56)
+ /\recon. feat * Erecon. feal(Fstyle7 Fﬁnal) +
+ Apsc++ - Lpsce+(BiSeNet(Iyjena), BiSeNet(Ifina)) +
+ Ainpaint * (Lm_vpies (Lsiyte - Mhards Lfinal - Mhara) +
+ Ln_rp1ps (Lotend * Msmooth> Tinal * Msmootn)) +
+ Aapv - Laov (Lfinal)-

The following parameters were used for training: Ag = 0.1, Ay rpies = 0.4, Arecon. feat =
0.01, Apsce+ = 0.1, Ainpaine = 0.2 and Aapy = 0.2. Adam was used for encoders optimization
with learning rate 2 x 10~* and weight decay 0, and for discriminator learning rate 3 x 1074,
betas=(0.9, 0.999) and weight decay 0. The model was trained with a batch size 16.

After we have trained the fusers, we unfreeze the FS encoder and retrain the whole model with the
same parameters, but with half the learning rate.

The fusing architecture of S and F spaces is presented in Fig.[0]

10 Operating modes

Each module of the method has its own strict function, but not all modes of operation require all
modules.

10.1 Transferring the desired color

Thus, for the task of changing only the hair color, we do not need to run the Alignment module, since
we do not need to change the hair shape.

In this mode, our method performs in 0.52 and 0.27 seconds on V100 and A100, respectively, while
HairCLIP performs in 0.31 and 0.25 seconds. This enables us to achieve nearly identical speed as the
fastest hair transfer methods, but still have twice the quality according to the realism metrics.

10.2 Transfer of the desired shape
Similarly, for the task of transferring only the hair shape, we do not need to run the Pose alignment

module for the Color Encoder, since the hair shape of the color matches the original hair shape that
can be obtained from BiSeNet. However, the Color Module must still be run for this mode, even
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though we want to keep the original hair color. This is necessary due to the fact that when we transfer
the hair shape, the hair color from the shape image may leak into the F space, similar to what is
seen in the experiments without mixing F spaces in the ablation Fig.[6] In addition, Color Encoder
recovers lost details during the inversion stage, which also improves the quality.

In this mode, our method performs in 0.71 and 0.40 seconds on V100 and A100, respectively. While
in both shape and color transfer mode, the run times were 0.78 and 0.52 seconds.

10.3 Transferring hairstyle and color from one image.

This mode as well as the previous one formally works with only 2 images, which reduces the load on
the encoders and also we do not need to re-run the Pose alignment module for Color Encoder.

Like the previous one, it performs in 0.71 and 0.40 seconds on V100 and A100, respectively.

11 Analysis of computational complexity

Table 4: This table presents a comprehensive analysis of the method’s performance metrics. The
evaluation criteria include execution time, computational efficiency measured in TFLOPS, the total
number of model parameters, and CUDA memory requirements.

Model Time (s)] TFLOPS| Params| CUDA (GB)/|
HairCLIP [32] 0.36 0.74 43™ 2.1
HairCLIPv2 [33] 221 1213 Opt. 13.56
CtrlHair [[7] 7.87 1.04 512M 4.8
Style Yourhair [[16] 239 2637 Opt. 11.21
Barbershop [41] 645 3745 Opt. 2.3
HairFast (ours) 0.78 6.5 1.4B 7.5

In the Table[d] we can see additional comparisons of the computational efficiency of the methods. For
testing, we used cases with independent shape and color of hairstyles of the methods where possible.
To calculate TFLOPS, we used the torchprofile library, which uses torch.jit.profile. We approximated
the backward complexity of optimization-based methods by the forward complexity.

Analyzing the results, our method needs significantly more computation than other encoder-based
methods, but we outperform CtrlHair in speed at the expense of their inefficient postprocessing. At
the same time, we significantly outperform state-of-the-art optimization-based methods.

12 Complete tables

Table 5: All metrics were measured on the same pre-selected triples of images (face, shape and color)
from the CelebaHQ [[12] dataset. Then, applying the method, FID was measured on the original
dataset and the modified dataset. FID¢pip [18] was counted similarly to FID using the torchmetrics
library, but a CLIP encoder was used instead of Inception V3. Running time was measured as the
median time among a bunch of method runs, without taking into account models initialization and
loading/saving images to disk.

Model FID| FIDcrLip Time (s)|
full both color  shape full both  color shape A100 V100
HairCLIP [32] 3495 40.68 40.08 4292 1220 1332 1094 1344 0.28 0.36
HairCLIPv2 [33] 14.28 23.37 2021 2390 1098 12.14 6.55 10.06 112 221
CtrlHair [7] 15.10 2481 19.65 2560 9.52 1042 3.62 959 657 7.87
StyleYourHair [16] - 25.90 - - - 10.91 - - 84 239
Barbershop [41] 1594 2452 2054 2408 7.07 812 389 6.76 213 645
HairFast (ours) 13.12 22.71 20.17 23.36 5.12 6.06 3.00 5.34 041 0.78

Analyzing the complete Table[5] our method performs better on all cases according to the FID¢y p
metric. But we lose to CtrlHair when transferring only hair color by FID metric because in this case
CtrlHair blends almost the whole image except hair, which is strongly encouraged by the metric.

https://doi.org/10.52202/079017-1450 45619



Table 6: Pose Metrics. For this metrics, we consider color and shape transfer from the target image
to the source image. For all pairs of images we calculate MAE of key facial points and split the
pairs into three equal folds, which correspond to weak, medium and high pose-difference on which
the corresponding metrics were measured. There were 1000 image pairs taken from CelebA-HQ.
Reconstruction Metrics. For this each method is started on the task of transferring the color and
shape of the hairstyle from itself to itself, thus at the end we measure the metrics with the original
image. There were 3000 images taken from CelebA-HQ.

Pose metrics Reconstruction metrics
Model FID], FIDcwip
medium  hard medium  hard LPIPS| PSNR?T FID| FIDcppl

HairCLIP [32] 55.77 54.35 15.53 15.73 0.36 14.08 3549 10.48
HairCLIPv2 [33] 44.62 45.28 14.56 18.66 0.16 19.71 10.09 4.08
CtrlHair [[7] 46.45 50.12 12.96 16.42 0.15 19.96 8.03 1.25
StyleYourHair [[16] 46.32 47.19 13.70 15.93 0.14 21.74  10.69 2.73
Barbershop [41] 44.08 46.13 11.27 13.30 0.11 21.18 13.73 2.61
HairFast (ours) 43.25 44.85 8.90 10.33 0.08 23.45 9.72 0.97

The Table [6] shows the full reconstruction results, we only lose to CtrlHair on the FID metric due to
Poisson mixing, which is strongly encouraged by the metric.

Table 7: Identity preservation metric. This metric quantifies facial similarity before and after hair
transfer across various configurations. Facial similarity was assessed using the SFace model, with
cosine distance between image embeddings.

Model Identity preservation metrict

full both color  shape reconstruct
HairCLIP [32] 0.530 0.534 0563  0.539 0.581
HairCLIPv2 [33]] 0.630 0.642 0.761  0.648 0.798
CtrlHair [[7]] 0.622 0.629 0.777 0.633 0.818

StyleYourhair [16] - 0.623 - - 0.831
Barbershop [41] 0.590 0.591 0.754 0.637 0.845
HairFast (ours) 0.639 0.640 0.778 0.659 0.826

Table|/| shows additional comparisons of the methods on the metric of face identity preservation after
hairstyle transfer. The results prove that our method preserves the details of the original image well
and preserves identity better than other approaches in the main cases.

13 Realism after editing by StyleGAN-salon

Table 8: The task of transferring hair color and shape from the target image to the original image.
Selected 450 pairs from the FFHQ dataset by the authors of StyleGAN-Salon. Images of method
results are provided by the authors of StyleGAN-Salon, we compute the images for CtrlHair and our
method. The table shows the realism metrics as well as the RMSE of key points of the generated face
and the original face, also as this metric is shown by the authors of StyleGAN-Salon.

Model Based FID| FIDcLpl RMSE]
CtrlHair [7]] Enc. 52.14 15.27 5.48
LOHO [25] Opt. 50.24 15.12 8.16
HairCLIPv2 [33] Opt. 48.95 14.59 5.66
Style YourHair [[16] Opt. 52.10 12.68 7.14
Barbershop [41] Opt. 50.76 10.37 7.31
StyleGAN-Salon [15]  Opt. 50.32 9.91 4.65
HairFast (ours) Enc. 47.15 8.45 4.52
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Shape/Color HairNet

Figure 10: Visual comparison of our method with HairNet [42].

The authors of the StyleGAN-Salon method have not yet published their code, which makes
them hard to compare, but they do provide a small dataset with an inference of many basic models,
including LOHO [23], one of the first optimization-based methods, as well as their own method. The
StyleGAN-Salon method itself uses optimization-based methods and also PTI, which should make
it very long. In the article itself, the authors talk about 21 minutes on a single input pair, but the
measurements were done on a different hardware.

Unlike our past metrics, these were measured on the FFHQ dataset on which we trained our models.
The authors are measured on 450 image pairs, which together did not occur in any training from our
models.

Analyzing the results Table [8] we see that we outperform all methods on all presented metrics,
including the new metric RMSE measured between key points of the original face and the generated
face. This metric confirms the effectiveness of our Shape alignment approach, while other methods
may corrupt the shape of the original face. Also, these results confirm the effectiveness of our
Refinement alignment stage, which outperforms even PTI in terms of realism.

Also see a visual comparison of our model with StyleGAN-Salon in Fig. [T3]

14 Comparison with HairNet and HairNeRF

The authors of HairNet [42] and HairNeRF [3] have not published their code at this time, nor do they
provide any datasets on which to compare with them. So instead we compare with them based on
features that can be seen partially in the Table [2]and also visually in the images from their paper.

14.1 Comparison with HairNet

By analyzing HairNet we can highlight some key points compared to our work: (1) HairNet uses
optimization based inversion and PTI for pre-processing, which implies that it must run hundreds of
times slower than our method. (2) HairNet has worse FID than Barbershop and visually worse than
StyleGAN Salon. Consequently, we should expect better performance. (3) HairNet works only in
low FS space, so the method retains much less details than our approach. (4) Unlike our approach,
HairNet is incapable of transferring hair color independent of hair shape.

Visual analysis with images reported in HairNet paper is shown in Figure[T0} HairNet compared
to our method tend to be poor at preserving the details of the original image and may change the
identity, also the method may be worse at transferring hair texture and color.

Summarizing the above, we can say that HairNet is inferior to ours in many characteristics.

14.2 Comparison with HairNeRF

Unlike most other approaches HairNeRF [3] works on StyleNeRF [6] rather than StyleGAN, which
makes it more difficult to compare features without their code. But in their work they use optimizations
including image inversion with PTI, alignment and blending, which means they have to work hundreds
of times longer than our approach. In addition, HairNeRF cannot independently transfer hair color or
hair shape.
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HairNeRF

Figure 11: Visual comparison of our method with HairNeRF [3].

A visual comparison Fig. [TT|shows the effectiveness of StyleNeRF for image alignment compared
to other baseline models, but still comparable to our approach. Although HairNeRF uses PTI, our
method still preserves more details of the original image and preserves the identity better.

15 Cross-domain hair transfer

Ain

In-domain

Figure 12: The visual results of cross-domain hair transfer demonstrate the robustness of our method.

The Fig. [T2]shows hair transfer experiments in different domains. The results show that our method
is able to handle such cases and the main bottleneck may occur in the BiSeNet model, which will not
be able to correctly segment the hair mask for further hair transfer.

16 Color transfer metric

In our work, we also try to find a metric for the quality of hair color transfer, other methods have not
provided anything similar before. Our attempts to find a metric were aimed at using different hair
loss functions or estimation models that were applied on the results when transferring random color
and desired color. But no one model found a statistical difference between these results, which did
not allow us to make a conclusion about the quality of the color transfer.

But we were able to get one of the estimates that showed statistical significance between random and
set experiments. To do this, we convert the color image and the final image into HSV format, from
which we take the pixels corresponding to the eroded hair mask for each image. After that, for each
pixel coordinate corresponding to hue, saturation and value we construct a discrete distribution of
values over 500 bins. Finally, we compute the similarity of the resulting discrete distributions using
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Table 9: A color transfer metric that measures the Jensen-Shannon divergence between the histogram
of the hue, saturation and value channel distributions of the hair of resulting image and the target hair
image in HSV format. For this metric, we consider the color and shape transfer from the target image
to the source image. 1000 image pairs from CelebA-HQ are taken.

Model Hmean] Smean] V mean|
HairCLIP [32] 0.346 0.275 0.265
HairCLIPv2 [33] 0.418 0.291 0.278
CtrlHair [7]] 0.349 0.249 0.236
Style YourHair [[16]] 0.429 0.310 0.290
Barbershop [41] 0.405 0.266 0.249
HairFast (ours) 0.357 0.262 0.269

Jensen-Shannon divergence. The average results for 1000 random experiments from CelebA-HQ are
summarized in Table Table

Unfortunately, this metric doesn’t take into account too many factors, such as things like lighting in
the images, but it still allows us to draw some conclusions.

So our method shows very good results for hue and saturation channels, which indicates quite accurate
color reproduction. This correlates with the visual Fig.[13]and Fig.[T4] comparison.

17 Visual comparison

The Fig. [I3|and Fig. [T4]shows the results of a visual comparison with the Barbershop [41]], StyleY-
ourHair [16], HairCLIPv2 [33]], CtrlHair [7] and HairCLIP [32] methods. StyleYourHair cannot
transfer the desired color from a different image, so it tried to transfer the color from the shape image.
Also, for visual comparison, we disabled StyleYourHair’s horizontal flip feature, which was enabled
when we calculated our metrics in the main part. This feature allows Style YourHair to check if the
reflected image will have a smaller pose difference than the original image and transfer the hairstyle
from it. We disabled it in this compare to see how their approach to image rotation works compared
to ours, and because most hairstyles are asymmetrical and often want to be transferred as they are in
the example.

Analyzing the Fig.[13]and Fig. [T4]results, in addition to the speed gain, we would like to mention
the excellent quality, which in most cases outperforms other methods. For example, our method
successfully captures the desired hue in all submitted images, while other methods fail. In addition,
our method is much better at preserving the identity of the face, its details and its surroundings.
And with all this, our method handles well the difficult cases related to pose differences, while even
StyleYourHair, which is focused on this task, does worse.

We also do a visual comparison with StyleGAN-Salon in the image Fig. Although their method
produces PTI for each example to preserve more details of the original image, our large encoder
approach performs much better and preserves much more details. This in particular allows us to better
preserve the identity of the face and attributes such as glasses. This is also confirmed by the Table [§]
metrics. In addition, StyleGAN-Salon’s 3D image rotation approach with hair shape sometimes
creates artifacts on the hair, and also sometimes changes long hair to short hair because of this.

You can also see in the Fig. [T6]image how our method compares to other methods for large pose
differences, in particular 30, 50, 70 and 90 degree differences. Our approach with Rotate Encoder
significantly outperforms other methods, including StyleGANSalon which is focused on solving this
problem. At the same time, our method can handle even the largest pose differences without causing
artifacts and still keep the hairstyle recognizable.

The last visual experiment can be observed in the Fig. [I'7|image. Here we compare our method with
others in various complex cases including complex face, details on the face and complex background.
Our Refinement alignment step significantly outperforms other detail preservation approaches by
producing significantly more realistic images. While CtrlHair also outperforms other methods using
Poisson blending, this approach leaves noticeable artifacts at mask boundaries.
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HairFast (ours) Barbershop StyleYourHair HairCLIPv2 HairCLIP
L -

Figure 13: The first part of a visual comparison of the performance of the methods. All methods
transfer hair shape and color from given images, except StyleYourHair, which due to its limitations
transfers both shape and color only from Shape images.
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HairFast (ours) Barbershop StyleYourHair HairCLIPv2 CtrlHair HairCLIP

Figure 14: The second part of a visual comparison of the performance of the methods. All methods
transfer hair shape and color from given images, except StyleYourHair, which due to its limitations
transfers both shape and color only from Shape images.
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Face Shape/Color HairFast (ours) StyleGAN-Salon Barbershop StyleYourHair

HairCLIPv2 LOHO CtrlHair
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Figure 15: Visual comparison with pictures presented by the authors of StyleGAN Salon, where we
are additionally compared to their model as well as LOHO.
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Face Shape/Color Barbershop StyleYourHair HairCLIPv2 CtrlHair HairCLIP

HairFast (ours)

7 \
N

70°

90°

Figure 16: Detailed comparison of methods with different face rotation, the image shows cases with
30, 50, 70 and 90 degree rotation. Our method to rotation is significantly superior to other methods
of hair transfer.
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Figure 17: The image shows the comparison of our method with the others on various difficult cases
for the method: complex face, objects on the face and complex background.

Shape/Color HairFast (ours) Barbershop StyleYourHair HairCLIPv2 CtrlHair HairCLIP
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wavy hair

Figure 18: Additional visual comparisons on the transfer of wavy and curly attributes compared to
the baseline methods.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We presented a new method and clearly described what our paper contributed.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We described the limits and problem cases in the paper. More detailed results
are also presented in the supplementary materials.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

https://doi.org/10.52202/079017-1450 45629



Justification: There are no theoretical results in our paper.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our work describes the sampling of the data on which the reproduced results
can be obtained, as well as the metrics implementations.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: Our work has published code along with pre-trained weights of the models,
scripts for training, and scripts to measure all metrics for full reproducibility of the entire
work.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All training details, including hyperparameters, optimizers, descriptions of
architectures, and anything needed for self-reproduction are provided in the supplemental
materials.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Despite the article does not explicitly mention statistical significance, every-
thing necessary to calculate it is given. All results are statistically significant.

Guidelines:

» The answer NA means that the paper does not include experiments.

¢ The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The article indicates which GPUs were used to compute the benchmarks.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The study complies in all respects with the NeurIPS code of ethics. In
particular, we made sure that we did not infringe anyone’s copyright under the licenses.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: This point is not discussed in the article. But the task of changing hairstyles
seems quite harmless as it does not generate potentially dangerous content and cannot be
used for deepfakes.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

45632 https://doi.org/10.52202/079017-1450


https://neurips.cc/public/EthicsGuidelines

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We don’t need those for our model.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Both in the article and in our code, we explicitly specify all the assets used and
do not violate anyone’s rights under the license.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: All new assets are well documented.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We didn’t do crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We didn’t have any study participants.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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