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Abstract

We introduce a new linear-algebraic tool based on group representation theory, and
use it to address three key problems in machine learning.

1. Past researchers have proposed fast attention algorithms for LLMs by approx-
imating or replace softmax attention with other functions, such as low-degree
polynomials. The key property of these functions is that, when applied entry-
wise to the matrix QK>, the result is a low rank matrix when Q and K are
n× d matrices and n� d.
This suggests a natural question: what are all functions f with this property?
If other f exist and are quickly computable, they can be used in place of
softmax for fast subquadratic attention algorithms. It was previously known
that low-degree polynomials have this property. We prove that low-degree
polynomials are the only piecewise continuous functions with this property.
This suggests that the low-rank fast attention only works for functions approx-
imable by polynomials. Our work gives a converse to the polynomial method
in algorithm design.

2. We prove the first full classification of all positive definite kernels that are
functions of Manhattan or `1 distance. Our work generalizes, and also gives a
new proof for, an existing theorem at the heart of kernel methods in machine
learning: the classification of all positive definite kernels that are functions of
Euclidean distance.

3. The key problem in metric transforms, a mathematical theory used in geome-
try and machine learning, asks what functions transform pairwise distances
in metric space M to metric space N for specified M and N . We prove
the first full classification of functions that transform Manhattan distances to
Manhattan distances. Our work generalizes the foundational work of Schoen-
berg, which fully classifies functions that transform Euclidean to Euclidean
distances.

We additionally prove results about stable-rank preserving functions that are poten-
tially useful in algorithmic design, and more. Our core tool for all our results is a
new technique called the representation theory of the hyperrectangle.
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1 Introduction

Kernel methods in linear algebra have numerous applications throughout computer science and
machine learning. Consider the following basic questions in this area.

(A) Given any set of low-dimensional points x1, x2, · · · , xn, y1, y2, . . . , yn ∈ Rd and a function
f : R → R, is there a small k < n and a function F : Rd → Rk such that f(〈xi, yj〉) =
〈F (xi), F (yj)〉 for all i and j? Equivalently, when f is applied entry-wise to a low-rank
(kernel) matrix, is the result always low-rank? What about approximately low-rank?

(B) Given any set of points x1, x2, · · · , xn and a (kernel) function f : R → R, is there some
function F such that f(‖xi − xj‖1) = 〈F (xi), F (xj)〉 for all i and j? Equivalently, is f a
positive definite Manhattan kernel?

(C) Given any set of points x1, · · ·xn, from semi-metric spaces X and Y , for which functions f
does there exist a function F such that f(distX (xi, xj)) = distY(F (xi), F (xj)) for all i
and j? Equivalently, which functions f give a metric transform [DL09] between X and Y?

Question (A) relates to the study and effectiveness of polynomial kernels in machine learning. These
kernels have many applications [Sou10], for instance in speeding up attention in LLMs [AS23,
KMZ23, TBY+19, KVPF20, AS24b, AS24c, SSWZ23a], in NLP for improving the quality of
learning algorithms [KM03, GE08, CHC+10] and basic computations [VSP+17] during training.
Oftentimes, if f is not a polynomial, one may even approximate it by a polynomial (for instance
by truncating its Taylor expansion) or use sketching [HAS20, SWYZ21, SZZ24, SYZ24] in order
to achieve some of the benefits of polynomial kernels in exchange for worse accuracy guarantees.
This has been particularly effective for the neural tangent kernel [JGH18], Gaussian kernel [NJW02,
RR08, AKK+20, HSW+22], generalized T-Student kernel [BTF04], Cauchy kernel [RR08], and
power kernel [FS03].

One can verify that if f is a polynomial, then one can achieve k ≤ ddeg(f) in question (A). Beyond just
kernel methods, this fact has been used to design efficient algorithms throughout computer science
using a technique called ‘the polynomial method in algorithm design’ (see e.g., [AWY14, CW16,
ACW16, Wil18, Alm19, ACSS20, AS23, AS24c, AS24b], and Section 2 below for more examples).
Determining which other functions f have this key property can help to extend these phenomena to
more settings.

Kernel methods, and linear-algebraic computations related to the kernel matrix such as those
involved in Question (B), are very popular in modern machine learning. In some applications,
such as spectral clustering [vL07, NJW02], semi-supervised learning [Zhu05a, Zhu05b, LSZ+19,
SSLL23, SSL24], Laplacian system solving in geometric graphs [ACSS20] and kernel support
vector machines [GSZ23], one needs to explicitly compute the kernel matrix and corresponding
function F . On the other hand, for many other applications such as regression or classification
algorithms, it suffices to implicitly maintain the kernel matrix, or simply prove that the func-
tion F exists [Smo96, SSB+97]; several prominent recent examples are neural tangent kernel
regression [BPSW21, SYZ21, MOSW22, ALS+23, GLS+24, LLSS24], tensor kernel regression
[Zha22, RSZ22, SZZ24], polynomial kernels [SWYZ21, HAS20, AKK+20, SYZ24], and signal
interpolation [CKPS16, SSWZ23b]. This motivates question (B), where we ask whether F exists,
but not how efficient it is.

The metric transforms referenced in Question (C) arise naturally in many settings where one wants to
transform a set of points from a metric space while maintaining some of the metric structure between
them. The field was pioneered by Schoenberg [Sch38, Sch42, Sch35] and Von Neumann [NS41].
Very broadly, this allows one to take advantage of algorithmic tools in both metric spaces simultane-
ously [DL09]. This approach has proven useful in many areas including visualizing the geometry
of BERT [RYW+19], computer vision [FLH15, KZR16, KCC17, WZF05], clustering [MMR19],
sketching and embedding norms [AKR15, IMS17], terminal embedding [MMMR18, NN19, CN21],
low dimensional embeddings via JL transform [AC06, DKS10], mean estimation [LNRW19] nearest
neighbor search [AIR18], generative models [XZZ18], data-sensitive distances in clustering [CMS20],
neural networks [Orr96], harmonic analysis [Aro50, LLLH18, KW71], kernel methods [SSB+97],
distance oracle [DSWZ22], and PDE theory [FS98, CFW12].

Many researchers consider metric transforms when the input and output space are Euclidean, since
more is known about metric transforms in this setting. However, metric transforms between other
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metrics could have equally rich algorithmic applications, and question (C) generalizes this beyond
just Euclidean metrics. We could think of distance metrics in two semi-metric spaces X and Y , and
the function pair (f, F ) can be viewed as a transform from X to Y .

In all these settings, there is a gap in our current understanding of what kernel functions can be
used. For instance, there are a number of functions where it is not known whether they are positive
definite Manhattan kernels which could be used in classification, semi-supervised learning, and other
similar tasks. We will see that a common suite of mathematical tools can be used to address all
these different gaps. Most of our results prove that our understanding is complete, and that, for
instance, the functions we know to be positive definite Manhattan kernels are, in fact, the only ones.
This finally completes our understanding of these important classes of functions. That said, in the
setting of preserving the stable rank of matrices, we will find that there are functions that are not
polynomials, but that surprisingly do preserve the stable ranks of important matrices. Before we get
into our technique in more detail, we first describe our main results in context.

Roadmap. In Section 2, we prove that the only functions which always yield a low-rank matrix
when applied entry-wise to a low-rank matrix are low-degree polynomials, and explain the application
to transformers. In Section 3, we give a classification of positive definite kernels with Manhattan
distance input. In Section 4, we categorize all functions which transform Manhattan distances to
Manhattan distances or squared Euclidean distances. In Section 5, we briefly introduce the core tool
of this work. In Section 6, we give a conclusion of our work. In Section 7, we discuss the limitations
of our work. In Section 8, we discuss the societal impacts of our work.

2 Fast Attention and the Polynomial Method

Fast attention computations in transformers and LLMs [AS23, AS24c, AS24b, AS24a, LSS+24,
HWL+24, LSSZ24a, LSSZ24b, KVPF20, TBY+19] use the polynomial method as a key ingredient.
This is a powerful technique for designing algorithms and constructing combinatorial objects. It
states that applying a low-degree polynomial entry-wise to a low rank matrix yields another low-rank
matrix. Examples of these low rank matrices include QK>/

√
d for n× d matrices Q and K with

n� d, which is a key matrix for attention computations in transformers and LLMs.

Fast attention computations rely on a polynomial approximation to the exponential function [AS23]
combined with the polynomial method. Past researchers [KMZ23, SSWZ23a, TBY+19, KVPF20]
suggested replacing the exponential function in softmax attention with a general kernel function
f . When f is a low-degree polynomial, researchers leveraged the polynomial method to create fast
algorithms for polynomial attention in LLM computations [KMZ23, TBY+19, KVPF20]. The work
of [KMZ23] showed experimentally that polynomial attention has faster training and inference times,
with little loss in quality on large language models.
Fact 2.1 (The polynomial method, folklore; see e.g. [CLP17]). Suppose f : R→ R is a polynomial
of degree d. Then, for any matrix M ∈ Rn×n of rank r, letting

k := 2

(
r + bd/2c − 1

bd/2c

)
,

the matrix Mf ∈ Rn×n given by Mf
i,j := f(Mi,j) has rank(Mf ) ≤ k.

For instance, if r = log2 n and d < o(log2 n), then

rank(Mf ) < n.

The definition of the polynomial method inspires the following definition:
Definition 2.2 (Preserve low-rank matrices). For a function f : R→ R and positive integer n, we say
f preserves low-rank n×n matrices if, for every matrix M ∈ Rn×n with rank(M) ≤ dlog2(n)e+ 1,
the entry-wise application Mf ∈ Rn×n given by Mf

i,j := f(Mi,j) has

rank(Mf ) < n.

It follows from the polynomial method that low-degree polynomials preserve low rank. Fast attention
computations [AS23] rely on this low rank preservation property. For any function f that preserves
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low rank, if the low rank decomposition of Mf can be efficiently computed, one can create a
replacement for attention that runs in almost linear time in the sequence length n. This is a significant
improvement over the quadratic time algorithms necessary for (unbounded) softmax attention in
LLM models (implicit in [KMZ23, AS23, TBY+19, SSWZ23a]).

This motivates the question:

Question 2.3. Is it possible to generalize the polynomial method (Fact 2.1) to functions f other than
polynomials?

In other words, are there functions f which are not polynomials, but such that if one starts with any
low-rank matrix M , and applies it entry-wise yielding the matrix Mf , then Mf also has low rank?
If such a function existed, it could allow for faster transformers with a wider variety of attention
functions, along with many other algorithmic applications.

We prove that low-degree polynomials are the only piecewise continuous functions f that preserve
low rank. This suggests that the low-rank approach to fast attention calculations [AS23, AS24b,
AS24c] and fast polynomial attention algorithms [KMZ23] can only work for functions that are
approximations of polynomials.

The polynomial method can also be used in algorithm design to design the fastest known algo-
rithms for a variety of different, important problems, including: batch Hamming Nearest Neighbor
Search [ACW16], the Orthogonal Vectors problem from fine-grained complexity [AWY14, CW16],
All-Pairs Shortest Paths [Wil18, CW16], the lightbulb problem in which one wants to find a planted
pair of correlated vectors among a collection of random vectors [Val12, KKK18, Alm19], com-
putational problems related to kernel methods in spectral clustering and semi-supervised learn-
ing [ACSS20], and some stable matching problems [MPS16]. In all these works, one starts with
a matrix M describing the input data which has low rank, and one transforms it into a matrix like
Mf which ‘amplifies’ the key properties of the data while still having low rank. A similar approach
has also been used in the theory of polynomial kernels, such as in algorithms for transformers
in NLP [VSP+17, DCLT18, RNS+18, RWC+19, BMR+20, CND+22, ZRG+22, AS23, AS24c,
KMZ23, HJK+23, HSK+24, HLSL24, HWL+24], and to bound the ranks of matrices which arise
in other settings, such as in the recent resolution of the Cap Set Conjecture from extremal combina-
torics [CLP17, EG17], and in recent proofs that Hadamard and Fourier transforms have low ‘matrix
rigidity’ [AW17, DE19, DL19].

For a function f to be effective in the polynomial method as described above, it is necessary (but
usually not sufficient) that f preserves low-rank n× n matrices in the sense of Definition 2.2. Indeed,
in all the aforementioned applications of the polynomial method, such as the algorithm of [ACW16]
and the application to transformers that we described above, the original matrix M describing the
data can have rank greater than log2 n. The details of how low the rank of Mf must be can vary in the
different applications, but it is always necessary that Mf has less than full rank (i.e., rank(Mf ) < n).

2.1 Converse for the Polynomial Method

Our starting point is the recent work in mathematics by Guillot, Khare, and Rajaratnam [GKR17],
which partially answers Question 2.3 negatively. This shows that Fact 2.1 cannot be generalized in
many settings.

Theorem 2.4 ([GKR17, Theorem B], Informal). Recall that in Fact 2.1, k is the target rank of the
matrix Mf . Fact 2.1 is tight, i.e. its converse is true, when either f is (n− 1)-times differentiable
and k < n− 1, or if Mf is required to be positive semi-definite and k < n− 3.

This past work has gaps where f might still result in matrices without full rank, especially since the
requirement that f is (n− 1)-times differentiable is quite restrictive. Common functions in machine
learning like ELU [CUH15, KVPF20, CLD+20], SELU [KUMH17, ZLZ24], and ReLU [HSM+00,
LSS+20, ZZP+21, ZLZ24] are not second-differentiable everywhere, so Theorem 2.4 doesn’t apply
to them. One might imagine getting around this differentiability restriction by using the second
part of Theorem 2.4, but unfortunately the matrices Mf involved in fast attention computations are
not required to be positive semi-definite. So this second part of the theorem does not apply to fast
attention, which is a core application of functions that preserve low rank.
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Our first result plugs these gaps, showing that Fact 2.1 cannot be generalized in the settings left
open by [GKR17]. (See Section C.8 below where we state [GKR17, Theorem B] more formally and
compare it with our Theorem 2.5 in more detail.)
Theorem 2.5 (Informal statement of Theorem C.11). Suppose the function f : R→ R does not have
any essential discontinuities of the first kind1. If f preserves low-rank n× n matrices, then f is a
polynomial of degree at most dlog2(n)e.

This shows that functions f without essential discontinuities of the first kind, which are also not
polynomials, do not preserve low-rank n × n matrices, and only polynomials of degree less than
dlog2(n)e can preserve low-rank n × n matrices. The class of functions without these essential
discontinuities of the first kind is very rich, and includes all piecewise continuous functions; it is hard
to imagine a reasonable kernel function which is not piecewise continuous. Hence, one cannot hope to
improve on the polynomial method by extending it to other functions without essential discontinuities
of the first kind.

We conjecture that Theorem 2.5 holds for all functions f : R → R (i.e., that if f has an essential
discontinuity of the first kind, then it also does not preserve low-rank matrices). Functions f with an
essential discontinuity of the first kind are not interesting in our setting since they cannot be efficiently
evaluated.

We note that there is a small constant-factor gap between the degree which Fact 2.1 tells us is sufficient
for a polynomial to preserve low-rank n × n matrices, and the degree which Theorem 2.5 says is
necessary: for instance, Fact 2.1 says that polynomials of degree at most 1

2 log2(n) suffice, since( 5
4 log2(n)
1
4 log2(n)

)
� n,

whereas Theorem 2.5 says that degree less than log2(n) is necessary. We leave open the question of
closing this gap, although we note that the constant factor in front of the polynomial degree does not
play a major role in most of the aforementioned applications of Fact 2.1.2

2.2 Weaker Polynomial Methods

Fact 2.1 being essentially tight rules out one way to try to generalize the polynomial method. It is
natural to ask whether we can get around this by weakening our constraint on the function f . There
are many properties of matrices which can be taken advantage of in the design of fast algorithms,
and if we can show that Mf has any of these properties, it could still lead to improvements in the
aforementioned applications.

Approximate Low Rank We first study functions f which, when applied entry-wise to a low-
rank matrix M , always result in an approximately low-rank matrix Mf . As we mentioned earlier,
approximating a non-polynomial kernel function f by a polynomial is a common technique for taking
advantage of the properties of polynomial kernels; when f can be well-approximated by a polynomial,
then Mf has approximately low rank for this reason. This raises the question: can functions f which
cannot be well-approximated by a polynomial also result in approximately low-rank matrices?

Our next result answers this question in the negative: the only functions which approximately preserve
low rank are approximate polynomials. In other words, if f is not approximately a polynomial, then
such an algorithmic approach cannot succeed, as f applied entry-wise to a matrix is not close to low
rank.

We say a matrix M is approximately low-rank if the ratio of its smallest and largest eigenvalues is
small; if M were not full rank, then this ratio would be 0. If M is approximately low-rank in this
sense, then fast algorithms for manipulating it follow by using low-rank approximation or approximate

1Recall that f : R → R has an essential discontinuity of the first kind at a point c ∈ R if neither of the
limits limx→c+ f(x), nor limx→c− f(x), converges. By contrast, if exactly one of the two limits converges, it
is called an essential discontinuity of the second kind. If both limits converge, but they don’t both converge to
f(c), then it may be a removable discontinuity or a jump discontinuity.

2For instance, our running example algorithm of [ACW16] only uses an asymptotic bound on how the
degree grows with the dimension of the input points, and the constant factor in front of the polynomial degree is
ultimately subsumed by a ‘O’ in the running time.
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subspace finding algorithms to find low-rank approximations for the matrix. Analogously, we say
f is approximately a polynomial if its finite differences are small3; recall that the d-th order finite
differences are 0 for any polynomial of degree < d− 1.
Theorem 2.6 (Main result, informal statement of Theorem D.3). Let d = dlog2 ne, and let δ ∈ (0, 1)
be sufficiently small. Suppose f : R→ R is a real analytic function which δ-approximately preserves

low-rank matrices, i.e., mini∈[d] |λi(M
f )|

maxi∈[d] |λi(Mf )| ≤ δ/n for all rank d+ 1 matrices M .

Then, the dth order finite difference of f , evaluated at a ∈ R, for sufficiently small gaps, is bounded
above by δ ·Ka. Here, Ka > 0 is a scaling factor with the property that if f is rescaled by a factor
of c > 0 then Ka is also rescaled by c.

A dependence on a scaling factor Ka is necessary since, if f is rescaled by c, this rescales the finite
differences of f by c, but does not change the ratio of any two eigenvalues of any matrix Mf . In
Theorem D.3 we also prove a similar result if f is Lipschitz (and not necessarily real analytic).

Stable Rank Our first two results, Theorem 2.5 and Theorem 2.6, both ruled out approaches to
generalizing the polynomial method. Finally, we find one important property of matrices for which
we can strictly generalize the polynomial method: stable rank.

Definition 2.7. For a matrix M ∈ Rn×n, its stable rank is defined as srank(M) :=
‖M‖2F
‖M‖22

, where
‖M‖F denotes the Frobenius norm of matrix M and ‖M‖2 denotes the spectral norm of matrix M .

It is known that srank(M) ≤ rank(M), but there are example matrices where srank(M) �
rank(M). Moreover, matrices with low stable rank can be manipulated quickly in many applications;
for instance, low stable rank matrices are a useful tool in data mining and the study of Banach
spaces [MSS17], and very efficient sketching methods are known for matrices with small stable rank
[CNW15].
Theorem 2.8 (Informal statement of Theorem J.2). Let M ∈ Rn×n>0 be a matrix, and suppose
f : R>0 → R>0 has the property that for any entry z of M , 1√

L
· z ≤ f(z) ≤

√
L · z for some

L ∈ R>0. Then, srank(Mf ) ≤ L2 · srank(M).

Consider, for instance, the matrices which arise in polynomial method applications [ACW16]; these
are matrices M ∈ Rn×n where each entry is in the interval [1, O(log n)]. For these matrices,
functions like f(x) = xc, for any constant c > 0, which are not a polynomial when c is not an
integer, still preserve stable rank (they satisfy the condition of Theorem 2.8 with L = poly log(n)).
By contrast, such bounds on the entries of M do not impact our earlier results, and so such functions
do not preserve rank or approximately preserve rank for these matrices.

Unfortunately, it is not clear how to apply this to speed up the polynomial method applications we
discussed earlier. Most known applications of stable rank require one to have access to the entire
matrix Mf (in order to, for instance, apply sketching), whereas we are aiming for algorithms whose
running time is sublinear in the number of entries of Mf . Nonetheless, this is an exciting avenue
where one can strictly generalize the polynomial method, and we believe it will have interesting
algorithmic applications, and further motivates algorithmic applications of stable rank.

Theorem 2.8 tells us that functions which do not grow too quickly preserve stable rank, although the
desired rate of growth depends on the matrix entries. We also prove a complementary result about
functions which do grow very quickly: In Theorem J.5 we prove that any super-polynomial function
which grows like xlog

c(x) for any c > 0 does not preserve low stable rank, and applying it entry-wise
to an n× n matrix of rank O(log n) can result in a matrix of stable rank > n− 1. Hence, there is a
limit to how much one could improve our Theorem 2.8.

3 Kernel Methods

Our second main application of our techniques is to the study of kernel methods in machine learning.
Much of the prior work on kernels methods focuses in the Euclidean distance setting. Our new result

3The d-th order finite difference is the discrete analog of the d-th order derivative. For a formal definition of
finite differences, see the paragraph on finite differences in Section A.2.
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shows how to classify kernels in the Manhattan distance setting. We start with defining positive
definite kernel.

Definition 3.1 (Positive definite Manhattan/Euclidean kernel). A function f is a positive definite `p
kernel if, for any x1, . . . xn ∈ Rd for any n and d, the matrix M ∈ Rn×n with

Mi,j = f(‖xi − xj‖p)

is positive semi-definite.

For p = 1, we also say f is a positive definite Manhattan kernel, and for p = 2 we call it a positive
definite Euclidean kernel.

Equivalently, f is a positive definite `p kernel if and only if there exists a function F : Rd → H such
that: 〈F (x), F (y)〉 = f(‖x− y‖p) for all x, y ∈ Rd for all d. Note thatH represents Hilbert space.
The proof of the equivalence can be found in [Sch42]. Positive definite kernels are used in machine
learning to separate data embedded in Rd using linear separator techniques, when the initial data is
not linearly separable [Smo96, SSB+97, SOW01, SS01]. In other words, a positive definite kernel
can map points in Rd which are not linearly separable, to points in potentially higher dimensions
which are linearly separable. Finding such an embedding is not an easy task in general, but kernel
methods solve this problem.

Many regression algorithms require the kernel to be positive definite [Cut09, HTF09]. The key idea
is to pick a function f based on the application so that a function F like the one in Definition 3.1
can be found which maps the data points to vectors of possible higher dimensions, after which linear
separation can be performed efficiently on these higher dimensional points.

Interestingly, linear separator algorithms such as the widely used Support Vector Machines
(SVMs) [CV95] can separate the data efficiently as long as 〈F (x), F (y)〉 is easily computed for any
x, y ∈ Rd, even if F itself cannot be easily computed. By definition of the positive-definite kernel f ,
we know that

〈F (x), F (y)〉 = f(‖x− y‖p),

which allows us to compute 〈F (x), F (y)〉 quickly by instead computing f(‖x−y‖p). In other words,
in order to apply linear separator algorithms, it suffices to know that an F exists, and not necessarily
know what it is or how to compute it.

The main known result behind kernel methods is a full classification of all positive-definite Euclidean
kernels in terms of completely monotone functions, which are defined as follows:

Definition 3.2 (Completely monotone functions [Ber29]). A function f : R≥0 → R≥0 is completely
monotone if

(−1)kf (k)(x) ≥ 0

for all k ≥ 0, x > 0, and f(0) ≥ limx→0+ f(x).

An example of a completely monotone function is f(x) = e−x. Prior work [Mer09, Sch42, Sch38,
SSB+97, SSM98, SOW01] shows that function f : R → R is a positive-definite Euclidean kernel
(Definition 3.1) if and only if f(

√
x) is a completely monotone function (Definition 3.2). A natural

question to ask is

Question 3.3. Is there a result that classifies all positive definite Manhattan kernels?

In our paper, we classify all positive-definite Manhattan kernels. These kernels are widely used
in machine learning for physical and chemical applications [FLLA15, Lil18, LRRK15]. A notable
example of such a kernel is the Laplace kernel fσ(x) = e−σx which is commonly used in classification
tasks [BMM18]. However, a full description of all positive-definite Manhattan kernels was not known
before our work. In this work, we answer Question 3.3 positively:

Theorem 3.4 (Main result, informal statement of Theorem G.2). f is a positive definite Manhattan
kernel (Definition 3.1) if only if f(x) is completely monotone (Definition 3.2).

Theorem 3.4 classifies all positive-definite kernels when the input distance is Manhattan. It was
previously known that completely monotone functions are positive definite Manhattan kernels [Sch38,
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Ass80, DL09], but it was not known these were the only such functions. Interestingly, our new
classification is similar to the classification result for Euclidean kernels, but without a square root
applied to the input. Prior to our result, one could have imagined that there are other positive definite
Manhattan kernels to use in SVMs than were previously known. However, our result shows that there
are no other such kernels.

We note that our proof techniques also give a new proof of the known result classifying all positive
definite Euclidean kernels. This known result is a core insight at the heart of kernel methods in
machine learning [SSB+97, SSM98], but traditional proofs tend to use methods related to infinite
dimensional harmonic analysis [BCR84].

4 Metric Transforms

Our final application of our techniques is to metric transforms, a mathematical notion introduced by
Von Neumann and Schoenberg [NS41].

Definition 4.1 (Metric transform). SupposeX andY are semi-metric spaces4. Function f transforms
X to Y if, for any finite set S ⊆ X , there is a function F : X → Y such that f(dX (x1, x2)) =
dY(F (x1), F (x2)), for all x1, x2 ∈ S.

As we discussed earlier, metric transforms arise naturally in many settings where one wants to
transform a set of points from a metric space while maintaining some of the metric structure between
them, and they have proven useful for algorithm design in many areas.

Typically we have particular metric spaces X and Y of interest, and would like to determine which
functions transform X to Y . This leads to the key question in metric transforms:

Question 4.2. For a given semi-metric space X and a given semi-metric space Y , what is the full
classification of functions f that transform X to Y?

Metric transforms in the special case where X and Y are both Euclidean distances5 or close variants
are well-studied. Related to Schoenberg and Von Neumann’s work [NS41], Schoenberg [Sch38]
classified all functions that transform Euclidean distances to Euclidean distances. One natural
question arises: what is the theory of metric transforms for non-Euclidean metrics?

In the case when X is Manhattan (or `1) distance, and Y is Euclidean distance, Schoenberg [Sch38]
provided a partial categorization of functions that transform Manhattan distance to Euclidean distance.
This was followed by Assouad’s work in 1980, which provided a partial categorization of functions
that transform Manhattan distances to Manhattan distances [Ass80]. This setting is particularly
well-motivated in physical applications. For instance, recent work [GSDV17] studied the problem
of inferring a force vector given a collection of example configurations via kernel ridge regression;
in order to encode certain desired symmetries (‘axis reflections’) in the problem, Manhattan pre-
serving functions must be used to define the kernel. Our work on metric transforms completes the
partial categorizations of Schoenberg and Assouad, and proves their partial categorization is a full
categorization.

Our main result about metric transforms is a complete classification of functions that transform
Manhattan distances to Manhattan distances. First, we need to define Bernstein functions:

Definition 4.3 (Bernstein functions [Ber29]). A function f : R≥0 → R≥0 is Bernstein if f(0) = 0
and its derivative f ′ is completely monotone (see Definition 3.2) when restricted to R+. Equivalently,
a function f is Bernstein if:

• 1. (−1)k dkf(x)
dxk ≤ 0 for all k ≥ 1, x ≥ 0;

• 2. f(x) ≥ 0 for all x ≥ 0; and

4A semi-metric satisfies all the axioms for a metric except possibly the triangle inequality; the square of the
Euclidean distance gives rise to a semi-metric.

5When we refer to Euclidean or Manhattan distance in the remainder of this section, we always refer to
distances in infinite dimensional Euclidean metric space and infinite dimensional Manhattan metric spaces,
respectively.

8

47021https://doi.org/10.52202/079017-1491



• 3. f(0) = 0.6

Now we are ready to state our main result:

Theorem 4.4 (Main result, classifying all Manhattan metric transforms, informal version and combi-
nation of Theorem E.2 and F.3). For a function f : R≥0 → R≥0, the following are equivalent:

1. f is Bernstein.
2. f transforms Manhattan distances to Manhattan distances.
3. f transforms Manhattan distances to squared Euclidean distances.

It was previously known that Bernstein functions transform Manhattan distances to Manhattan dis-
tances [Ass80], and that they transform Manhattan distances to squared Euclidean distances [Sch38],
but in both cases, it was not previously known that these were the only such functions. It was
previously conceivable that, in situations where one needs a metric transform involving Manhattan
spaces, but Bernstein functions do not suffice, one could find other suitable metric transforms; our
Theorem 4.4 rules out such a possibility. This also has a number of simple consequences, for instance:
given any n points x1, . . . xn in the metric space (Rd, `1) for any d, one can use our construction
in Theorem 4.4 to explicitly calculate a finite dimensional embedding F : Rd → R2d such that
‖F (xi)− F (xj)‖1 = f(‖xi − xj‖1).

5 Core Tool: Representation Theory of the Real Hyperrectangle

Our core mathematical tool to tackle all three problems is a new technique we call the representation
theory of the hyperrectangle. Given a d dimensional hyperrectangle (which is just a high dimensional
rectangle), consider the matrix D where the ijth entry of the matrix is the Manhattan distance
between the ith and jth vertex of the hyperrectangle. We prove this matrix has three key properties:

1. It is a 2d × 2d matrix whose rank is d+ 1, and thus it is a low rank matrix.

2. This matrix is filled with Manhattan distances between points.

3. Applying f entry-wise to this matrix does not change the eigenvectors of this matrix, which
are always the columns of the so-called Hadamard matrices [HW78].

We note that the last property is particularly useful for us: it allows us to provide a closed formula for
the eigenvectors and eigenvalues of Df . This is particularly useful because all of our key questions
(on low rank preservation, kernels, and metric transforms) can be viewed as questions about the
eigenvalues of certain matrices after a function is applied entrywise.

The last property can be verified by linear algebra computation, but it can also be seen as a conse-
quence of group representation theory. Thus, we call our approach the representation theory of the
hyperrectangle. For proofs of all three properties, refer to Appendix B.1 and I.

6 Conclusion

We demonstrate that low-degree polynomials are the only functions that consistently result in a
low-rank matrix when applied entry-wise to an existing low-rank matrix, and discuss applications to
transformers and LLMs. Additionally, we classify all positive definite kernels that utilize Manhattan
distance as their input, enhancing the theoretical framework for applications in various machine learn-
ing tasks. Furthermore, we provide a complete categorization of functions capable of transforming
Manhattan distances into either Manhattan distances or Euclidean distances. We do all three tasks
using a new linear algebraic tool called the representation theory of the hyperrectangle. Our findings
not only advance the theoretical understanding of attention and kernel methods, but also open up new
possibilities for their application in fields such as computational biology and algorithm design. This
work completes the theoretical landscape of Manhattan to Manhattan metric transforms, and utilizes
a sophisticated blend of mathematical techniques from several domains.

6We remark that the special attention on f(0) in the definitions above is a bit non-standard but are convenient
for our purposes.
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7 Limitations

In this paper, we identify a few areas that require further exploration. Firstly, there remains a small
constant-factor gap between Fact 2.1 and Theorem 2.5 that has not been fully explored; details can
be found in the last paragraph of Section 2.1. Additionally, the application of the stable rank results
presents an ongoing challenge, as discussed in the second-last paragraph of Section 2.2. Finally, our
analysis primarily focuses on LLMs, kernel methods, and metric transforms, potentially limiting its
applicability to other methodologies.

8 Societal Impacts

This paper contributes positively by providing a deeper and more comprehensive study of kernel
functions and completes the theory of Manhattan to Manhattan metric transforms, a problem that
has persisted since 1980 due to Assouad’s work. It opens up numerous algorithmic applications,
potentially including large language models (LLMs), and offers a new direction for designing faster
algorithms using stable rank results. However, the practical application of these results remains an
open area, requiring additional time and effort to fully realize their potential.
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Roadmap. In Section A, we define notations, and provide several basic definitions and fundamental
tools. In Section B, we provide several techniques used to prove the theorems. In Section C, we prove
the converse to the polynomial method, proving Theorem 2.5. In Section D, we prove an approximate
converse to the polynomial method, proving Theorem 2.6. In Section E, we prove condition 1 and
condition 2 in Theorem 4.4 on Manhattan metric transforms are equivalent. In Section F, we prove
condition 2 and condition 3 in Theorem 4.4 are equivalent. Overall, Section E and Section F together
prove Theorem 4.4. In Section G, we have a proof of Theorem 3.4 about Manhattan distance kernels.
In Section H, we have a new proof for the known, full classification of Euclidean distance kernels. In
Section I, we prove a slightly different restatement of Lemma B.1. We show our results about stable
rank in Section J.

A Preliminaries

This section is organized as follows:

• In Section A.1, we define several basic notations.

• In Section A.2, we provide some definitions piecewise functions, open/closed/dense sets,
real analytic functions, and finite differences.

• In Section A.3, we provide some previous work about the classifications of completely
monotone and Bernstein function.

• In Section A.4, we state well-known results about metric hierarchies.

• In Section A.5, we define negative metrics and euclidean embeddability.

• In Section A.6, we present previous work about representation theory tools.

• In Section A.7, we present the Baire category theorem.

• In Section A.8, we discuss some applications of polynomial methods.

A.1 Notations

For a vector x, we use ‖x‖1 to denote the entry-wise `1 norm of x. We use ‖x‖2 to denote the
entry-wise `2 norm of x. We use ‖x‖∞ to denote the `∞ norm of x. For two vectors a, b, we use
〈a, b〉 to denote the inner product between a and b. For a vector x, we use x> to denote the transpose
of x. For any matrix A, we use λi’s to denote its eigenvalues. For any square matrix A, we use
det(A) to denote its determinant.

For any d ≥ 1, we define Hadamard matrix Hd ∈ R2d×2d as follows Hd =

[
Hd−1 Hd−1
Hd−1 −Hd−1

]
and

H0 = 1.

Often times in our proof, we may say things like “let x1, . . . x2d be the corners of a d dimensional
hyperrectangle”. For these statements to make sense, we must specify which corner xi refers to. Scale
the d dimensional hyperrectangle to be an axis-aligned hypercube, and place one of the hypercube
corners at the origin. Each corner then has a binary number b as its coordinate bit string. We let xb+1

refer to the original hyperrectangle corner corresponding to b.

A.2 Definitions

Piecewise function A piecewise function is a function defined by multiple sub-functions, where
each sub-function applies to a different interval in the domain.

Open, closed and dense set Open sets are a generalization of open intervals in the real line. In a
metric space (with a pre-defined distance function) open sets are the sets that, with every point P ,
contain all points that are sufficiently near to P (that is, all points whose distance to P is less than
some value depending on P ).

A closed set is a set whose complement is an open set. A set that is closed under an operation or
collection of operations is said to satisfy a closure property.
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A subset A of a topological space X is called dense (in X) if every point x in X either belongs to A
or is a limit point of A; that is, the closure of A constitutes the whole set X .

The interior of a subset S of a topological space X is the union of all subsets of S that are open in X .

Real Analytic Formally, a function f is real analytic on an open set D in the real line if for any
x0 ∈ D one can write

f(x) =

∞∑
n=0

an(x− x0)n = a0 + a1(x− x0) + a2(x− x0)2 + a3(x− x0)3 + · · ·

in which the coefficients a0, a1, · · · are real numbers and the series is convergent to f(x) for x in a
neighborhood of x0.

The following conditions are equivalent:

• f is real analytic on an open set D.
• There is a complex analytic extension of f to an open set G ⊂ C which contains D.
• f is real smooth and for every compact set K ⊂ D there exists a constant C such that

for every x ∈ K and every non-negative integer k the following bound holds |d
kf

dxk (x)| ≤
Ck+1k!.

Finite Difference A finite difference is a mathematical expression of the form f(x+ b)− f(x+a).

Three basic types are commonly considered: forward, backward, and central finite differences.

A forward difference, denoted ∆h[f ], of a function f is a function defined as

∆h[f ](x) = f(x+ h)− f(x).

A backward difference uses the function values at x and x− h, instead of the values at x+ h and x:

∇h[f ](x) = f(x)− f(x− h) = ∆h[f ](x− h).

Finally, the central difference is given by

δh[f ](x) = f(x+ h/2)− f(x− h/2) = ∆h[f ](x− h/2).

In this paper, we will mainly focus on foward difference.

We use ∆d
h[f ](x) to denote d-th difference for any h ∈ Rd at x ∈ R. For each i ∈ [d], we use hi to

denote the i-th entry of h. For each j ∈ [d], the j-th finite difference can be written as the following
recursive way. For j = 1, we have

∆2
h1

[f ](x) = f(x+ h1)− f(x).

For j = 2, we have

∆2
h1,h2

[f ](x) = ∆h1
[f ](x+ h2)−∆h1

[f ](x).

For each j ∈ [d], we have

∆j
h1,h2,··· ,hj

[f ](x) = ∆j−1
h1,h2,···hj−1

[f ](x+ hj)−∆j−1
h1,h2,···hj−1

[f ](x).

We will frequently apply these finite differences to functions g : Rd → R of the form g(a) = f(〈a, 1〉)
for a function f : R→ R or similar. In these cases, we will abuse notation and write ∆d

ε [f ](〈a, 1〉)
to refer to ∆d

ε [g](a).

A.3 Alternate Classifications of Completely Monotone and Bernstein Functions

Here we recall the classical Bernstein Theorem from analysis constructively classifying completely
monotone (Definition 3.2) and Bernstein functions (Definition 4.3).
Proposition A.1 (Chapter 14, Theorems 3 and 6 in [Lax02]). For a function f : R>0 → R≥0, the
following are equivalent:
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1. f is completely monotone.

2. Letting (Daf)(x) = f(x+ a)− f(x), for any (a1, . . . , an) non-negative we have

(−1)n

(
n∏
i=1

Dai

)
f(x) ≥ 0

for all x > 0.

3. There exists a positive finite measure µ on R≥0 such that

f(x) =

∫ ∞
0

e−txdµ(t), x > 0.

The part 2 of Proposition A.1 is essentially the definition we gave for completely monotone, except
that it does not assume any smoothness or even continuity a priori. The third shows that all completely
monotone functions are in fact mixtures of decaying exponentials. From the above one easily derives
a corresponding classification of Bernstein functions. If f also has 0 in its domain, then the above
result applies the same way, however (with the same measure µ as in part 3 of Proposition A.1) we
have

f(0) ≥ µ(R≥0)

since we did not require any continuity at 0.
Proposition A.2 (Theorem 6.7 in [BCR84]). For a function f : R≥0 → R≥0 with f(0) = 0, the
following are equivalent:

1. f is Bernstein.

2. Letting (Daf)(x) = f(x+ a)− f(x), for any (a1, . . . , an) non-negative we have

(−1)n

(
n∏
i=1

Dai

)
f(x) ≤ 0, x > 0.

3. There exists a positive measure µ on R+ and a, b ≥ 0 such that

f(x) = a+ bx+

∫
R+

(1− e−tx)dµ(t), x > 0.

Here µ must satisfy
∫
R+

min{1, t}dµ(t) <∞.

Due to the second criterion just above, Bernstein functions are also sometimes called completely
alternating. We remark that these results apply more generally in the setting of abelian semigroups,
where the integral is taken over a measure on the space of positive characters. This general point
of view is explained in [BCR84, Chapter 6], and applies, for instance, to the semigroup of compact
subsets of R under union.

A.4 Metric Hierarchies

Here are well-known facts we will use throughout our proof:
Lemma A.3. For any n points x1, . . . xn in `1, there exist n points y1, . . . yn such that ‖xi−xj‖1 =
‖yi − yj‖1, and y1, . . . yn are a subset of corners of a d dimensional hyperrectangle for some d.

Proof. This follows from the equivalence of the cut cone and `1 distance (Theorem 4.2.2 in [DL09]).

Lemma A.4. The squared Euclidean distance between points in the corners of a hyperrectangle
isometrically embeds into Manhattan distance.

23

47036 https://doi.org/10.52202/079017-1491



Proof. This follows from the Pythagorean theorem.

Lemma A.5. Manhattan distances embed isometrically into squared Euclidean distances.

Proof. This follows from Corollary 6.1.4 and Lemma 6.1.7 in [DL09].

A.5 Negative Type Metrics and Euclidean Embeddability

We now present a criterion by Schoenberg [Sch35] on when a metric is isometrically embeddable
into squared Euclidean distances7.
Definition A.6 (negative type). A matrix D is iff x>Dx ≤ 0 for all x⊥1.
Lemma A.7 (Schoenberg [Sch35]). Consider x1, . . . , xn where di,j is the distance between xi and
xj . Let D be an n by n matrix where Di,j = d2i,j . The distances di,j are isometrically embeddable
into Euclidean space iff the matrix D is negative type.

We note that if D happens to have the all ones vector 1 as an eigenvector, we have a simpler criterion
for testing if D is negative type:
Lemma A.8 (Schoenberg Variant). Consider x1, . . . , xn where di,j is the distance between xi and
xj . Let D be an n by n matrix where Di,j = d2i,j .

If the all ones vector is an eigenvector ofD, then the di,j are isometrically embeddable into Euclidean
space iff every eigenvalue of D, excluding the eigenvalue correseponding to the all ones vector, is
non-positive.

Proof. Lemma A.8 follows from Lemma A.7 and the fact that every symmetric matrix has an
orthonormal set of eigenvectors.

If dij is isometrically embeddable into Euclidean space, we can find an explicit embedding:
Lemma A.9. Consider x1, . . . xn where di,j is the distance between xi and xj . Let D be the matrix
where Di,j = d2i,j . Let Π be the projection matrix off the all ones vector, i.e., Π can be expressed
explicitly as I − J/n, where J is the n× n all-ones matrix, and I is identity matrix.

Let M := − 1
2ΠDΠ.

If y1, . . . yn are such that ‖yi − yj‖2 = di,j and
∑n
i=1 yi = 0, then Mi,j = 〈yi, yj〉. Moreover, if

M = U>U for some U , then the columns of U are an embedding of x1, . . . xn into Euclidean space.

This follows from Eq. 2 in [Cri88]. A longer exposition of the link between distance matrices and
inner product matrices can be found in [Cri88].

A.6 Schur’s Lemma for Abelian Groups

We present Schur’s lemma for Abelian groups G. Schur’s lemma is one of the cornerstones of
representation theory [EGH+11].
Lemma A.10 (Schur’s lemma for Abelian groups). If G is a finite Abelian group of n× n matrices
under multiplication, and M is an n× n diagonalizable matrix satisfying Mg = gM , for all g ∈ G,
then there exists a set of linearly independent vectors v1, . . . vn that are eigenvectors of M and all
g ∈ G. In other words, M and G are simultaneously diagonalizable.

Schur’s Lemma will be useful in proving our key result about representation theory of the real
hyperrectangle, or Lemma B.1.

A.7 Baire Category Theorem

The Baire category theorem (BCT) is an important result in general topology and functional analysis.

A Baire space is a topological space with the property that for each countable collection of open
dense sets (Un)∞n=1, their intersection

⋂
n∈N Unis dense.

7We note that Schoenberg’s criteria has a beautiful proof, which one can find one direction of in [Par12].
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Theorem A.11 (Baire category theorem [Bai99]). Every complete pseudometric space is a Baire
space. Every locally compact Hausdorff space is a Baire space.

A.8 Applications of Polynomial Methods

Attention Computation: Question 2.3 is also important to the theory of polynomial kernels. A
common computational task which arises when training transformers is to calculate the ‘self attention’
[VSP+17]. Recently, [ZHDK23, AS23] define a formal math computation problem for this attention
mechanism. Formally, in this task, we are given three matrices Q,K, V ∈ Rn×d where n� d,8 and
we would like to compute (QK>)f · V where f : R → R is a non-linear function that we apply
entry-wise to the matrix AB> ∈ Rn×n, then we multiply the result on the right by V . In many
applications, f is the soft-max function, which can be mathematically described as follows (see
[ZHDK23, AS23]):

(QK>)f := D−1 exp(QK>), where D := diag(exp(QK>)1n)

Here exp() is an entry-wise function that exp(QK>)i,j = exp((QK>)i,j) for all i, j ∈ [n] × [n],
D ∈ Rn×n is a diagonal matrix, 1n is a vector that all entries are ones.

Naively evaluating (QK>)f · V takes time O(n2d) (without using fast matrix multiplication).
However, if we can quickly find matrices Q̃, K̃ ∈ Rn×d̃ for some d̃ < n such that (QK>)f =

Q̃ × K̃>, then we can evaluate it more quickly by first computing K̃> × V and then computing
Q̃× (K̃> × V ), for a total running time of just O(ndd̃).

Since QK> can be any rank d matrix, and Q̃ × K̃> has rank at most d̃, it follows that an upper
bound on the best d̃ we can achieve is the maximum, over all matrices M of rank d, of rank(Mf ).
Question 2.3 asks whether it is possible to achieve d′ < n for functions f like the soft-max function
which are not a polynomial. If not, then we can only hope to carry out this plan of attack if we can
find a low-degree polynomial approximation to our function f .

Algorithm Design:

For one example of polynomial method in algorithm design, consider the fastest known algorithm
for batch Hamming Nearest Neighbor Search due to Alman, Chan, and Williams [ACW16]. In this
problem, one is given as input 2n vectors

x1, . . . , xn, y1, . . . , yn ∈ {0, 1}d

for d = Θ(log n), and a threshold value t ∈ {0, 1, . . . , d}, and one wants to find a pair (i, j) ∈
[n]× [n] such that the Hamming distance between xi and yj is at most t. [ACW16] takes an algebraic
approach to this problem, by first considering the matrix M ∈ Rn×n where Mi,j is the Hamming
distance between xi and yj . One can see that rank(M) ≤ 2d, and one could use fast matrix
multiplication to quickly compute all the entries of M .9 However, since M itself has n2 entries, this
could not improve much on the straightforward O(n2 log n) time algorithm. They instead take the
following approach.

First, pick a parameter g = nδ for a constant δ > 0, and a function f : R→ R such that f(x) > g2

for all x ∈ {0, 1, . . . , t}, and f(x) ∈ [0, 1] for all x ∈ {t+1, t+2, . . . , d}. [ACW16] use Chebyshev
polynomials to construct such an f which is a low-degree polynomial, so that the matrix Mf has low
rank by Fact 2.1. Next, let S1, . . . , Sn/g be a partition of [n] into n/g groups of size g, and consider
the matrix F ∈ R

n
g×

n
g given by

Fa,b =
∑
i∈Sa

∑
j∈Sb

Mf
i,j .

8The matrices Q,K and V correspond to the query, key, and value matrices, respectively, when training
transformers in NLP applications. For more background, we refer the reader to [VSP+17, DCLT18, RNS+18,
RWC+19, BMR+20, KKL19, CLD+20, FZS21, WLK+20, CDW+21, ZSZ+23, LWD+23]. The n � d is a
reasonable assumption in long sequence model problems, since n is the length of documents and d is size of
each word embedding.

9We first construct the matrices X ∈ Rn×2d and Y ∈ R2d×n such that M = X × Y . We can then compute
the product X × Y in Õ(n2) time using fast rectangular matrix multiplication [Cop82, Wil18] as long as
d < n0.1. The reason of obtaining 2d (instead of d) is due to the construction of [ACW16].
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It is not hard to verify that rank(F ) ≤ rank(Mf ). Moreover, by the way f was defined, an entry
Fa,b is larger than g2 if and only if there is an (i, j) ∈ Sa × Sb such that the Hamming distance
between xi and yj is at most t.

There is a trade-off between the parameter δ and the degree of f , and hence the rank of F . [ACW16]
balance this trade-off to yield a matrix F of low rank10 and dimensions n1−δ × n1−δ for some δ > 0.
Since F now has a subquadratic total number of entries, fast matrix multiplication can be used to
compute all its entries and solve the problem, in roughly O(n2−2δ) time.

B Technique Overview

In this section, we describe the techniques used to prove our main theorems. In Section B.1, we
introduce the eigenvalue properties of kernel matrices derived from hyperrectangles. In Section B.2,
we introduce the techniques used to prove Theorem 2.5 and 2.6. In Section B.3, we introduce
techniques used to prove Theorem 4.4. In Section B.4, we introduce techniques used to prove
Theorem 3.4.

B.1 Starting Point: Eigenvalues of the Kernel Matrix of a Hyperrectangle

All of our proofs start by using a simple but powerful technique. This technique computes eigenvectors
and eigenvalues of the kernel matrix for any set of points which arise as the vertices of a hyperrectangle
(d-dimensional rectangle). After describing the technique in more detail, we will explain how it leads
to our applications by demonstrating why these matrices and their eigenvalues are relevant to the
three main questions we stated in Section 1.

The eigenvectors of the family of matrices we define shortly will come from columns of Walsh-
Hadamard matrices. For a positive integer d, let v1, . . . v2d ∈ {0, 1}d be the enumeration of all n-bit
vectors in lexicographical order. The Walsh-Hadamard matrix Hd is the 2d × 2d matrix defined by
Hd(vi, vj) := (−1)〈vi,vj〉. The technique is as follows:
Lemma B.1 (Eigenvalue of Manhattan Kernels, informal version of Lemma I.2). For a vector
a ∈ Rd>0, let p1, . . . , p2d ∈ Rd denote the vertices (±a1/2,±a2/2, . . . ,±ad/2) of a hyperrectangle
in lexicographical order. For any f : R → R, let D be the 2d by 2d matrix given by Di,j =
f(‖pi − pj‖1). Then, the columns of the Hadamard matrix Hn are the eigenvectors of D.

For i ∈ [2d], let B(i) ∈ {0, 1}d be the binary representation of i. Then, the eigenvalue corresponding
to column i of Hn is: λi =

∑
b∈{0,1}d(−1)〈B(i),b〉 · f(〈b, a〉).

We will see shortly that this expression for the eigenvalue λi can also be rewritten in terms of integrals
and derivatives of the function f , allowing us to use analytic techniques when computing or applying
these eigenvalues.

Lemma B.1 can be proved using a direct calculation, although its inspiration comes from repre-
sentation theory. The matrix D has the property that: for any permutation matrix σ corresponding
to a reflection about one of the hyperrectangle’s axes, we have σD = Dσ. Schur’s lemma from
representation theory (see Lemma A.10 below) states that D and all σ in the reflectional symmetry
group of the hyperrectangle have a common set of eigenvectors. It is not hard to verify that the only
common set of eigenvectors for all σ is the columns of the Hadamard matrix, and thus D must have
the columns of Hd as its eigenvectors.

Our analysis of eigenvalues in Lemma B.1 is closely related to the Fourier analysis of the Boolean
hypercube, which has been studied for decades in computer science theory [O’D14]. Fourier analysis
of the Boolean hypercube can be seen as an instance of our technique, by setting a to be the all ones
vector in d dimensions. It is important in some of our proofs that a is not the all ones vector: kernel
matrices from a hyperrectangle with varying side lengths have eigenvectors that approximate finite
differences. This is key for our proofs of Theorem 4.4 and 3.4. See Section E.2 for details.

We next give an overview of how we use Lemma B.1 to derive our three applications. We focus on
explaining how the matrices described by Lemma B.1 and their eigenvalues arise in each setting.

10They pick rank ≈ n0.1 in order to apply fast rectangular matrix multiplication as in footnote 9, although
different applications of the polynomial method have aimed for different target ranks.
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B.2 Polynomial Method Converse

B.2.1 Exact Low Rank

We begin by explaining our techniques for the exact low rank case (Theorem 2.5). This theorem
seems hard to prove for a number of reasons.

First, we assume very little structure on f : in particular, we do not asssume f is differentiable or even
continuous. Rather, we assume a much weaker condition than continuity: indeed, Theorem 2.5 holds
for all piecewise continuous functions f . This is a large space of functions, and in particular covers
all non-differentiable continuous functions including oddities such as the everywhere-continuous and
nowhere-differentiable Weirstrauss function.

Second, to prove a matrix Mf is low rank, one might typically compute either the determinant or an
eigenvalue and show they must be 0. However, explicit formulas for determinants and eigenvalues
can often be complicated, large algebraic expressions in terms of f and elements of M . We overcome
this barrier by selecting a special family of matrices M whose eigenvalues can be expressed as a
simple sum. This family of matrices is restrictive enough to have a set of common eigenvectors (and
thus easily computable eigenvalues), but expansive enough to express all finite differences of f in
terms of these eigenvalues. Our proof proceeds as follows.

Step 1: We begin by showing that if f : R → R preserves low-rank n × n matrices, and does
not have any essential discontunuities of the first kind, then f must be continuous. We do this by
constructing a family of n× n matrices of rank at most 5 such that, for any jump, point, removeable,
or essential-of-second-kind discontinuity that the function f has, one can pick a corresponding matrix
from our family that f maps to a full-rank matrix. In other words, such functions f are very far from
preserving n× n low-rank matrices.

Step 2: We next show that if a continuous function f preserves low-rank n× n matrices, then it
must be a piecewise polynomial function. We will do this by considering the family of n× n kernel
matrices of a hyperrectangle, from Section B.1. If f preserves low-rank matrices, then it must, in
particular, map all these matrices to matrices which do not have full rank.

For any fixed i, we will show that the d-th order finite difference of f at point x can be written
as a linear combination of the i-th eigenvalue λi, of a number of different matrices in our family
(see Lemma B.1 for definition of λi and our kernel matrices). Hence, if λi is 0 for all of the above-
mentioned kernel matrices, this will imply that the d-th order finite difference of f is 0 at every point
x, and thus f is a polynomial of degree at most d.

Although we are guaranteed that one of the eigenvalues of each kernel matrix is 0, we are not
guaranteed that there is a fixed i such that it is always the i-th eigenvalue which is 0.

In order to address this, we apply the Baire Category Theorem from topology to the zero-sets of λi
for each fixed i. Roughly, this theorem allows us to show that for all x ∈ R (except for a set whose
intersection with any finite interval is finite), one can manipulate which matrices determine the finite
difference of f at x to ensure that they all have the same eigenvalue λi equal to 0. Working through
the details, this implies that f is a piecewise polynomial.

Step 3: Next, we show that the function f must be exactly a polynomial. From step 2, we know
that f is piecewise polynomial. We then use a series of algebraic manipulations, and the fact that a
linear combination of λi from different matrices gives the finite difference of f , to show that each
d-th finite difference of f evaluated at any point for any gap is 0. This implies that f is a polynomial,
finishing our proof.

B.2.2 Approximate Low Rank

Our proof of Theorem 2.6 is similar to the exact setting (Theorem 2.5). The main new technical
difficulty which arises is that we must more carefully bound the finite differences in terms of the
eigenvalues; in the previous proof, we could assume one of the eigenvalues is 0 and so many terms
cancelled out. We omit further details here in the interest of space, but refer the reader to Section D
for more details.
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B.3 Metric Transforms

At the onset, Theorem 4.4 seemed difficult to prove for a number of reasons.

It is known, and not hard to show, that any Bernstein function transforms squared Euclidean distances
to squared Euclidean distances [BCR84]. It was also known that Manhattan distances isometrically
embed into squared Euclidean distances. Thus Theorem 4.4 immediately implies that Bernstein
functions are equivalent to functions that transform squared Euclidean to squared Euclidean distances.
This equivalence is Schoenberg’s foundational theorem on Euclidean metric transforms [Sch37],
which is considered difficult to prove from scratch.

Schoenberg’s proof uses multivariable calculus and complex analysis in Hilbert space, which has a
natural Euclidean distance structure; Manhattan distances do not have such structure, so we cannot
proceed in this way to prove Theorem 4.4. Our proof takes an entirely new approach, and our result
is stronger than Schoenberg’s.

Moreover, we note that most squared Euclidean distances are not Manhattan distances: indeed, most
squared Euclidean distances are not even metrics. Thus, it was highly conceivable before our work
that non-Bernstein functions could transform Manhattan distances to squared Euclidean distances.
Our work rules this possibility out. It was also unclear prior to our work why functions transforming
Manhattan to Manhattan, and functions transforming Manhattan to squared Euclidean, should be the
same set of functions.

Notably, we do not assume any kind of structure on metric transforms f : we do not assume f
is bounded, continuous, Fourier-transformable, and so forth. Thus, our theorem applies to any
conceivable function with no underlying structure assumed at all.

Step 1: First, we show that a function transforms Manhattan distances to squared Euclidean
distances, if and only if f applied entrywise to our kernel matrices from hyperrectangles (see
Lemma B.1 for how these are defined) always results in a matrix whose eigenvalues are all negative
except for λ1. Here λi is defined as in Lemma B.1. This follows from the well-known fact that
all Manhattan distances can be isometrically embedded into Manhattan distances between points
on a hyperrectangle, combined with a criterion of Schoenberg [Sch35] on when a given set of

(
n
2

)
distances can be realized as pairwise squared Euclidean distances from n points.

Step 2: Next, we show that only Bernstein functions transform Manhattan distances to squared
Euclidean distances. We do this by showing the d-th order finite difference of f evaluated at x, can
be written as (−1)d times the limit of a sequence of eigenvalues of well-chosen kernel matrices
from hyperrectangles. We can bound this limit using step 1, to show that if f transforms Manhattan
distances to squared Euclidean distances, then the d-th order finite difference for f have the opposite
sign as (−1)d. This property implies that f is Bernstein, even without assuming a priori that f is
bounded or continuous.

Step 3: We will then show that any function that transforms Manhattan distance to squared Eu-
clidean distance, must transform Manhattan distances to Manhattan distances.

We first show that f transforms Manhattan distances to squared Euclidean distances if and only
if it transforms Manhattan distances from hyperrectangle corners to squared Euclidean distances.
We then find the explicit embedding of these squared Euclidean distances via a classic idea of
Schoenberg [Sch35], which will reveal that these transformed distances can be embedded as squared
Euclidean distances from corners on a different, higher dimensional hyperrectangle. Squared Eu-
clidean distances from corners of a hyperrectangle are isometric to Manhattan distances, by the
Pythagorean theorem.

B.4 Kernel Methods

Theorem 3.4 represents a non-trivial advance in kernel theory for the following reason:

One of the fundamental results of kernel methods is a classification of all Euclidean kernels. From
this, one can deduce that a function is a squared Euclidean kernel if and only if it is a completely
monotone function. Since Manhattan distances are a measure-zero set of squared Euclidean distances,
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it is clear that completely monotone functions are Manhattan kernels, but it is not at all clear that all
Manhattan kernels should be completely monotone.

The proof steps for kernel methods are very similar to those for metric transforms. The reason is that
there is a known connection between matrices of squared Euclidean distances between pairs of points,
and matrices of inner products between pairs of points.

The main difference between the proof of Theorem 3.4 on kernels and the proof of Theorem 4.4 on
metric transforms (whose steps are listed in Section B.3) is that in Step 1 of our proof on kernels, we
show that a function is a Manhattan distance kernel if and only if f applied entrywise to our kernel
matrices from hyperrectangles always results in a matrix whose eigenvalues are all non-negative. We
propagate this change through the proof steps accordingly.

C Polynomial Method Converse

The major goal of this section is to prove Theorem C.11, the formal restatement of Theorem 2.5. This
section is organized as follows

• In Section C.1, we restate some preliminaries about kernel matrices from real hyperrectan-
gles. We define matrices M(a),Mf (a), and eigenvalues λfi (a).

• In Section C.2, we prove that low degree polynomials are the only functions such thatMf (a)
has an eigenvalue that is the zero function in terms of a ∈ Rd.

• In Section C.3, we show that for any function that preserves low rank, one eigenvalue of
Mf (a) must be zero in terms of a.

• In Section C.4, we provide an algebraic computation, which is a key step for equating a sum
of eigenvalues with the formula for finite differences.

• In Section C.5, we formally relate a key sum of f evaluated at various points, with the finite
differences of f .

• In Section C.6, we prove that only low-degree polynomials preserve low rank. This proves
the main result of this section, Theorem C.11, which is a formal restatement of Theorem 2.5.

• In Section C.7, we show a large class of discontinuous functions do not preserve low-rank
matrices.

C.1 Preliminaries

We start by defining the matrix M(a) from the real hyperrectangle, and its eigenvalues.

Definition C.1 (Matrix M(a)). Consider a mapping B : {0, 1, . . . 2d−1} → {0, 1}d corresponding
to the conversion of integers into d-digit binary strings, which we interpret as d dimensional 0− 1
vectors. For any fixed vector a ∈ Rd, we define matrix M(a)

M(a)i,j := 〈a,B(|i− j|)〉.

Definition C.2 (Eigenvalues of M(a)). For each matrix M(a) ∈ Rn×n, we established previ-
ously that f(M(a)) ∈ Rn×n has eigenvectors equal to the Hadamard matrix columns, and the
corresponding eigenvalues are:

λfi (a) =
∑

b∈{0,1}d
(−1)〈B(i),b〉 · f(〈b, a〉)

We also give the following definition:

Definition C.3 (Real hyperrectangle). The d-dimensional real hyperrectangle parameterized by d
variables a1, . . . ad > 0 is the convex hull of the 2d points {±a1/2, . . .± ad/2}.

C.2 Functions with Algebraically Zero Eigenvalues

The goal of this section is prove Lemma C.4.
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Lemma C.4 (Only polynomials have a zero eigenvalue). For any function f , any n that is a power
of 2, and d := log n+ 1: we can find M : Rd → Rn×n and λfi : Rd → R satisfying:

1. M(a) has rank ≤ d for all a ∈ Rd

2. λf1 (a) . . . λfn(a) is the full set of eigenvalues of f(M(a)), for all a ∈ Rd.

3. If there exists i ∈ [n] such that λfi (a) = 0 for all a ∈ Rd, then f is a degree d ≤ log n+ 1
polynomial.

Proof. We note that for any ε > 0,

(−1)〈B(i),1〉
∑

b∈{0,1}d
(−1)‖b‖1 · λfi (a+ εb) =

∑
b∈{0,1}d

(−1)‖b‖1 · f(〈a+ εb,1〉 (1)

by the following computation:

(−1)〈B(i),1〉
∑

b∈{0,1}d
(−1)‖b‖1 · λfi (a+ εb)

= (−1)〈B(i),1〉
∑

b1∈{0,1}d
(−1)‖b1‖1 ·

 ∑
b2∈{0,1}d

(−1)〈B(i),b2〉f(〈b2, a+ εb1〉)


= (−1)2〈B(i),1〉

∑
b∈{0,1}d

(−1)‖b‖1 · f(〈a+ εb,1〉)

=
∑

b∈{0,1}d
(−1)‖b‖1 · f(〈a+ εb,1〉

where the first equality follows from the definition of λfi and the second equality follows from
Lemma C.9.

It follows that if λfi = 0, then ∑
b∈{0,1}d

(−1)‖b‖1 · f(〈a+ εb,1〉 = 0

for all ε and a. By Lemma C.10, the above equation implies that ∆d
ε [f ](〈a, 1〉) = 0 for all ε. If all

dth order finite differences are equal to 0 at a, then the dth derivative of f at a exists and is also equal
to 0.

Therefore, f is at most a degree d polynomial as desired. Thus, we complete the proof.

We conjecture that the above lemma is true without requiring n to be a power of 2, but it is not
necessary for our other results.

C.3 Eigenvalues of Low Rank Preserving Functions

The goal of this section is to prove Lemma C.5.

Lemma C.5 (One Eigenvalue is identically zero). If n is a power of 2 and given:

1. A function f : R→ R with no essential discontinuities of the first type

2. A function M : Rd → Rn×n, mapping d := dlog ne dimensional vectors to n dimensional
matrices.

3. A set of n functions λf1 , λ
f
2 , · · · , λfn such that each λfi : Rd → R, and λf1 (a) . . . λfn(a) is

the full set of eigenvalues of f applied entry-wise to M(a) for all a ∈ Rd,
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Then if f transforms matrices M(a) to rank < n for all a ∈ Rd, then there exists i ∈ [n] where
function λfi = 0.

Proof. Lemma C.8 says that if f preserves low rank and has no essential discontinuities of the first
type, then it is piecewise polynomial. We will prove that if it preserves low rank and is piecewise
polynomial, it must be polynomial.

We consider the family of matrices (J +M(a))f , where J ∈ Rn×n is the all ones matrix. Note that
M(a) has rank at most d + 1 and one of the eigenvectors is all ones vector. Thus, matrices of the
form J +M(a) have rank at most d+ 1.

Suppose otherwise, that f preserves low rank and is piecewise polynomial but not polynomial.
Without loss of generality, we can assume that f(x) = P1(x) on [r, s] and f(x) = P2(x) on [s, t] for
some r < s < t, for some polynomials P1 6= P2.

There exists an open set X ⊂ R and an open set Y ⊂ Rd such that x ∈ [r, s] and x + 〈y, a〉 is
in [s, t] for all x ∈ X, y ∈ Y, and non-zero a ∈ {0, 1}d. X,Y can be attained by choosing X to
be the set of x satisfying s − ε < x < s, and and Y to be the set of y with ε < yj < 2ε, for any
0 < ε < (t− s)/(2d), for all 1 ≤ j ≤ d.

We use our eigenvalue computation in Definition C.2 to see that:

λfi (xJ +M(y)) = P1(x) +
∑

a∈{0,1}d\0d

(−1)〈B(i),a〉P2(x+ 〈y, a〉). (2)

Here, B(i) is the d dimensional binary representation of i ∈ [n] in Eq. (2).

If f preserves low rank, then for each x ∈ X and for each y ∈ Y , there exists an i such that the RHS
of Eq. (2) identically zero. Since X × Y is an open set in Rd+1, there exists i such that the roots of
the RHS of Eq. 2 has non-zero measure. Since this RHS is a multivariate polynomial in x and yk for
1 ≤ k ≤ d, and since the only multivariate polynomial with non-zero measure is 0 everywhere, then
λfi (xJ + M(y)) must be 0 for all x ∈ Rd and y ∈ Rd for our chosen value of i, and thus for this
value of i, λfi (M(a)) = 0 for all a.

We conjecture that Lemma C.5 is true for all n, not just powers of 2. However, that is not necessary
for our other results.

The proof above holds assuming Lemma C.8. We now build up a series of Lemmas leading up to that
point. First, we need a technical lemma.
Lemma C.6 (Locally Zero Eigenvalue Implies Vanishing dth Derivative). Let n be a power of 2 and
d = dlog ne+ 1. If there exists i ∈ [n] such that, for fixed a ∈ Rd, we have

λfi (a+ h) = 0

for all h ∈ Rd with ‖h‖∞ < Ha for some Ha > 0, then ∆d
h[f ](〈a, 1〉) = 0 for all ‖h‖∞ < Ha and

thus f (d)(〈a, 1〉) exists and is equal to 0.

Proof. For fixed a, d, and i, we know by Eq. (1) and Lemma C.10 that ∆d
h[f ](a) can be written as a

linear combination of
∑
k∈K ckλi(a+ hk) for some c ∈ R|K| and hk < Ha for all k. Lemma C.6

follows.

Lemma C.7. Let T1, . . . Tk ⊂ Rd be closed sets such that

∪i∈[k]Ti = Rd.

Let Ri be the interior of Ti. Then when taking the union of the projections of Ri onto the line
c · 1d ∈ Rd for c ∈ R, the result is the entire line except for a set Q of points, where Q intersected
with any finite interval contains only finitely many points.

Proof. First, we prove that this holds when d = 1 and Ti are the closure of open sets. We will reduce
the general case to the case in the previous sentence.

31

47044 https://doi.org/10.52202/079017-1491



One-dimensional case If Ti is the closure of open sets in one dimension, then it is the union of
disjoint closed sets where each finite interval on the real line contains only finitely many closed sets
contained in Ti. We can assume without loss of generality that the interiors of Ti are disjoint. In this
case, the set Ti \ Ri is the union (over all i) of endpoints of closed intervals in Ti. It follows that
Ti \Ri is a set Q of points such that every finite interval on the real line contains only finitely many
elements of Q, as desired.

Reduction to one-dimensional case. We will reduce to the case where each Ti is the closure of its
interior. Once we have this, we can project Ti and Ri onto the line ` = c · 1d, c ∈ R) and thus reduce
to the one dimensional case.

First, we show that all points q of the form (c, c, . . . c) ∈ Rd that are not in the union of Ri, must be
on the boundary of some Ri. This will prove that we do not lose any generality by considering the
case when Ti is the closure of its interior Ri.

If not, then there is some open set S containing q that avoids all Ri, so now S is covered by one of
the Ui := Ti \ Ri. The Ui are all closed and have empty interior, so their complements Vi are all
open and dense since the Ui cover S.

Since the Ui cover S, the intersection of the Vi must be empty. However this contradicts the Baire
Category theorem (Theorem A.11), which states that the intersection of a family of open and dense
sets is also open and dense (and in particular nonempty). This means that q must be on the boundary
of some Ri, and thus we have proven that we can reduce to the case when Ti is the closure of its
interior Ri.

Reduction to the one dimensional case. Since we only need to concern with the case where Ti is
the closure of its interior Ri, this means each point in Ti \Ri is the limit of a sequence of points in
Ri for each i. Therefore, the projection of each point in Ti \Ri is the limit of a sequence of points in
the projection of Ri, and thus the projection of Ti onto the line (c, c, . . . c) ∈ Rd is contained in the
closure of the projection of Ri. This reduces the problem to the one dimensional case where each Ti
is the closure of its interior.

Lemma C.8 (Piecewise Polynomial). If f preserves low rank for all n× n matrices where n is any
power of 2, and has no essential discontinuities of the first type, then f must be piecewise polynomial.

Since f preserves low rank, we know that for any a, there exists an i ∈ [n] such that λfi (M(a)) = 0.
By Lemma C.13, we know that f must be continuous. Therefore, the Ti of a where λfi (M(a)) = 0
must satisfy

∪i∈[n]Si = Rd.

Because f is continuous, λfi is continuous for all i, and so each Ti is closed. Let Ri be the interior
of each Ti. We know by Lemma C.6 that for each point a′ in Ri, we know that f (d)(〈a, 1〉) = 0.
By Lemma C.7, this implies f (d)(x) = 0 for all x ∈ R \Q, where Q ⊂ R has the property that its
intersection with any finite interval is finite. This implies that f is a piecewise polynomial.

C.4 Bridging Eigenvalues and Finite Differences

The goal of this section is to prove Lemma C.9, a key lemma which is used to relate eigenvalues and
finite differences.
Lemma C.9 (Rewriting the sum).

∑
b1∈{0,1}d

(−1)‖b1‖1

 ∑
b2∈{0,1}d

(−1)〈B(i),b2〉f(〈b2, a+ εb1〉)


= (−1)〈B(i),1〉

∑
b∈{0,1}d

(−1)‖b‖1 · f(〈a+ εb,1〉)

where a and b are d-dimensional vectors.
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Proof. First, we can show: If b2 is a d dimensional vector with any 0s in its vector notation, we know∑
b1∈{0,1}d

(−1)‖b1‖1f(〈b2, a+ εb1〉) = 0 (3)

for any ε, and any constant d dimensional vector a. The reason is if b2 has any 0’s in its vector
notation, then flipping the corresponding bit in b1 causes (−1)‖b1‖1 to change sign, while leaving
〈b2, a+ εb1〉 unchanged.

Now, we know that:

∑
b1∈{0,1}d

(−1)‖b1‖1

 ∑
b2∈{0,1}d

(−1)〈B(i),b2〉f(〈b2, a+ εb1〉)


=

∑
b2∈{0,1}d

(−1)〈B(i),b2〉

 ∑
b1∈{0,1}d

(−1)‖b1‖1f(〈b2, a+ εb1〉)


= (−1)〈B(i),1〉

 ∑
b1∈{0,1}d

(−1)‖b1‖1f(〈1, a+ εb1〉)

 .

where the first equality follows by rearranging sums, and the second equality follows from Eq. (3).
This completes the proof.

C.5 Function Sums and Finite Differences

The goal of this section is to prove Lemma C.10.

Lemma C.10 (Function Sums and Finite Differences). Part 1. Suppose the dth derivative of f ,
denoted as f (d), is continuous. Then, we have

lim
ε→0

ε−d
∑

b∈{0,1}d
(−1)‖b‖1 · f(〈a+ εb,1〉) = f (d)(〈a,1〉).

Part 2. Suppose ∆d
ε [f ](z) is the d-th finite difference of function f , then we have∑

b∈{0,1}d
(−1)‖b‖1 · f(〈a+ εb,1〉) = ∆d

ε [f ](〈a,1〉).

Proof. We have:

∑
b∈{0,1}d

(−1)‖b‖1 · f(〈a+ εb,1〉) =

d∑
s=0

(−1)s
(
d

s

)
· f(〈a+ εb,1〉)

=

d∑
s=0

(−1)s
(
d

s

)
· f(〈a,1〉+ sε)

=

∫
[0,ε]d

f (d)(〈a+ x,1〉)dx (4)

= ∆d
ε [f ](〈a,1〉)

where the first and second equality follow from grouping b by the number of ones it has, which we
denote as s, the third step follows from the fundamental theorem of calculus, and the last step follows
from definition of finite difference.

In addition, we note that the above calculation is independent of i.
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Thus:

lim
ε→0

ε−d
∑

b∈{0,1}d
(−1)‖b‖1 · f(〈a+ εb,1〉)

= lim
ε→0

ε−d
∫ ε

0

∫ ε

0

. . .

∫ ε

0

f (d)(〈a+ x,1〉)dx1 . . . dxd

= f (d)(〈a,1〉)

where the first equality follows from Eq. (4) and the last equality follows from the continuity of f (d).
This completes the proof of Lemma C.10.

C.6 No Functions Other Than Polynomials Preserve Low Rank

In this section, we prove main result Theorem C.11 using Lemma C.4 and Lemma C.5.

Theorem C.11 (Formal statement of Theorem 2.5). Suppose the function f : R→ R does not have
any essential discontinuities of the first kind. For any positive integer n ≥ 2, the function f preserves
low rank matrices if and only if f is a polynomial of degree less than dlog2(n)e.

Proof. First, we prove it for n as powers of 2, and then we generalize to all n.

For now, suppose n is a power of 2. Suppose f is a function without essential discontinuities of the
first type. By Lemma C.4, we can find M : Rd → Rn×n and λfi : Rlogn+1 → R such that the image
of M has rank ≤ log n+ 1, and {λfi (a)}i∈[n] is the full set of eigenvalues of M(a). Further, if there
exists i ∈ [n] with function λfi (a) = 0 for all a, then f is a degree d ≤ log n+ 1 polynomial.

Now, suppose that f is a function that transforms all rank log n+ 1 matrices to rank < n matrices.
Then it must transform all matrices M(a) to rank < n matrices. By Lemma C.5, it must follow that
λfi = 0 for some i. However, we just established via Lemma C.4 that if λfi = 0, then f is a degree
d ≤ log n+ 1 polynomial. This completes the proof of Theorem C.11 if n is a power of 2.

The statement for all n follows directly from the statement for n a power of 2. This is because of
the fact from linear algebra that if an N × N matrix M has full rank, then for any fixed n ≤ N ,
there exists an n × n minor of M with full rank. (This follows, for instance, from expansion by
minors.) Suppose n is not a power of 2, and let 2d be the smallest power of 2 bigger than n. If f is
not a low-degree polynomial, our work as-stated proves that there exists a low rank 2d × 2d matrix
M where Mf is full rank. By the previous, there exists an n× n minor Mn of M (with low rank,
since its rank is less than that of M ) where Mf

n is full rank. Therefore, f cannot preserve low rank
matrices of dimension n× n, if f is not a low degree polynomial.

C.7 Proof of Continuity

The goal of this section is to prove the following lemma, which shows that a large class of functions
f : R→ R do not preserve low-rank matrices.

Lemma C.12. Suppose f : R → R has any point c ∈ R such that limx→c+ f(x) exists and
f(c) 6= limx→c+ f(x). Then, f does not preserve low-rank matrices. The same is true with ‘c+’
replaced by ‘c−’.

Lemma C.12 will follow from Lemma C.15, which we now build up to and prove.

Lemma C.13. Suppose that f : R → R satisfies: limx→0 f(x) 6= f(0). Then, for any positive
integer n, there is a rank-2 matrix M ∈ Rn×n such that Mf has full rank.

Proof. Let a = f(0) and b = limx→0 f(x). By assumption, a 6= b. We define the n× n matrix A as
follows

Ai,j =

{
a if i = j;

b otherwise.
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The definition of b means that, for all ε > 0, there is a δ > 0 such that if x ∈ R satisfies 0 < |x| < δ,
then |f(x)− b| < ε. Let us pick ε > 0 to be sufficiently small so that

0 < ε ≤ 0.1

n · n! ·max{|a|, |b|, |b+ ε|, |b− ε|}n−1
· det(A),

and let δ > 0 be the corresponding value.

Let Mi,j = δ
n · (i− j). We can see that rank(M) = 2.

From assumption, we have

Mf
i,j =

{
a if i = j;

∈ [b− ε, b+ ε] otherwise.

We can upper bound

|det(Mf )− det(A)| =
∣∣∣ ∑
σ∈Sn

sgn(σ)

n∏
i=1

Mf
i,σi
−
∑
σ∈Sn

sgn(σ)

n∏
i=1

Ai,σi

∣∣∣
≤
∑
σ∈Sn

∣∣∣ n∏
i=1

Mf
i,σi
−

n∏
i=1

Ai,σi

∣∣∣
≤
∑
σ∈Sn

ε · n · (max{|a|, |b|, |b− ε|, |b+ ε|})n−1

≤ n! · ε · n · (max{|a|, |b|, |b− ε|, |b+ ε|})n−1

where the first step follows from definition of matrix determinant.

Then we can bound

det(Mf ) = det(A) + det(Mf )− det(A)

≥ det(A)− | det(Mf )− det(A)|
≥ det(A)− 0.1 det(A)

= 0.9 det(A)

> 0.

By picking a matrix M whose entries are all nonnegative, we can extend the same idea to functions f
where only one side of limx→0 f(x) must exist:
Lemma C.14. Suppose that f : R → R satisfies: limx→0+ f(x) 6= f(0). Then, for any positive
integer n, there is a rank-4 matrix M ∈ Rn×n such that Mf has full rank.

Proof. The matrix we use is Mi,j = δ
n · (i− j)

2, which has rank(M) = 4. We then proceed exactly
as in Lemma C.13.

Lemma C.15. Suppose that f : R → R and c ∈ R satisfy: limx→c+ f(x) 6= f(c). Then, for any
positive integer n, there is a matrix M ∈ Rn×n of rank at most 5 such that Mf has full rank.

Proof. The matrix we use is Mi,j = δ
n · (i− j)

2 + c, which has rank(M) ≤ 5. Again, proceed as in
Lemma C.13.

C.8 Comparison with Prior Work

The work of [GKR17] classifies what functions transform low rank matrices into low rank matrices.
They show:
Theorem C.16 (Theorem B in [GKR17]). For integers n ≥ 2, 1 ≤ k < n − 1, and 2 ≤ l ≤ n,
suppose f has k derivatives. Then the following are equivalent:
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1. f transforms rank l PSD n by n matrices into matrices whose rank is upper bounded by k.

2. f is a polynomial
∑r
t=1 atx

it for some at ∈ R and some it ∈ N such that
r∑
t=1

(
it + l − 1

l − 1

)
≤ k

Moreover, if k ≤ n− 3, we don’t need the assumption that f has k derivatives.

This is a near-full classification of functions that transform low rank matrices into low rank matrices,
with a few holes: first, the primary piece of the theorem requires k-fold differentiability of f ,
something that doesn’t hold true for commonly used functions such as the ReLU function. The
part of the theorem which doesn’t require k-fold differentiability forces k ≤ n − 3. As discussed
in [GKR17], these existing techniques are fundamentally incapable of extending to the settings when
to k = n− 2, n− 1.

In contrast to Theorem C.16, our Theorem C.11 uses very different techniques, and addresses the case
where k = n− 1 when f is not required to be differentiable, which is not covered by Theorem C.16.
The consequence of extending to k = n− 1 is that we have less control over l; our results primarily
hold for l = lg n+ 1 whereas Theorem C.16 applies for more general l. Additionally, our result is
not exact: we show that if f preserves low rank, then f must be a polynomial, but we only bound the
degree of this polynomial up to a factor of 2, whereas theorem C.16 has tighter control over what
kind of polynomial f is. Thus, Theorem C.16 is tighter, but their methods are fundamentally unable
to handle the case when k = n− 2 or k = n− 1 without assuming k-fold differentiability. Our result
is able to handle the k = n− 1 case, at the expense of tight bounds on the polynomial degree of f
and at the expense of requiring that l > lg n+ 1.

D Approximate Polynomial Method Converse

In this section, we generalize the proof in Section C from exact to approximate here.

In Section C, we claim that if a function, when applied termwise, transforms a low rank matrix
to a low rank matrix, then it must be a low degree polynomial. We will define a function that
approximately preserves low rank, and then prove that if a function approximately preserves low
rank, then its dth order finite differences must be bounded in two settings: when f is analytic, and
when f is Lipschitz.
Definition D.1. Let f : R→ R and δ > 0. We say f δ-approximately preserves low rank matrices if,
for every matrix M ∈ Rn×n with rank(M) < log n, the matrix f(M) has at least one eigenvalue in
[−δ/n, δ/n].

It is not hard to show the following fact,
Fact D.2. For a fixed vector a ∈ Rd, let matrix M(a) ∈ Rn×n be defined as Definition C.1. Let
f : R→ R+, then we have

max
i∈[d]
|λi(M(a))| =

∑
b∈{0,1}d

f(〈a, b〉)

Proof. By definition of eigenvalue of matrix M(a), we have

max
i∈[d]
|λi(M(a))| ≤

∑
b∈{0,1}d

|f(〈a, b〉)| =
∑

b∈{0,1}d
f(〈a, b〉)

where the second step follows from f is a positive function.

On the other hand, we also know there is an eigenvalue is equal to
∑
b∈{0,1}d f(〈a, b〉). Thus,

max
i∈[d]
|λi(M(a))| ≥

∑
b∈{0,1}d

f(〈a, b〉).
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D.1 Main Approximate Result

Let d ∈ Z+, a ∈ Rd, ha ∈ R, n = 2d.

Theorem D.3. Let d = log n. Let δ ∈ (0, 1) denote some sufficiently small parameter. Let function
f satisfy:

mini∈[n] |λfi (M)|
maxi∈[n] |λfi (M)|

≤ δ/n (5)

for all rank d+ 1 matrices M . Let Ka =
∑
b∈{0,1}d f(〈a, b〉).

Part 1. If f is real analytic, there exists an Ha > 0 such that for all h < Ha, we have

∆d
h[f ](〈a,1〉) ≤ δKa

Part 2. If f is an L-Lipschitz function, then for all h ≥ 0, we have

∆d
h[f ](〈a,1〉) ≤ δKa + hLdn.

Proof. We will consider two regimes separately:

• Not assuming f is Lipschitz (Lemma D.4).

• Assuming f is (Lipschitz D.5).

D.2 Real Analytic Functions

Lemma D.4 (real analytic functions with no Lipschitz assumption, part 1 of Theorem D.3). We have

lim
h→0

∆d
h[f ](〈a, 1〉) ≤ δKa.

Proof. Let h = ε. By Lemma C.10∑
b∈{0,1}d

(−1)‖b‖1 · f(〈a+ εb,1〉) = ∆d
ε [f ](〈a,1〉).

By proof of Lemma C.4, we have∑
b∈{0,1}d

(−1)‖b‖1 · f(〈a+ ε,1〉) = (−1)〈B(i),1〉
∑

b∈{0,1}d
(−1)‖b‖1 · λfi (a+ εb)

Let us pick i∗ ∈ [d] to be the index that λfi∗(a) is the smallest eigenvalue for matrix M(a). Choose
Ha to be such that λfi∗(M(a+ ε′b)) ≤ δn for all ε′ < Ha.

Thus, we have

∆d
ε [f ](〈a,1〉) = (−1)〈B(i∗),1〉

∑
b∈{0,1}d

(−1)‖b‖1 · λfi∗(a+ εb)

≤ 2d · |λfi∗(a)|
≤ 2dKaδ/n

= δKa

. where the second step follows from the fact that Ha is chosen so that λfi∗(a + εb) ≤ δ/n for all
ε < Ha. This is doable for all real analytic functions f .
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D.3 Lipschitz Functions

The goal of this section is to prove the following lemma,

Lemma D.5 (f is L-Lipschitz, part 2 of Theorem D.3). Suppose f is L-Lipschitz, we can show

∆d
h[f ](〈a,1〉) ≤ δKa + hLdn (6)

Proof. In the proof, we let h = ε. By Lemma C.10, we have∑
b∈{0,1}d

(−1)‖b‖1 · f(〈a+ εb,1〉) = ∆d
ε [f ](〈a,1〉).

By proof of Lemma C.4, we have∑
b∈{0,1}d

(−1)‖b‖1 · f(〈a+ ε,1〉) = (−1)〈B(i),1〉
∑

b∈{0,1}d
(−1)‖b‖1 · λfi (a+ εb)

Let us pick i∗ ∈ [d] to be the index that λfi∗(a) is the smallest eigenvalue for matrix M(a).

Thus, we have

∆d
ε [f ](〈a,1〉) = (−1)〈B(i∗),1〉

∑
b∈{0,1}d

(−1)‖b‖1 · λfi∗(a+ εb)

= (−1)〈B(i∗),1〉
∑

b∈{0,1}d
(−1)‖b‖1λi∗(a)

+ (−1)〈B(i∗),1〉
∑

b∈{0,1}d
(−1)‖b‖1 · (λfi∗(a+ εb)− λfi∗(a))

≤ 2d|λi∗(a)|+
∑

b∈{0,1}d
|λfi∗(a+ εb)− λfi∗(a)|

For the first term in the above equation, we can show

2d|λi∗(a)| ≤ 2d ·max
i∈[d]
|λi(a)|δ/n = 2d ·Kaδ/n = δ ·Ka

where the first step follows from Assumption, and the second step follows from Fact D.2 and definition
of Ka, and the last step follows from n = 2d.

For the second term in the above equation, we can show∑
b∈{0,1}d

|λfi∗(a+ εb)− λfi∗(a)| ≤
∑

b∈{0,1}d

∑
c∈{0,1}d

|f(〈a+ εb, c〉)− f(〈a, c〉)|

≤
∑

b∈{0,1}d

∑
c∈{0,1}d

L · 〈εb, c〉

= L · ε · 〈
∑

b∈{0,1}d
b,

∑
c∈{0,1}d

c〉

= L · ε · d · 2d

= L · ε · d · n

where the second step follows from function f is L-Lipschitz.

Thus, we complete the proof.

E Transforming Manhattan to Euclidean

In this section, we prove Theorem E.2, which states that functions f that transform Manhattan
distances to squared Euclidean distances are Bernstein. This section is organized as follows
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• In Section E.1, we show that any function f : R≥0 → R≥0 transforming Manhattan to
squared Euclidean is increasing. This serves as a warm-up for our main theorem.

• In Section E.2, we prove the main result of this section, Theorem E.2. We do this by
showing that there is a sequence of d-dimensional hyperrectangles such that the kernel
matrix associated with them has an eigenvalue which converges to the dth order finite
difference of f .

• In Section E.3, Lemma E.3 shows f must be bounded and continuous. This lemma is used
in the proof of our main result.

E.1 Manhattan to Euclidean Transforms are Increasing

Lemma E.1. If f transforms Manhattan to squared Euclidean, then f is increasing on R+.

Proof. We fix c > 0 and show f ′(c) ≥ 0. Consider χ : [d] → {0, 1} which transforms 1 to 1 and
everything else to 0. Let a1 = ε and a2, . . . ad = 2c

d . Here, ε is a constant which we will adjust later.

The eigenvalue corresponding to χ (by Lemma I.2) is, by straightforward calculation:

d−1∑
s=0

(
d− 1

s

)(
f

(
2cs

d

)
− f

(
2cs

d
+ ε

))
(7)

If we divide by 2d−1 and take d to to infinity, the quantity in Eq. (7) becomes
f(c)− f(c+ ε)

for continuous functions f . Indeed, nearly all of the probability mass in the binomial coefficients
concentrates around s = d/2 by the law of large numbers and the limit follows from continuity of f
and the boundedness of f on bounded sets established below in Lemma E.3.

Applying Lemma A.8, we see that if f transforms Manhattan to squared Euclidean distances, then
f(c)− f(c+ ε) ≤ 0 for any ε > 0. This implies the desired result.

E.2 Manhattan to Euclidean Transforms are Bernstein

The goal of this section is to prove Theorem E.2.
Theorem E.2 (Manhattan to squared Euclidean, formal version of part (1)⇔ part (3) of Theorem 4.4).
If f transforms Manhattan distances to squared Euclidean distances, it must be Bernstein.

Proof. Fix a k-tuple ε = (ε1, . . . , εk) of positive real numbers and define

∆k
ε (f, t) := f(t)−

∑
i1∈[k]

f(t+ εi1) +
∑

i1<i2∈[k]

f(t+ εi1 + εi+2) + . . .+ (−1)kf

(
t+

k∑
i=1

εi

)
.

Consider χ that transforms 1, 2, . . . k to 1 and everything else to 0. Let ai = εi for i ∈ [k] and
ak+1 . . . ad = 2c

d where c, k and ε are fixed.

The eigenvalue corresponding to χ is, by direct calculation using Lemma I.2:

λχ =

d−k∑
s=0

(
d− k
s

)
∆k
ε (f, 2sc/d). (8)

Eq. (8) is the d-dimensional analog of Eq. (7), and this eigenvalue must satisfy λχ ≤ 0 by Lemma A.8.
Dividing by 2d−k and taking d to infinity, we obtain:

∆k
ε (f, c) ≤ 0.

This is because again the probability mass in the binomial coefficients in Eq. (8) concentrates
around the s = d/2 coefficient, where we use continuity and boundedness of f for any compact set
(guaranteed by Lemma E.3). By Proposition A.2 this implies f is Bernstein (Definition 4.3) since
k, c were arbitrary. This completes the proof.
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E.3 Manhattan to Euclidean Transforms are Bounded

The goal of this section is to prove Lemma E.3.
Lemma E.3. Any function f : R≥0 → R≥0 that transforms Manhattan to squared Euclidean is
bounded on bounded sets and continuous on (0,∞).

Proof. By the triangle inequality, f(x) ≤ f(1/2) + f(1/2) for all 0 ≤ x ≤ 1, so f is bounded on
[0, 1]. By scaling, from now on we assume f is bounded by 1 on [0, 1].

Now, we show f is continuous on (0, 1). Suppose there is a discontinuity at some point 0 < p < 1.
This means that there exists some ε such that for all δ > 0, there are a, b ∈ [p− δ, p+ δ] such that
f(a) − f(b) ≥ ε. Since f(x) ≤ 1 for all x ∈ [0, 1], this means that for all δ < min{p, 1 − p}, we
have that f(a)f(b) > 1 + ε.

Now, fix some ε satisfying the above, and some n = 2k. Consider points x1, . . . , xn partitioned
into sets A = x1, . . . , xk and B = xk+1, . . . , xn. For some small δ that we will choose later, pick
a, b ∈ [p− δ, p+ δ] such that f(a)f(b) > 1 + ε, and define the metric

d(xi, xj) :=


0 i = j

a i, j ∈ A, i 6= j

b i or j is in B, i 6= j

Now apply f : this gives us some metric d′(xi, xj) such that

d′(xi, xj) :=


0 i = j

f(a) i, j ∈ A, i 6= j

f(b) i or j is in B, i 6= j

We show that matrix D′i,j := d′(xi, xj) is not negative type if n is sufficiently large (as a function of
ε). Consider the vector

v = (1, 1, . . . 1,−1,−1, . . .− 1)

with the first k coordinates are ones and the last k coordinates are negative ones. This is orthogonal
to the all ones vector, but

v>D′v = k(k − 1)f(a)− 2k2f(b) + k(k − 1)f(b)

= k(k − 1)f(a)− k(k + 1)f(b).

Since f(a)
f(b) > 1 + ε, if we choose n > 100/ε, we will have that

k(k − 1) · f(a)− k(k + 1) · f(b) > 0.

Therefore, by Lemma A.7, d′ does not embed into `22, Squared Euclidean space.

However, we show that if δ is sufficiently small (in terms of n, p), then d(xi, xj) is embeddable
into `1. First note that the metric d1(i, j) which equals 0 if i = j and c for some constant c > 0 is
embeddable into `1, by transforming i to xi = c

2 · ei for all i, where ei is the ith unit vector. Likewise,
the metric dk,`(i, j) which equals 0 if i = j or if i = k, j = ` or i = `, j = k and c otherwise is also
embeddable into `1, by transforming i to xi = c

2 · ei, except ` which is sent to x` = xk = c
2 · ek.

Now, it is trivial to see that by adding a finite number of these metrics, we still get a metric that is
embeddable into `1.

But, if a
b ∈

[
1− 1

10n2 , 1 + 1
10n2

]
, then any metric such that d(i, j) ∈ {a, b} for all a, b can be

written as some positive finite combination of d1 and dk,` over all 1 ≤ k < ` ≤ n.

Therefore, if f is discontinuous at p, we can set n = 100
ε , δ = min(p,1−p)

100n2 , and the metric on
x1, . . . , xn as defined previously. We will have that

a

b
∈
[
1− 1

10n2
, 1 +

1

10n2

]
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whereas f(a)
f(b) > 1 + ε, which means that while d is embeddable into `1, d′ = f(d) is not embeddable

into `22. Thus, if f is discontinuous at p, we have that f cannot transform Manhattan Distances to
Squared Euclidean distances.

By scaling the x-axis, we have that f is bounded on any interval [0, a] and that f is continuous at all
x > 0.

F Transforming Manhattan to Manhattan

This section is organized as follows:

• Section F.1 shows how to compute an explicit Euclidean embedding for the distances
obtained after applying a Manhattan-to-Euclidean transform to a set of Manhattan distances.

• In Section F.2, we prove Theorem F.3, which states that Manhattan to Manhattan transforms
are equivalent to Manhattan to Squared Euclidean transforms. This may be surprising since
Squared Euclidean distances are much more general than Manhattan distances.

• Section F.3 gives a discussion for how to generalize our result if the initial metric space
was any metric with a vertex-transitive symmetry group, instead of Manhattan distance. We
emphasize the importance of vertex transitivity of the symmetry group, and explain why
that feature is important for our techniques to apply.

F.1 Explicit Embeddings for Manhattan to Euclidean Transforms

Suppose f transforms Manhattan distance to squared Euclidean distance. By definition, f satisfies
the following: for any n and any x1, . . . xn ∈ (RN, `1), there exist p1, . . . pn ∈ (RN, `2) such that
f(‖xi − xj‖1) = ‖pi − pj‖22. We can assume without loss of generality that points x1, x2, . . . xn are
distinct corners of a d dimensional hyperrectangle (Definition C.3), and n = 2d. This is because any
point set in `1 can be embedded isometrically into `1 on corners of a hyperrectangle (Lemma A.3).

Lemma F.1. Let D be the matrix where Di,j = f(‖xi − xj‖1), and let M := − 1
2ΠDΠ. Then M

has eigenvectors Hd.

Proof. This follows from Lemma B.1 and the definition of M . It is critically important that the
columns of Hd are orthogonal to the all ones vector (with the exception of the all ones column in
Hd).

Lemma F.2. LetM = HdΣHd be an eigendecomposition ofM , whereM is defined as in Lemma F.1.
If f transforms `1 to `22, then Σ has entirely non-negative entries.

For each i, we use pi to denote the i-th column of P =
√

ΣHd, we have 〈pi, pj〉 = Mi,j and
f(‖xi − xj‖1) = ‖pi − pj‖22.

Proof. This follows from Lemma A.9 and Lemma F.1.

F.2 Manhattan to Manhattan Transforms are Equivalent to Manhattan to
Squared-Euclidean Transforms

The goal of this section is to prove Theorem F.3.

Theorem F.3 (Manhattan to squared Euclidean, formal version of part (2)⇔ part (3) of Theorem 4.4).
Any function that transforms Manhattan distances to squared Euclidean distances must transform
Manhattan distances to Manhattan distances, and vice versa.

Proof. Let pi be defined as in Lemma F.2. By construction, the vectors pi are a subset of the
corners of a 2d-dimensional hyperrectangle, with side lengths

√
Σi,i. Thus, the pairwise squared

Euclidean distances between pi are isometrically embeddable into `1 by Lemma A.4. In other words,
f(‖xi − xj‖1) = ‖pi − pj‖22 = ‖qi − qj‖1 for some qi ∈ `1 for all i, j. This shows that any f that
transforms `1 to `22 transforms `1 to `1 as desired.
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Note that for any xi, the vectors qi are finite dimensional and can be explicitly written down in closed
form.

F.3 Metric Transforms for Distances with Group Symmetries

In our proof of Theorem F.3, we exploited that our points x1, . . . xn are points in a hyperrectangle,
which has a vertex transitive group symmetry. Similar theories can be generated when the point set
lives on any object with a vertex-transitive group symmetry, and the distance measure between points
is some function of the Euclidean distance. Such objects include higher dimensional platonic solids,
spheres, equilateral triangular prisms, and more.

We remark that the group symmetry must be vertex-transitive to ensure the matrix D in Lemma B.1
has an eigenvector equal to the all ones vector. If this were not the case, Lemma F.1 would no longer
hold.

G Positive Definite Manhattan Kernels

The goal of this section is to prove Theorem G.2, a formal restatement of Theorem 3.4.

The section is organized as follows:

• In Section G.1, we show that positive definite Manhattan kernels map positive numbers to
positive numbers. This will be used in our proof of Theorem G.2.

• In Section G.2, we present and prove Theorem G.2. This result classifies all positive definite
Manhattan kernels (Definition 3.1), and proves that positive definite Manhattan kernels are
equivalent to completely monotone functions.

G.1 Positive Definite Manhattan Kernels map Positive Reals to Positive Reals

First, we prove the following lemma.
Lemma G.1. If f is a positive definite Manhattan kernel (Definition 3.1), then f(t) ≥ 0 for all
t ≥ 0.

Proof. Let X denote metric space (RN , `1). For any N ≥ 0 we consider the points xi = t
2ei ∈ X

for i ∈ [N ] where ei = (0, . . . , 0, 1, 0, . . . , 0) is a standard basis vector, so that ‖xi − xj‖1 = t for
any i 6= j. Since the matrix of values (f(‖xi − xj‖1)i,j∈[N ] must be positive semidefinite, the sum
of all its entries must be positive, hence:

N(f(0) + (N − 1)f(t)) ≥ 0.

The above equation implies the following:

f(0)

N − 1
+ f(t) ≥ 0

for all integer N ≥ 0 and real t ≥ 0.

Since N can be arbitrarily large, therefore we conclude f(t) ≥ 0 as claimed.

G.2 Positive Definite Manhattan Kernels are Completely Monotone

The goal of this section is to prove Theorem G.2.
Theorem G.2 (Formal statement of Theorem 3.4). f : R≥0 → R is a positive definite Manhattan
kernel (Definition 3.1) if and only if f(x) is completely monotone (Definition 3.2).

Proof. First, we prove that if f is a positive definite Manhattan kernel, then f must be completely
monotone. The converse direction is previously known, and is a consequence of Lemma A.5 and
Theorem 3 of [SOW01]11.

11Theorem 3 of [SOW01] is a modern restatement of Schoenberg’s work in [Sch42].
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Suppose that f is a positive definite Manhattan kernel (Definition 3.1). Cauchy-Schwarz easily
implies that f(t) ≤ f(0) for all t, so f is bounded.. Now, if x1, . . . , xn correspond to y1, . . . , yn
then

f(‖xi − xj‖1) = 〈yi, yj〉

= f(0)− 1

2
‖yi − yj‖22.

Therefore 2(f(0)−f(t)) (equivalently, f(0)−f(t)) sends Manhattan distances to squared Euclidean
distances. Therefore f(0) − f(t) is Bernstein (Definition 4.3), by Theorem 4.4. Combining with
Lemma G.1 we conclude that f must be completely monotone (Definition 3.2).

H Positive Definite Euclidean Kernels

The goal of this section is to prove the foundational classification of positive definite Euclidean
kernels [Smo96, SOW01, Sch42]. We focus on proving the ‘hard’ direction, that a function f
is a positive definite Euclidean kernel only if f(

√
x) is completely monotone. Such a proof is

straightforward from Theorem G.2, as seen below. For the other simpler direction, see the simple
proof in Proposition 11 of [SSB+97].
Theorem H.1. [Sch42] f : R≥0 → R is a positive definite Euclidean kernel (Definition 3.1) only if
f(
√
x)) is a completely monotone function (Definition 3.2).

Proof. Theorem G.2 combined with the fact that Manhattan distances isometrically embed into
squared Euclidean distances (see [DL09]) prove that f(

√
x) must be completely monotone if it is a

positive definite Euclidean kernel.

I Eigenvalue of Kernels from the Hyperrectangle

In this section, we prove Lemma I.2, a variation of Lemma B.1. This lemma uses representation
theoretic ideas to compute the eigenvalues of matrices arising from the real hyperrectangle. We use
this modified formulation in our proofs of Theorems 4.4 and 3.4. We introduce Lemma I.3, which
expresses these same eigenvalues in terms of integrals, a lemma of independent interest.

I.1 Matrices with Reflectional Symmetries have Hadamard Eigenvectors

Lemma I.1. Let g : (Rd × Rd)→ R such that g(x, y) is invariant under axis reflection. Consider
a d-dimensional hyperrectangle with corners x1, . . . x2d . Let D be a 2d by 2d matrix such that
Dij = g(xi, xj). Then there is an eigendecomposition of D into HdΣHd where Σ is a diagonal
matrix.

Proof. This lemma can be proven directly via computation. However, it is more instructive to view
this through the representation theoretic lens. We note thatD has the property that for any permutation
matrix σ corresponding to a reflection about one of the hyperrectangle’s axes, we have σD = Dσ.
Schur’s lemma from representation theory (see Lemma A.10) states thatD and all σ in the reflectional
symmetry group of the hyperrectangle have a common set of eigenvectors. It is straightforward to
verify that the only common set of eigenvectors for all σ is the columns of the Hadamard matrix, and
thus D must have the columns of Hd as its eigenvectors.

We note that variants of this lemma are used to prove Delsarte’s linear programming bound in error
correcting codes [Del73, O’D14].

I.2 Eigenvalues of Kernels from the Hyperrectangle, Restated

Lemma I.2 (Eigenvalue of Manhantan Kernels, formal version of Lemma B.1). Consider a d-
dimensional hyperrectangle (Definition C.3) parameterized by a1, . . . ad > 0. Enumerate the vertices
in lexicographical ordering as p1, . . . p2d .
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For any f : R→ R, let D be the 2d by 2d matrix given by Di,j = f(‖pi − pj‖1). Then:

1. Σ := HdDHd is a diagonal matrix whose entries are the eigenvalues of D multiplied by 2d,
and D = 4−d ·HdΣHd.

2. Let χ : [d]→ {0, 1}. Let k equal the integer corresponding to transforming χ (written as
a d dimensional binary vector) into an integer via binary conversion. For each χ, there is
an eigenvector of D equal to the k-th column of Hadamard matrix Hd, and its associated
eigenvalue is:

∑
T⊆[d]

(−1)
∑

t∈T χ(t)f

(∑
t∈T

at

)
. (9)

The second part of this theorem on its surface differs from that in Lemma B.1, but the statements are
in fact identical via straightforward computation.

Proof. By Lemma I.1, we know that the Hadamard matrix columns are eigenvectors of the matrix D.
The result follows by direct computation.

We now give an alternate formulation of the eigenvalues in Lemma I.2. This lemma is of independent
interest.

Lemma I.3. Given a box with side lengths a1, . . . ad, each eigenvalue corresponds to a function
χ : [d]→ {0, 1}. Let Q = {q1, . . . qk} be the full set of values on which χ is 1. Then the Eigenvalues
in Eq. (9) equal:∑

T⊆[d]\Q

∫ aq1+
∑

t∈T at∑
t∈T at

. . .

∫ aqk+
∑

t∈T ak∑
t∈T at

(−1)k
dkf

dxk

(∑
q∈Q

sq

)
ds1 . . . dsk.

Proof. The proof follows directly from Lemma I.2 combined with the fundamental theorem of
calculus.

J Converse to Stable Rank

Recall Definition 2.7, for a matrix A, we use srank(A) to denote the stable rank of A. For a matrix
A, we use ‖A‖F to denote its Frobenius norm. We use ‖A‖ to denote its spectral norm.

J.1 Lipschitz functions preserve stable rank

Definition J.1. We say function f is (L, `)-Lipshitz on on entries of matrix A, if for any x ≥ 0 in
entries of A such that

1√
`
x ≤ f(x) ≤

√
Lx

Theorem J.2. We define B ∈ Rn×n≥0 as follows Bi,j = f(Ai,j) for all i ∈ [n] and for all j ∈ [n].

If function f is (L, `)-Lipschitz on A ∈ Rn×n≥0 , then we have the following

• Part 1. 1/
√
l · ‖A‖F ≤ ‖B‖F ≤

√
L · ‖A‖F .

• Part 2. 1/
√
l · ‖A‖ ≤ ‖B‖ ≤

√
L · ‖A‖.

• Part 3. L−1 · `−1 · srank(A) ≤ srank(B) ≤ L · ` · srank(A).

Proof. Proof of Part 1.
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We can upper bound ‖B‖2F as follows

‖B‖2F =

n∑
i=1

n∑
j=1

f(Ai,j)
2

≤ L ·
n∑
i=1

n∑
j=1

A2
i,j

= L · ‖A‖2F (10)

where the first step follows from definition of ‖·‖F , the second step follows from f(Ai,j)
2 ≤ L ·A2

i,j ,
and the last step follows from definition of ‖ · ‖F norm.

We can lower bound ‖B‖2F as follows

‖B‖2F =

n∑
i=1

n∑
j=1

f(Ai,j)
2

≥ l−1 ·
n∑
i=1

n∑
j=1

A2
i,j

= l−1 · ‖A‖2F (11)

where first step follows from definition of ‖ · ‖F norm, the second step follows from f(Ai,j)
2 ≥

l−1 ·A2
i,j , and the last step follows from definition of ‖ · ‖F norm.

Proof of Part 2.

We can upper bound on ‖B‖ = σ(B) as follows

σ(B)2 = max
‖v‖2=1

(v>Bv)2

= max
‖v‖2=1

(

n∑
i=1

n∑
j=1

vivjf(Ai,j))
2

≤ max
‖v‖2=1

(

n∑
i=1

n∑
j=1

vivjAi,j)
2 · L

= σ(A)2 · L (12)

where the first step follows definition of spectral norm, the third step follows from f(Ai,j)
2 ≤ A2

i,j ·L.

We can lower bound on ‖B‖ = σ(B) as follows

σ(B)2 = max
‖v‖2=1

(v>Bv)2

= max
‖v‖2=1

(
∑
i,j

vivjf(Ai,j))
2

≥ max
‖v‖2=1

(
∑
i,j

vivjAi,j)
2/`

= σ(A)2/` (13)

where the third step follows from f(Ai,j)
2 ≥ A2

i,j/`.

Proof of Part 3.
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We can upper bound srank(B) as follows

srank(B) =
‖B‖2F
σ(B)2

≤ L · ‖A‖2F
σ(B)2

≤ L · ‖A‖2F
σ(A)2/`

= L · ` · srank(A)

where the first step follows from definition of stable rank, the second step follows from Eq. (10), the
third step follows from Eq. (13), and the last step follows from stable rank.

We can lower bound srank(B) as follows

srank(B) =
‖B‖2F
σ(B)2

≥ ‖A‖
2
F /`

σ(B)2

≥ ‖A‖
2
F /`

σ(A)2L

= L−1 · `−1 · srank(A)

where the first step follows from definition of stable rank, the second step follows from Eq. (11), the
third step follows from Eq. (12), and the last step follows from definition of stable rank.

J.2 Fast-Growing functions do not preserve stable rank

We start with presenting a tool for symmetric matrix.
Lemma J.3. Consider a symmetric matrix M with non-negative entries, with the all ones vector as
an eigenvector. The eigenvalue of this vector is the largest eigenvalue of M

Proof. This follows from the Perron Froebenius formula [Per07, Fro12] on non-negative matrices.

For a matrix M , we use Mi,j to denote the entry at i-th row and j-th column in the matrix.
Lemma J.4. Let M be a n by n matrix with non-negative entries, with an eigenvector that is the
alll ones vector. Suppose that there exists permutation σ : [n]→ [n] such that Mi,σ(i) is the unique
largest element in row i for all i ∈ [n]. Suppose that k := Mi,σ(i) which is independent of i, and all
other entries are less than s where s < k.

Then, we have

srank(M) ≥ nk2

(k + ns)2

Proof. By Lemma J.3, the eigenvalue of M corresponding to the all ones vector, is the largest
eigenvalue of M . Recall that the stable rank of M is defined as the Froebenius norm squared, divided
by the spectral norm squared.

The largest eigenvalue of M is
∑
iMi1 which is bounded above by k + sn. Meanwhile, the squared

Froebenius norm of M is bounded above by nk2, which is the sum of squares of the diagonal
elements. This completes the proof. Dividing our two bounds gives our lemma.

Now, consider the distance matrix M arising from f applied entry-wise to the matrix arising from the
hypercube with side lengths β (this is the hyperrectangle where all side lengths are the same). We
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note that the hypercube matrix has rank log n+ 1, and thus its stable rank is also bounded by this
quantity.

In this case, we note that M has non-negative entries, has the all ones vector as an eigenvector, and
has the property that there exists a permutation σ such that Mi,σ(i) is β log n. Meanwhile, all the
other entries are less than β log n− β.

We note that if k/s > n0.5, then the stable rank of M is Ω(n).

The rest of the proof is devoted to understanding when k/s > n0.5.

This is equivalent to:

f(β log n)

f(β log n− β)
≥ n0.5 (14)

Since β can be set to anything, we define γ := β log n, and thus Eq. (14) is equivalent to

f(γ(1 +
1

log n
)) ≥ n0.5f(γ). (15)

Theorem J.5 (Superpolynomials don’t preserve stable rank). f(x) = xlog
c x + o(xlog

c x) does not
preserve stable rank for any c > 0.

Proof. It is sufficient to show that

f(γ(1 + ε))

f(γ)
(16)

is unbounded for fixed ε and variable γ > 0.

Substituting f(x) = xlog
c x, we get

γlog
c(γ+γε)

γlog
c γ

= 2(log γ)·(log
c(γ+γε)−logc(γ)) (17)

Next, we need to show that

lim
γ→∞

Eq. (17) =∞.

We define function

F (x) = logc(x).

and compute

F ′(x) = c · 1

x
logc−1(x),

F ′′(x) = c · (c− 1)
1

x2
logc−2(x)− c 1

x2
logc−1(x)

= c
1

x2
((c− 1) logc−2(x)− logc−1(x))

Using mean-value forms of Taylor’s theorem,

F (y) = F (x) + F ′(x) · (y − x) +
1

2
F ′′(z) · (y − x)2

where z ∈ [x, y].

We can compute

F ′(x) · (y − x) = c
1

γ
logc−1(γ)(εγ)

= εc logc−1(γ)
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We can compute

1

2
F ′′(z) · (y − x)2 =

1

z2
((c− 1) logc−2(z)− logc−1(z)) · (εγ)2

=
ε2

(1 + α)2
((c− 1) logc−2(z)− logc−1(z))

where choosing z = αγ (where α ∈ [1, (1 + ε)]).

Then it is obvious to see that | 12F
′′(z) · (y − x)2| ≤ 1

10F
′(x) · (y − x).

Finally, we can lower bound

F (γ(1 + ε))− F (γ) ≥ F ′(γ) · ελ− 1

2
|F ′′(z)| · (εγ)2

≥ 1

2
F ′(γ) · ελ

=
1

2
εc logc−1(γ)

where z ∈ [γ, (1 + ε)γ]

Thus, we have

lim
γ→∞

Eq. (17) = lim
γ→∞

2(log γ)·(log
c(γ+γε)−logc(γ))

= lim
γ→∞

2(log γ)·
1
2 εc log

c−1(γ)

=∞.

Thus, we complete the proof.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: In our research, we establish that low-degree polynomials are the exclusive
functions that consistently yield a low-rank matrix when applied entry-wise to another low-
rank matrix, comprehensively categorize functions that transform Manhattan distances into
either Manhattan or squared Euclidean distances, and classify all positive definite kernels
using Manhattan distance as input. The abstract and introduction accurately reflect our main
results, introduce some background, and emphasise the importance of our work.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussed in Section 7.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: All our main results in the paper have formal versions and verified formal
proofs.

• For Theorem 2.5, see Theorem C.11 for formal statement and Section C for formal
proofs.

• For Theorem 2.6, see Theorem D.3 for formal statement and Section D for formal
proofs.

• For Theorem 2.8, see Theorem J.2 for formal statement and Section J for formal proofs.
• For Theorem 4.4, see Theorem E.2 and F.3 for formal statement and Section E and F

for formal proofs.
• For Theorem 3.4, see Theorem G.2 for formal statement and Section G for formal

proofs.
• The proofs of all other theoretical results are below the statements.

Guidelines:
• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [NA]
Justification: This is a theoretical paper and does not conduct any experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
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(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.
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the model (e.g., with an open-source dataset or instructions for how to construct
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authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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to have some path to reproducing or verifying the results.

5. Open access to data and code
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Answer: [NA]

Justification: This is a theoretical paper and does not conduct any experiments.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
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• At submission time, to preserve anonymity, the authors should release anonymized
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Justification: This is a theoretical paper and does not conduct any experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
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Answer: [NA]

Justification: This is a theoretical paper and does not conduct any experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: This is a theoretical paper and does not conduct any experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics and ensured that our paper
complies with it.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
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Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: The societal impacts are discussed in Section 8.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This is a theoretical paper and does not conduct any experiments.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: This is a theoretical paper and does not conduct any experiments.
Guidelines:

• The answer NA means that the paper does not use existing assets.

53

47066 https://doi.org/10.52202/079017-1491



• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: This is a theoretical paper and does not conduct any experiments.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This is a theoretical paper and does not conduct any experiments.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This is a theoretical paper and does not conduct any experiments.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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