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Abstract

Recent approaches have shown promises distilling expensive diffusion models into
efficient one-step generators. Amongst them, Distribution Matching Distillation
(DMD) produces one-step generators that match their teacher in distribution, i.e.,
the distillation process does not enforce a one-to-one correspondence with the
sampling trajectories of their teachers. However, to ensure stable training in
practice, DMD requires an additional regression loss computed using a large set
of noise—image pairs, generated by the teacher with many steps of a deterministic
sampler. This is not only computationally expensive for large-scale text-to-image
synthesis, but it also limits the student’s quality, tying it too closely to the teacher’s
original sampling paths. We introduce DMD?2, a set of techniques that lift this
limitation and improve DMD training. First, we eliminate the regression loss and
the need for expensive dataset construction. We show that the resulting instability
is due to the “fake” critic not estimating the distribution of generated samples with
sufficient accuracy and propose a two time-scale update rule as a remedy. Second,
we integrate a GAN loss into the distillation procedure, discriminating between
generated samples and real images. This lets us train the student model on real
data, thus mitigating the imperfect “real” score estimation from the teacher model,
and thereby enhancing quality. Third, we introduce a new training procedure that
enables multi-step sampling in the student, and addresses the training—inference
input mismatch of previous work, by simulating inference-time generator samples
during training. Taken together, our improvements set new benchmarks in one-
step image generation, with FID scores of 1.28 on ImageNet-64x64 and 8.35 on
zero-shot COCO 2014, surpassing the original teacher despite a 500x reduction
in inference cost. Further, we show our approach can generate megapixel images
by distilling SDXL, demonstrating exceptional visual quality among few-step
methods, and surpassing the teacher. We release our code and pretrained models.

1 Introduction

Diffusion models have achieved unprecedented quality in visual generation tasks [1-8]]. But their
sampling procedure typically requires dozens of iterative denoising steps, each of which is a forward
pass through a neural network. This makes high resolution text-to-image synthesis slow and expensive.
To address this issue, numerous distillation methods have been developed to convert a teacher diffusion
model into an efficient, few-step student generator [9H20]. However, they often result in degraded
quality, as the student model is typically trained with a loss to learn the pairwise noise-to-image
mapping of the teacher, but struggles to perfectly mimic its behavior.
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Figure 1: 1024 %1024 samples produced by our 4-step generator distilled from SDXL. Please zoom
in for details.

Nevertheless, it should be noted that loss functions aimed at matching distributions, such as the
GAN [221]] or the DMD [22] loss, are not burdened with the complexity of precisely learning the
specific paths from noise to image because their goal is to align with the teacher model in terms of
distribution—by minimizing either a Jensen-Shannon (JS) or an approximate Kullback-Leibler (KL)
divergence between the student and teacher output distributions.

In particular, DMD has demonstrated state-of-the-art results in distilling Stable Diffusion 1.5,
yet it remains less investigated than GAN-based methods [23H29]]. A likely reason is that DMD still
requires an additional regression loss to ensure stable training. In turn, this necessitates creating
millions of noise-image pairs by running the full sampling steps of the teacher model, which is
particularly costly for text-to-image synthesis. The regression loss also negates the key benefit
of DMD’s unpaired distribution matching objective, because it causes the student’s quality to be
upper-bounded by the teacher’s.

In this paper, we show how to do away with DMD’s regression loss, without compromising training
stability. We then push the limits of distribution matching by integrating the GAN framework into
DMD, and enable few-steps sampling with a novel training procedure, which we termed ‘backward
simulation’. Taken together, our contributions lead to state-of-the-art fast generative models that
outperform their teacher, using as few as 4 sampling steps. Our method, which we call DMD2,
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achieves state-of-the-art results in one-step image generation, setting a new benchmark with FID
scores of 1.28 on ImageNet-64x64 and 8.35 on zero-shot COCO 2014. We demonstrate our approach’s
scalability by distilling from SDXL to produce high-quality megapixel images, establishing new
standards among few-step methods.

In short, our contributions are as follows:

* We propose a new distribution matching distillation technique that does not require a
regression loss for stable training, thereby eliminating the need for costly data collection,
and allowing for more flexible and scalable training.

* We show that training instability in DMD [22] without regression loss stems from an
insufficiently trained fake diffusion critic, and implement a two time-scale update rule to
address this issue.

* We integrate a GAN objective into the DMD framework, where the discriminator is trained to
distinguish samples from the student generator vs. real images. This additional supervision
operates at the distribution level, which better aligns with DMD’s distribution-matching
philosophy than the original regression loss. It mitigates approximation errors in the teacher
diffusion model and enhances image quality.

* While the original DMD only supports one-step students, we introduce a technique to
support multi-step generators. Unlike previous multi-step distillation methods, we avoid the
domain mismatch between training and inference by simulating inference-time generator
inputs during training, thus improving overall performance.

2 Related Work

Diffusion Distillation. Recent diffusion acceleration techniques have focused on speeding up the
generation process through distillation [9,|10}|13H20}22}[23,[30]]. They typically train a generator
to approximate the ordinary differential equation (ODE) sampling trajectory of a teacher model,
in fewer sampling steps. Notably, Luhman et al. [16] precompute a dataset of noise and images
pairs, generated by the teacher using an ODE sampler, and use it to train the student to regress
the mapping in a single network evaluation. Follow-up works like Progressive Distillation [[10}/13]
eliminate the need to precompute this paired dataset offline. They iteratively train a sequence of
student models, each halving the number of sampling steps of its predecessor. A complementary
technique, Instaflow [11] straightens the ODE trajectories, so they are easier to approximate with a
one-step student. Consistency Distillation [9}/12}19126,/311)32]], and TRACT [33]], train student models
so their outputs are self-consistent at any timesteps along the ODE trajectory, and thus consistent
with the teacher.

GANSs. Another line of research employs adversarial training to align the student with the teacher at a
broader distribution level. In ADD [23]], the generator, initialized with weights from a diffusion model,
is trained using a projected GAN objective with an image-space classifier [34]]. Building on this,
LADD [24] utilizes a pre-trained diffusion model as the discriminator and operates in latent space, thus
improving scalability and enabling higher-resolution synthesis. Inspired by DiffusionGAN [28,29],
UFOGen [235]) introduces noise injection prior to the real vs. fake classification in the discriminator,
to smooth out the distributions, which stabilizes the training dynamics. However, purely GAN-
based methods often struggle to integrate classifier-free guidance directly. For instance, LADD uses
diffusion-generated images with classifier-free guidance as real data in its GAN discriminator. Other
approaches combine adversarial objectives with a distillation loss to preserve the original guided
sampling trajectory. For instance, SDXL-Lightning [27]] integrates a DiffusionGAN loss [25]] with a
progressive distillation objective [|10L/13]], while the Consistency Trajectory Model [26] combines
a GAN [35]] with an improved consistency distillation [9]]. In contrast, our approach based on
distribution matching [22},36,/37] inherently integrates classifier-free guidance into the training
supervision, significantly simplifying the training process.

Score Distillation was initially introduced in the context of text-to-3D synthesis [37-40], utilizing a
pre-trained text-to-image diffusion model as a distribution matching loss. These methods optimize a
3D object by aligning rendered views with a text-conditioned image distribution, using the scores
predicted by a pretrained diffusion model. Recent works have extended score distillation 37,3841}
43| to diffusion distillation [22}/30}/36,441-46|]. Notably, DMD [22]] minimizes an approximate KL
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Figure 2: 1024 x 1024 samples produced by our 4-step generator distilled from SDXL. Please zoom
in for details.
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divergence, with its gradient represented as the difference between two score functions: one, fixed
and pretrained, for the target distribution and another, trained dynamically, for the output distribution
of the generator.

DMD parameterizes both score functions using diffusion models. This training objective proved
more stable than GAN-based methods and has demonstrated superior performance in one-step
image synthesis. An important caveat, DMD requires a regression loss for stability, calculated
using precomputed noise-image pairs, similar to Luhman et al. [16]]. Our work does away with
this requirement. We introduce techniques to stabilize the DMD training procedure without the
regression regularizer, thus significantly reducing the computational costs incurred by paired data
precomputation. Furthermore, we extend DMD to support multi-step generation and integrate the
strengths of both GANs and distribution matching approaches [22,301361/45]], leading to state-of-the-
art results in text-to-image synthesis.

3 Background: Diffusion and Distribution Matching Distillation

This section gives a brief overview of diffusion models and distribution matching distillation (DMD).

Diffusion Models generate images through iterative denoising. In the forward diffusion process, noise
is progressively added to corrupt a sample & ~ pr, from the data distribution into pure Gaussian
noise over a predetermined number of steps 7, so that, at each timestep ¢, the diffused samples follow
the distribution preat t(74) = [ Preat(z)q(w¢|x)dz, With g (x¢|x) ~ N (awz, 071), where oy, 01 > 0
are scalars determined by the noise schedule [47,48]. The diffusion model learns to iteratively
reverse the corruption process by predicting a denoised estimate (x4, t), conditioned on the current
noisy sample z; and the timestep ¢, ultimately leading to an image from the data distribution pye,.
After training, the denoised estimate relates to the gradient of the data likelihood function, or score
function [48] of the diffused distribution:
Ty — Qpplreal (T4, )

Sreal(xtvt) = Vg, Ingreal,t(xt) = - o2 : M
t

Sampling an image typically requires dozens to hundreds of denoising steps [49H52].

Distribution Matching Distillation (DMD) distills a many-step diffusion models into a one-step
generator GG [22]] by minimizing the expectation over ¢ of approximate Kullback-Liebler (KL) diver-
gences between the diffused target distribution prea ¢ and the diffused generator output distribution
Drake,t- Since DMD trains G by gradient descent, it only requires the gradient of this loss, which can
be computed as the difference of 2 score functions:
dGoe(z)

VLomp = E¢ (VoKL(Dtake,t || Prea,t)) = —Ee (/ (sreal(F(Ge (2),1),t) — stake(F(Go(2),1t), t)) 7 dz>

2
where z ~ N(0,T) is a random Gaussian noise input, 0 are the generator parameters, F' is the forward
diffusion process (i.e., noise injection) with noise level corresponding to time step ¢, and Syeq and Sgake
are scores approximated using diffusion models fireq and e trained on their respective distributions
(Eq. (T)). DMD uses a frozen pre-trained diffusion model as g, (the teacher), and dynamically
updates figie While training G, using a denoising score-matching loss on samples from the one-step
generator, i.e., fake data [22,47]).

Yin et al. [22]] found that an additional regression term [[16]] was needed to regularize the distribution
matching gradient (Eq. (2)) and achieve high-quality one-step models. For this, they collect a dataset
of noise-image pairs (z, y) where the image y is generated using the teacher diffusion model, and a
deterministic sampler [49,/50,/53]], starting from the noise map z. Given the same input noise z, the
regression loss compares the generator output with the teacher’s prediction:

Ereg = ]E(zy)d(GQ(Z)a y)7 (3)

where d is a distance function, such as LPIPS [54] in their implementation. While gathering this
data incurs negligible cost for small datasets like CIFAR-10, it becomes a significant bottleneck with
large-scale text-to-image synthesis tasks, or models with complex conditioning [55H57]. For instance,
generating one noise-image pair for SDXL [58] takes around 5 seconds, amounting to about 700
A100 days to cover the 12 million prompts in the LAION 6.0 dataset [59], as utilized by Yin et
al. [22]. This dataset construction cost alone is already more than 4 x our total training compute (as
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detailed in Appendix[J). This regularization objective is also at odds with DMD’s goal of matching
the student and teacher in distribution, since it encourages adherence to the teacher’s sampling paths.

4 Improved Distribution Matching Distillation

We revisit multiple design choices in the DMD algorithm and identify significant improvements.

distribution matching
gradient ‘V;;DKL

few-step generator fakg image
Gy 5

score function

fake ore -
score function computed gradient
iscriminator GAN loss

Figure 3: Our method distills a costly diffusion model (gray, right) into a one- or multi-step generator
(red, left). Our training alternates between 2 steps: 1. optimizing the generator using the gradient
of an implicit distribution matching objective (red arrow) and a GAN loss (green), and 2. training a
score function (blue) to model the distribution of “fake” samples produced by the generator, as well
as a GAN discriminator (green) to discriminate between fake samples and real images. The student
generator can be a one-step or a multi-step model, as shown here, with an intermediate step input.

4.1 Removing the regression loss: true distribution matching and easier large-scale training

The regression loss used in DMD ensures mode coverage and training stability, but as
we discussed in Section [3] it makes large-scale distillation cumbersome, and is at odds with the
distribution matching idea, thus inherently limiting the performance of the distilled generator to that
of the teacher model. Our first improvement is to remove this loss.

4.2 Stabilizing pure distribution matching with a Two Time-scale Update Rule

Naively omitting the regression objective, shown in Eq. (3)), from DMD leads to training instabilities
and significantly degrades quality (Tab. [3). For example, we observed that the average brightness,
along with other statistics, of generated samples fluctuates significantly, without converging to a stable
point (See Appendix [G). We attribute this instability to approximation errors in the fake diffusion
model ppke, Which does not track the fake score accurately, since it is dynamically optimized on
the non-stationary output distribution of the generator. This causes approximation errors and biased
generator gradients (as also discussed in [30]).

We address this using the two time-scale update rule inspired by Heusel et al. [60]]. Specifically,
we train pipie and the generator G at different frequencies to ensure that pugy. accurately tracks the
generator’s output distribution. We find that using 5 fake score updates per generator update, without
the regression loss, provides good stability and matches the quality of the original DMD on ImageNet
(Tab. [3) while achieving much faster convergence. Further analysis are included in Appendix [G}

4.3 Surpassing the teacher model using a GAN loss and real data

Our model so far achieves comparable training stability and performance to DMD without the
need for costly dataset construction (Tab. [3). However, a performance gap remains between the
distilled generator and the teacher diffusion model. We hypothesize this gap could be attributed to
approximation errors in the real score function pie, used in DMD, which would propagate to the
generator and lead to suboptimal results. Since DMD’s distilled model is never trained with real data,
it cannot recover from these errors.

We address this issue by incorporating an additional GAN objective into our pipeline, where the
discriminator is trained to distinguish between real images and images produced by our generator.
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Trained using real data, the GAN classifier does not suffer from the teacher’s limitation, potentially
allowing our student generator to surpass it in sample quality. Our integration of a GAN classifier
into DMD follows a minimalist design: we add a classification branch on top of the bottleneck of the
fake diffusion denoiser (see Fig.[3). The classification branch and upstream encoder features in the
UNet are trained by maximizing the standard non-saturing GAN objective:

Loan = Bopy i~jo,11[108 D(F (@, 1))] + By tmfo, 1) [~ 108(D(E(Go(2), 1)), ()

where D is the discriminator, and F' is the forward diffusion process (i.e., noise injection) defined in
Section 3] with noise level corresponding to time step ¢. The generator G minimizes this objective.
Our design is inspired by prior works that use diffusion models as discriminators [24},[25,27]. We
note that this GAN objective is more consistent with the distribution matching philosophy since it
does not require paired data, and is independent of the teacher’s sampling trajectories.

4.4 Multi-step generator

With the proposed improvements, we are able to match the performance of teacher diffusion models
on ImageNet and COCO (see Tab. [I]and Tab. [5). However, we found that larger scale models like
SDXL remain challenging to distill into a one-step generator because of limited model capacity
and a complex optimization landscape to learn the direct mapping from noise to highly diverse and
detailed images. This motivated us to extend DMD to support multi-step sampling.

We fix a predetermined schedule with N timestep {¢1,to,...%n}, identical during training and
inference. During inference, at each step, we alternate between denoising and noise injection steps,
following the consistency model [9]], to improve sample quality. Specifically, starting from Gaussian
noise zg ~ N (0,I), we alternate between denoising updates &;, = Gg(xy,, t;), and forward diffusion
steps &y, , = oy, Ty, + 0y, € with € ~ N/(0,I), until we obtain our final image &, . Our 4-step
model uses the following schedule: 999, 749, 499, 249, for a teacher model trained with 1000 steps.

4.5 Multi-step generator simulation to avoid training/inference mismatch

Previous multi-step generators are typically trained to denoise noisy real images [23)24,27]. However,
during inference, except for the first step, which starts from pure noise, the generator’s input come
from a previous generator sampling step &, . This creates a training-inference mismatch that adversely
impacts quality (Fig.[4). We address this issue by replacing the noisy real images during training,
with noisy synthetic images z;, produced by the current student generator running several steps,
similar to our inference pipeline (§ @) This is tractable because, unlike the teacher diffusion model,
our generator only runs for a few steps. Our generator then denoises these simulated images and the
outputs are supervised with the proposed loss functions. Using noisy synthetic images avoids the
mismatch and improves overall performance (See Sec. [5.3).

forward diffusion: train/test domain gap

“fake” sample

real image

Figure 4: Most multi-step distillation methods simulate intermediate steps using forward diffusion
during training (left). This creates a mismatch with the inputs the model sees during inference. Our
proposed solution (right) remedies the problem by simulating the inference-time backward process
during training.

A concurrent work, Imagine Flash [61]], proposed a similar technique. Their backward distillation
algorithm shares our motivation of reducing the training and testing gap by using the student-generated
images as the input to the subsequent sampling steps at training time. However, they do not entirely
resolve the mismatch issue, because the teacher model of the regression loss now suffers from the
training—test gap: it is never trained with synthetic images. This error is accumulated along the
sampling path. In contrast, our distribution matching loss is not dependent on the input to the student
model, alleviating this issue.
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4.6 Putting everything together

In summary, our distillation method lifts DMD [22] stringent requirements for precomputed noise—
image pairs. It further integrates the strength of GANs and supports multi-step generators. As
shown in Fig. 3] starting from a pretrained diffusion model, we alternate between optimizing the
generator Gg to minimize the original distribution matching objective as well as a GAN objective,
and optimizing the fake score estimator pis,,. using both a denoising score matching objective on the
fake data, and the GAN classification loss. To ensure the fake score estimate is accurate and stable,
despite being optimized on-line, we update it with higher frequency than the generator (5 steps vs. 1).
A comparison of the training algorithms between DMD and DMD?2 (Ours) is shown in Appendix

Alg.

S Experiments

We evaluate our approach, DMD?2, using several benchmarks, including class-conditional image
generation on ImageNet-64x64 [62]], and text-to-image synthesis on COCO 2014 [63]] with various
teacher models [1}/58]]. We use the Fréchet Inception Distance (FID) [60] to measure image quality
and diversity, and the CLIP Score [64] to evaluate text-to-image alignment. For SDXL models,
we additionally report patch FID [27L|65]], which measures FID on 299x center-cropped patches of
each image, to assess high-resolution details. Finally, we conduct human evaluations to compare
our approach with other state-of-the-art methods. Comprehensive evaluations confirm that distilled
models trained using our approach outperform previous work, and even rival the performance of the
teacher models. Detailed training and evaluation procedures are provided in the appendix.

5.1 Class-conditional Image Generation

Table|l{compares our model with recent baselines on ImageNet-64x64. With a single forward pass,
our method significantly outperforms existing distillation techniques and even outperforms the teacher
model using ODE sampler [53[]. We attribute this remarkable performance to the removal of DMD’s
regression loss (Sec. [.Tand 4.2)), which eliminates the performance upper bound imposed by the
ODE sampler, as well as our additional GAN term (Sec. [£.3), which mitigates the adverse impact of
the teacher diffusion model’s score approximation error.

Table 1: Image quality comparison on Table 2: Image quality comparison with SDXL back-
ImageNet-64 x64. bone on 10K prompts from COCO 2014.
Method # Fwd FID Method # Fwd FID Patch CLIP

Pass (}) (@3] Pass(}]) () FID({) (D

BigGAN-deep [66] 1 4.06 LCM-SDXL [32] 1 81.62 15440 0.275

ADM [67] 250 2.07 4 22.16 33.92 0.317

SRtI)I/\lIe[gi]N—XL R 1000 12 SDXL-Turbo [23] 1 2457 2394 0337
: 4 23.19 23.27 0.334

Progress. Distill. [[10] 1 1539 SDXL 1 23.92 3165 0316

DFNO [69] ! 7.83 Lightning [27] 4 2446 24.56 0.323

BOOT [20] 1 1630 1entning : : :

TRACT [33| 1 7.43 DMD2 (Ours) 1 19.01 26.98 0.336

Meng et al. [13]] 1 7.54 4 19.32 20.86 0.332

Diftf-Instruct [36]] 1 5.57 SDXL

Consistency Model [9] 1 6.20 100 19.36 21.38 0.332

. Teacher, cfg=6 58|

iCT-deep [12] 1 3.25 SDXL

CTM [26] 1 1.92 Teach fo=8 58 100 20.39 2321 0.335

DMD [22] 1 262 _ Teacher cfg=8 [58]

DMD2 (Ours) 1 1.51

+longer training (Ours) 1 1.28

EDM (Teacher, ODE) [53]] 511 2.22

EDM (Teacher, SDE) [53]] 511 1.36
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5.2 Text-to-Image Synthesis

We evaluate DMD?2’s text-to-image generation performance on zero-shot COCO 2014 [63]]. Our
generators are trained by distilling SDXL [58] and SD v1.5 [I]}, respectively, using a subset of 3
million prompts from LAION-Aesthetics [59]]. Additionally, we collect 500k images from LAION-
Aesthetic as training data for the GAN discriminator. Table [2] summarizes distillation results for
the SDXL model. Our 4-step generator produces high quality and diverse samples, achieving
a FID score of 19.32 and a CLIP score of 0.332, rivaling the teacher diffusion model for both
image quality and prompt coherence. To further verify our method’s effectiveness, we conduct an
extensive user study comparing our model’s output with those from the teacher model and existing
distillation methods. We use a subset of 128 prompts from PartiPrompts following LADD [24].
For each comparison, we ask a random set of five evaluators to choose the image that is more
visually appealing, as well as the one that better represents the text prompt. Details about the human
evaluation are included in Appendix [[] As shown in Figure[5] our model achieves much higher user
preferences than baseline approaches. Notably, our model outperforms its teacher in image quality
for 24% of samples and achieves comparable prompt alignment, while requiring 25 x fewer forward
passes (4 vs 100). Qualitative comparisons are shown in Figure[6] Results for SDv1.5 are provided
in Table[3]in Appendix [D] Similarly, one-step model trained using DMD2 outperforms all previous
diffusion acceleration approaches, achieving a FID score of 8.35, representing a significant 3.14-point
improvement over the original DMD method [22]. Our results also surpass the teacher models that
uses a 50-step PNDM sampler [50].

Image Quality

Prompt Alignment

~£1 L7 SDXL-LCM

_:Iv. SDXL-Teacher

20 40 60 80 100 20 40 60 80 100
Preference Rate (%) Preference Rate (%)

Figure 5: User study comparing our distilled model with its teacher and competing distillation
baselines [23]27,31]]. All distilled models use 4 sampling steps, the teacher uses 50. Our model
achieves the best performance for both image quality and prompt alignment.

5.3 Ablation Studies

Table 3: Ablation studies on ImageNet. Table 4: Ablation studies with SDXL backbone on
TTUR stands for two-timescale update rule. 10K prompts from COCO 2014.

DMD No Regress. TTUR GAN FID ({) Method FID (}) Patch FID (}) CLIP (1)
v 2.62 w/o GAN 26.90 27.66 0.328
v v 348 w/o Distribution
v v v 261 Matching 13.77 27.96 0.307
v v v v 1.51 w/o Backward

v 256 Simulation 2066 24.21 0.332
v v 2.52 DMD2 (Ours) 19.32 20.86 0.332

Table 3] ablates different components of our proposed method on ImageNet. Simply removing the
ODE regression loss from the original DMD results in a degraded FID of 3.48 due to training
instability (see further analysis in Appendix [G). However, incorporating our Two Time-scale Update
Rule (TTUR, Sec..2) mitigates this performance drop, matching the DMD baseline performance
without requiring additional dataset construction. Adding our GAN loss achieves a further 1.1-
point improvement in FID. Our integrated approach surpasses the performance of using GAN alone
(without distribution matching objective), and adding the two-timescale update rule to GAN alone
does not improve it, highlighting the effectiveness of combining distribution matching with GANs in
a unified framework.
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A photo of llama wearing sunglasses standing on the deck of a spaceship with the Earth in the background.

T
A train ride in the monsoon rain in Kerala. With a Koala bear wearing a hat looking out of the window. There is a

vj\ % F
| Tk
Il ?

lot of coconut trees out of the window.

'JF.

DMD?2 (Ours) LCM Turbo Lightning Teacher

Figure 6: Visual comparison between our model, the SDXL teacher, and selected competing
methods [23,27,31]]. All distilled models use 4 sampling steps while the teacher model uses 50
sampling steps with classifier-free guidance. All images are generated using identical noise and text
prompts. Our model produces images with superior realism and text alignment. (Zoom in for details.)
More comparisons are available in Appendix Figure[T1]

In Table[d we ablate the influence of the GAN term (Sec.[4.3), distribution matching objective (Eq. 2)),
and backward simulation (Sec.[d.4) for distilling the SDXL model into a four-step generator. Qualita-
tive results are shown in Appendix Figure.[§] In the absence of the GAN loss, our baseline model
produces oversaturated and oversmoothed images (Appendix Fig. [§] third column). Similarly, elimi-
nating distribution matching objective (Eq. [2) reduces our approach to a pure GAN-based method,
which struggles with training stability [[71},/72]. Moreover, pure GAN-based methods also lack a
natural way to incorporate classifier-free guidance [[73]], essential for high-quality text-to-image syn-
thesis [11[2]. Consequently, while GAN-based methods achieve the lowest FID by closely matching
the real distribution, they significantly underperform in text alignment and aesthetic quality (Appendix
Fig. [§|second column). Likewise, omitting the backward simulation leads to worse image quality, as
indicated by the degraded patch FID score.
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A Limitations

While achieving superior image quality and text alignment, our distilled generator experiences a
slight degradation in image diversity compared to the teacher models (see Appendix [F). Additionally,
our generator still requires four steps to match the quality of the largest SDXL model. These
limitations, while not unique to our model, highlight areas for further improvement. Like most
previous distillation methods, we use a fixed guidance scale during training, limiting user flexibility.
Introducing a variable guidance scale could be a promising direction for future research.
Furthermore, our methods are optimized for distribution matching; incorporating human feedback
or other reward functions could further enhance performance [17,[74]. Lastly, training large-scale
generative models is computationally intensive, making it inaccessible for most researchers. We hope
our efficient approach and optimized, user-friendly codebase will help democratize future research in
this field.

B Code, dataset, and more results

We are continually updating the paper and related materials. For access to our code, model, and the
latest version of the paper with expanded results and analysis, please visit|our project websitel
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Table 5: Sample quality comparison on 30K prompts from COCO 2014.

Family Method Resolution (1) Latency ({) FID ({)
DALL-E [[78] 256 - 27.5
DALL-E 2 [3] 256 - 10.39
Parti-750M [/70]] 256 - 10.71
. Parti-3B [[70] 256 6.4s 8.10
Slf;ﬁlc':i‘lr ateq Make-A-Scene (79 256 2505 11.84
GLIDE [_80] 256 15.0s 12.24
LDM [1] 256 3.7s 12.63
Imagen [4] 256 9.1s 7.27
eDiff-T [5]] 256 32.0s 6.95
LAFITE [81] 256 0.02s 26.94
GANs StyleGAN-T [82] 512 0.10s 13.90
GigaGAN [72] 512 0.13s 9.09
DPM-++ (4 step) [51]] 512 0.26s  22.36
UniPC (4 step) 83 512 0.26s 19.57
LCM-LoRA (4 step) [32] 512 0.19s  23.62
InstaFlow-0.9B [[11] 512 0.09s 13.10
Accelerated SwiftBrush [45] 512 0.09s 16.67
diffusion HiPA [84] 512 0.09s 13.91
UFOGen [23] 512 0.09s 12.78
SLAM (4 step) [18] 512 0.19s 10.06
DMD [22] 512 0.09s 11.49
DMD?2 (Ours) 512 0.09s 8.35
Teacher SDv1.5 (50 step, cfg=3, ODE) [|1,/50] 512 2.59s 8.59
SDv1.5 (200 step, cfg=2, SDE) [1,/47]] 512 10.25s 7.21

C Broader Impact

Our work on improving the efficiency and quality of diffusion model has several potential societal
impacts, both positive and negative. On the positive side, the advancements in fast image synthesis
can significantly benefit various creative industries. These models can enhance graphic design,
animation, and digital art by providing artists with powerful tools to generate high-quality visuals
efficiently. Additionally, improved text-to-image synthesis capabilities can be used in education and
entertainment, enabling the creation of personalized learning materials and immersive experiences.

However, potential negative societal impacts must be considered. Misuse risks include generating
misinformation and creating fake profiles, which could spread false information and manipulate public
opinion. Deploying these technologies could result in biases that unfairly impact specific groups,
especially if models are trained on biased datasets, potentially perpetuating or amplifying existing
societal biases. To mitigate these risks, we are interested in developing monitoring mechanisms to
detect and prevent misuse [75/76] and methods to enhance output diversity and fairness [77].

D SD v1.5 Results

Table [5 presents detailed comparisons between our one-step generator distilled from SD v1.5 and
competing approaches.

E Comparison with DMD1

A comparison between DMD and DMD?2 is shown in Algorithm [7}

F Text-to-Image Synthesis Further Analysis

Qualitative ablation results using SDXL backbone are shown in Figure[8] Additionally, we compare
the image diversity of our 4-step generator with other competing approaches distilled from SDXL [23|
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Table 6: Image quality and diversity comparison with SDXL backbone.

# Fwd FID Patch CLIP Diversity

Method Pass()) (1) FIDU) ()  Score (D)
LCM-SDXL [32] 4 22.16 33.92 0.317 0.61
SDXL-Turbo [23]] 4 23.19 23.27 0.334 0.58
SDXL-Lightning [27] 4 24.46 24.56 0.323 0.63
DMD2 (Ours) 4 19.32 20.86 0.332 0.61
SDXL-Teacher, cfg=6 [58] 100 19.36 21.38 0.332 0.64
SDXL-Teacher, cfg=8 [58] 100 20.39 23.21 0.335 0.64

Method ImageReward Aesthetic Score
SDXL 0.86 6.16
DMD2 1.07 6.30
Table 7: Comparison of ImageReward and Aesthetic Score for Different Methods

27,31]]. We employ an LPIPS-based diversity score, similar to that used in multi-modal image-to-
image translation [85//86]. Specifically, we generate four images per prompt and calculate the average
pairwise LPIPS distance [54]]. For this evaluation, we use the LADD [24] subset of PartiPrompts [[70].
We also report the FID and CLIP score measured on 10K prompts from COCO 2014 on the side.
Table [6] summarizes the results. Table [7] provides further comparisons using image reward [87] and
aesthetic score metrics [59]. Our model achieves the best image quality, indicated by the lowest FID
and Patch FID scores. We also achieve text alignment comparable to SDXL-Turbo while attaining a
better diversity score. While SDXL-Lightning [27] exhibits a higher diversity score than our approach,
it suffers from considerably worse text alignment, as reflected by the lower CLIP score and human
evaluation (Fig. [5). This suggests that the improved diversity is partially due to random outputs
lacking prompt coherence. We note that it is possible to increase the diversity of our model by raising
the weights for the GAN objective, which aligns with the more diverse unguided distribution. Further
investigation into finding the optimal balance between distribution matching and the GAN objective
is left for future work.

G Two Time-scale Update Rule Further Analysis

In Section d.2] we discuss that updating the fake score multiple times (5 updates) per generator
update leads to better stability. Here, we provide further analysis. Figure[9] visualizes pixel brightness
variations throughout training. The baseline approach, which omits the regression objective from
DMD and uses just 1 fake score update, results in significant training instability, as evidenced by
periodic fluctuations in pixel brightness. In contrast, our two time-scale update rule with 5 fake score
updates per generator update stabilizes the training and leads to better sample quality, as shown in
Tab.[3

We further examine the influence of the update frequency for the fake diffusion model pigye in
Figure [I0] An update frequency of 1 fake diffusion update per generator update corresponds to
the naive baseline (red line) and suffers from training instability. Although a frequency of 10
updates (magenta line) provides excellent stability, it significantly slows down the training process.
We found that a moderate frequency of 5 updates (green line) achieves the best balance between
stability and convergence speed on ImageNet. Our approach proves more effective than using
asynchronous learning rates [[60]] (cyan line) and converges significantly faster than the original
DMD method that employs a regression loss [22]] (dark blue line). For new models and datasets, we
recommend adjusting the iteration number to the smallest value that ensures the stability of general
image statistics, such as pixel brightness.

H Additional Text-to-Image Synthesis Results

Additional visual comparisons for the 4-step distilled models are shown in Figure[TT} Sample outputs
from our one-step generator are presented in Figure
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Algorithm 1: DMD (original) Algorithm 2: DMD2 (ours)

Input: Pretrained real diffusion model fireqr, paired ODE Input: Pretrained real diffusion model fireqr, real image dataset
solution pairs D = { 2ref, Yrer } Dreal,
Output: Trained generator G update_G_freq: frequency of generator updates

1 // Initialize generator & fake score model Output: Trained generator G

2 G <« copyWeights(fireal) 1 // Initialize generator, fake score model,

3 fpake <— copyWeights (firear) discriminator

4 while train do 2 G < copyWeights( fireal)

5 // Generate batch of images 3 ffake <— copyWeights (firear)

6 Sample z ~ N(0, 1)Z: (Zrer, Yrer) ~ Ds 4 D < initializeDiscriminator()

7 z 4 G(2); Tt < G(2ref); 5 for iteration = I to maxiters do // main training loop
6 // (a) Generate batch of images

8 // 1. Update generator B

9 Ly distribu[ionMatchingLoss(,u ) 7 Sample z ~ N'(0,1)7;

reals Moke, Z )5 8 if multi-step then

10 Lreg 4= LPIPS (Tret, Yrer); 9 z < G(multiStepSampling(G, 2)) ;

n La = LKL+ Mg Lreg // simulate multi-step inference

12 G < update(G, Lg); 10 end if

13 // 2. Update fake score model 11 else

14 Sample t ~ U(0, 1); 12 | =+ G(2)

15 x4 < forwardDiffusion(stopgrad(x), t); 13 end if

16 Lienoise +— denoisingLoss( pgake (%4, t), stopgrad(x)); 14 // (b) Update G only once per

17 Ifake — updale(/uake, £denoise); . upd‘ate_G_freq iterations

18 end while 15 if iteration % update_G_freq == 0 then
16 // (bl) Distribution matching loss
17 L1 < distributionMatchingLoss( ftreal , fofake )5
18 // (b2) GAN loss term
19 Loax < —E[log D(F(G(2),t)]:
20 // (b3) Final generator loss
21 Lg + LxL + Acan LGan:
22 // (b4) Apply gradient update to G
23 G <« update(G, L );
24 end if
25 Sample real images Zreal ~ Dreal’
26 Sample t ~ U4(0, 1);
27 // (c) Update psake (fake score) via

denoising on fake data
28 x¢ < forwardDiffusion(stopgrad(z), t);
29 Laenoise — denoisingLoss( piake (¢, t), stopgrad(z));
30 Hiake <— update (fifake; Ldenoise ) :
31 // (d) Update discriminator D (GAN
classification)
32 LGAN-D ]E[log D(F(xreal, t))} + ]E[log(l —
D(F (stopgrad(z), ¢)))];

33 D «+ update(D, EGAN—D);
34 end for

Figure 7: Side-by-side comparison of DMD (left) and our improved DMD2 (right).

I ImageNet Visual Results

In Figure[T3] we present qualitative results obtained from our one-step distilled model trained on the
ImageNet dataset.
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a girl examining an ammonite fossil

; IR : =
A soft beam of light shines down on an armored granite wombat warrior statue holding a

broad sword. The statue stands an ornate pedestal in the cella of a temple. wide-angle lens.
anime oil painting.

o S T m——
A close-up of a woman’s face, lit by the soft glow of a neon sign in a dimly lit, retro diner,
hinting at a narrative of longing and nostalgia.

Cinematic photo of a beautiful girl riding a dinosaur in a jungle with mud, sunny day shiny
clear sky. 35mm photograph, film, professional, 4k, highly detailed.

w/o Distribution w/o Backward
Matching wo GAN Simulation

DMD2 (Ours)

Figure 8: SDXL Qualitative Ablations. All images are generated using identical noise and text
prompts. Removing the distribution matching objective significantly degrades aesthetic quality and
text alignment. Omitting the GAN loss results in oversaturated and overly smoothed images. The
baseline without backward simulation produces images of lower quality.
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Figure 9: Visualization of pixel brightness variations throughout training. The baseline approach,
which naively removes the regression loss from the original DMD [22]], suffers from significant
training instability, leading to fluctuating general image statistics like the overall pixel brightness.
In contrast, our two time-scale update rule, which optimizes the fake diffusion model five times per
generator update, significantly stabilizes training and enhances sample quality.

30

DMD with Regression Loss (iteration=1)
DMD w/o Regression Loss (iteration=1)
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Figure 10: Visualization of FID score progression during training. Naively removing the regression
loss leads to training instability (red line). A two time-scale update rule with five fake diffusion critic
updates per generator update stabilizes training and is more effective than using a larger number
of fake diffusion updates or an asynchronous learning rate where the fake diffusion model uses a
learning rate 5 times larger than the generator. The model trained with our two time-scale update rule
(green) also converges significantly faster than the original DMD method with a regression loss (dark
blue), even though TTUR performs less number of the generator weight updates.
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an orange wearing a cowboy hat

i " e A 4 ‘ N \A

A punk rock squirrel in a studded leather jacket shouting into a microphone while standing on a boulder

a cat reading a newspaper
i‘\
‘

DMD2 (Ours) LCM

Lightning Teacher

Figure 11: Additional visual comparison between our model, the SDXL teacher, and selected
competing methods [23[27,31]]. All distilled models use 4 sampling steps while the teacher model
uses 50 sampling steps with classifier-free guidance. All images are generated using identical noise
and text prompts. Our model produces images with superior realism and text alignment. Please zoom
in for details.
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Figure 12: Additional 1024 x 1024 samples produced by our 1-step generator distilled from SDXL.
Please zoom in for details.
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Figure 13: One-step samples from our generator trained on ImageNet (FID=1.28). Please zoom in
for details.
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J Implementation Details

This section outlines key aspects of the implementation. All results are reproducible using our
open-source training and evaluation code. Generally, we employ the maximum batch size supported
by our compute resources. The learning rate is set to the highest stable value, ensuring no divergent
loss within the initial 500 iterations. We determine the TTUR iteration count based on the minimum
needed for stability, while the guidance scale is selected to optimize performance for the teacher
model.

J.1 GAN Classifier Design

Our GAN classifier design is inspired by SDXL-Lightning [27]]. Specifically, we attach a prediction
head to the middle block output of the fake diffusion model. The prediction head consists of a stack
of 4 x 4 convolutions with a stride of 2, group normalization, and SiL.U activations. All feature maps
are downsampled to 4 x 4 resolution, followed by a single convolutional layer with a kernel size and
stride of 4. This layer pools the feature maps into a single vector, which is then passed to a linear
projection layer to predict the classification result.

J.2 TImageNet

Our ImageNet implementation closely follows the DMD paper [22]. Specifically, we distill a one-step
generator from the EDM pretrained model [53]], released under the CC BY-NC-SA 4.0 License. For
the standard training setup, we use the AdamW optimizer [|88]] with a learning rate of 2 x 1075, a
weight decay of 0.01, and beta parameters (0.9, 0.999). We use a batch size of 280 and train the
model on 7 A100 GPUs for 200K iterations, which takes approximately 2 days. The number of
fake diffusion model update per generator update is set to 5. The weight for the GAN loss is set to
3 x 1073, For the extended training setup shown in Table we first pretrain the model without GAN
loss for 400K iterations. We then resume from the best checkpoint (as measured by FID), enable the
GAN loss with a weight of 3 x 103, reduce the learning rate to 5 x 10~7, and continue training for
an additional 150K iterations. The total training time for this run is approximately 5 days.

J3 SDvl5

We distill a one-step generator from the SD v1.5 model [1]], released under the CreativeML Open
RAIL-M license, using prompts from the LAION-Aesthetic 6.25+ dataset [59]. Additionally, we
collect 500K images from LAION-Aesthetic 5.5+ as training data for the GAN discriminator, filtering
out images smaller than 1024 x 1024 and those containing unsafe content. Our training process
involves two stages. In the first stage, we disable the GAN loss and use the AdamW optimizer with
a learning rate of 1 x 1075, a weight decay of 0.01, and beta parameters of (0.9, 0.999). The fake
diffusion model is updated 10 times per generator update. We set the guidance scale for the real
diffusion model to be 1.75. We use a batch size of 2048 and train the model on 64 A100 GPUs
for 40K iterations. In the second stage, we enable the GAN loss with a weight of 103, reduce the
learning rate to 5 x 107, and continue training for an additional 5K iterations. The total training
time is approximately 26 hours.

J.4 SDXL

We train both one-step and four-step generators by distilling from the SDXL model [58]], released
under the CreativeML Open RAIL++-M License. For the one-step generator, we observed similar
block noise artifacts as reported in SDXL-Lightning [27] and Pixart-Sigma [[89]]. We addressed this
by adopting the timestep shift technique from OpenDMD [90]] and Pixart-Sigma [89]], setting the
conditioning timestep to 399. Additionally, we initialized the one-step generator by pretraining it
with a regression loss using a small set of 10K pairs for a short period. These adjustments are not
necessary for the multi-step model or other backbones, suggesting this issue might be specific to
SDXL. Similar to SD v1.5, we use prompts from the LAION-Aesthetic 6.25+ dataset [59]] and collect
500K images from LAION-Aesthetic 5.5+ as training data for the GAN discriminator, filtering out
images smaller than 1024 x 1024 and those containing unsafe content. The generator is trained using
the AdamW optimizer with a learning rate of 5 x 10~7, a weight decay of 0.01, and beta parameters
of (0.9, 0.999). The fake diffusion model is updated 5 times per generator update. We set the guidance
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scale for the real diffusion model to be 8. We use a batch size of 128 and train the model on 64 A100
GPUs for 20K iterations for the 4-step generator and 25K iterations for the 1-step generator, taking
approximately 60 hours.

K Evaluation Details

For the COCO experiments, we follow the exact evaluation setup as GigaGAN [72] and DMD [22].
For the results presented in Table[5] we use 30K prompts from the COCO 2014 validation set and
generate the corresponding images. The outputs are downsampled to 256 X256 and compared with
40,504 real images from the same validation set using clean-FID [91]]. For the results presented
in Table[2] we use a random set of 10K prompts from the COCO 2014 validation set and generate
the corresponding images. The outputs are downsampled to 512x512 and compared with the
corresponding 10K real images from the validation set with the same prompts. We compute the CLIP
score using the OpenCLIP-G backbone. For the ImageNet results, we generate 50,000 images and
calculate the FID statistics using EDM’s evaluation code [53]].

L User Study Details

To conduct the human preference study, we use the Prolific platform (https://www.prolific.com).
We use 128 prompts from the LADD [24] subset of PartiPrompts [70]. All approaches generate
corresponding images, which are presented in pairs to human evaluators to measure aesthetic and
prompt alignment preference. The specific questions and interface are shown in Figure[T4] Consent
is obtained from the voluntary participants. We manually verify that all generated images contain
standard visual content that poses no risks to the study participants.

Label

Which image looks more representative of the text shown above and faithfully follows it?

Vote me Vote me

Which image is of more aesthetic and visual pleasing?

Vote me Vote me

Figure 14: A sample interface for our user preference study, where images are presented in a random
left/right order.
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M Prompts for Figure [T} Figure 2, and Figure[12]

We use the following prompts for Figure [T} From left to right, top to bottom:

* a girl examining an ammonite fossil

* A photo of an astronaut riding a horse in the forest.

* a giant gorilla at the top of the Empire State Building

* A close-up photo of a wombat wearing a red backpack and raising both arms in the air.
Mount Rushmore is in the background.

* An oil painting of two rabbits in the style of American Gothic, wearing the same clothes as
in the original.

* aportrait of an old man

* a watermelon chair

* A ssloth in a go kart on a race track. The sloth is holding a banana in one hand. There is a
banana peel on the track in the background.

* apenguin standing on a sidewalk

* ateddy bear on a skateboard in times square

We use the following prompts for Figure 2] From left to right, top to bottom:

* a chimpanzee sitting on a wooden bench

* acat reading a newspaper

* A television made of water that displays an image of a cityscape at night.

* aportrait of a statue of the Egyptian god Anubis wearing aviator goggles, white t-shirt and

leather jacket. The city of Los Angeles is in the background.

a squirrell driving a toy car

an elephant walking on the Great Wall

a capybara made of voxels sitting in a field

Cinematic photo of a beautiful girl riding a dinosaur in a jungle with mud, sunny day shiny

clear sky. 35mm photograph, film, professional, 4k, highly detailed.

* A still image of a humanoid cat posing with a hat and jacket in a bar.

* A soft beam of light shines down on an armored granite wombat warrior statue holding a
broad sword. The statue stands an ornate pedestal in the cella of a temple. wide-angle lens.
anime oil painting.

* children

* A photograph of the inside of a subway train. There are red pandas sitting on the seats. One
of them is reading a newspaper. The window shows the jungle in the background.

* a goat wearing headphones

* motion

* A close-up of a woman’s face, lit by the soft glow of a neon sign in a dimly lit, retro diner,
hinting at a narrative of longing and nostalgia.

We use the following prompts for Figure[T2] From left to right, top to bottom:

* A close-up of a woman’s face, lit by the soft glow of a neon sign in a dimly lit, retro diner,
hinting at a narrative of longing and nostalgia.

* acat reading a newspaper

* A television made of water that displays an image of a cityscape at night.

* a portrait of a statue of the Egyptian god Anubis wearing aviator goggles, white t-shirt and

leather jacket. The city of Los Angeles is in the background.

a squirrell driving a toy car

an elephant walking on the Great Wall

a capybara made of voxels sitting in a field

A soft beam of light shines down on an armored granite wombat warrior statue holding a

broad sword. The statue stands an ornate pedestal in the cella of a temple. wide-angle lens.

anime oil painting.

* a goat wearing headphones

* An oil painting of two rabbits in the style of American Gothic, wearing the same clothes as
in the original.

* a girl examining an ammonite fossil

* a chimpanzee sitting on a wooden bench
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* children
* A still image of a humanoid cat posing with a hat and jacket in a bar.
* motion
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We accurately state our contribution and scope in abstract and introduction.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Section [Al
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: Our paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide all experimental details in the main paper (Section [5) and the
Appendix (Sections[J] and[K). Additionally, we release all our code and models to reproduce
the results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We release them at our project website.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https !
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: In the main paper (Section[5)) and Appendix (Section[J] and K]
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Reporting error bars is computationally prohibitive due to the high cost of
large-scale generative model training. However, to the best of our knowledge, the variance
across runs and seeds is minimal.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: In Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We fully comply with the NeurIPS code of ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: In Appendix[C]
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not pose significant risks, and future production systems could
implement an output classifier to detect and prevent unsafe content.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: In Appendix [J}
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We release code and dataset on our website.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]
Justification: In Appendix [[]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our human study only requires participants to compare image outputs from
different models and poses no risks to them. More details are available in Appendix
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

¢ For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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