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Abstract

In multilingual settings, non-Latin scripts and low-resource languages are usually
disadvantaged in terms of language models’ utility, efficiency, and cost. Specifi-
cally, previous studies have reported multiple modeling biases that the current to-
kenization algorithms introduce to non-Latin script languages, the main one being
over-segmentation. In this work, we propose MAGNET—multilingual adaptive
gradient-based tokenization—to reduce over-segmentation via adaptive gradient-
based subword tokenization. MAGNET learns to predict segment boundaries between
byte tokens in a sequence via sub-modules within the model, which act as internal
boundary predictors (tokenizers). Previous gradient-based tokenization methods
aimed for uniform compression across sequences by integrating a single boundary
predictor during training and optimizing it end-to-end through stochastic reparame-
terization alongside the next token prediction objective. However, this approach still
results in over-segmentation for non-Latin script languages in multilingual settings.
In contrast, MAGNET offers a customizable architecture where byte-level sequences
are routed through language-script-specific predictors, each optimized for its respec-
tive language script. This modularity enforces equitable segmentation granularity
across different language scripts compared to previous methods. Through extensive
experiments, we demonstrate that in addition to reducing segmentation disparities,
MAGNET also enables faster language modelling and improves downstream utility.

1 Introduction

Despite the proliferation of generative language models (LMs) in English, their non-English counterparts
are far from being widely adopted. While multilingual LMs offer several advantages such as resource
efficiency and cross-lingual generalization, the performance disparities across languages remain a
significant challenge. Previous work has largely attributed these disparities to training data imbalances
across languages [43} 134} 29} 24]. Recent work, however, highlights that fokenization— the way input
text is segmented—can considerably degrade not only model performance but also training and inference
costs on account of overly fragmenting certain languages and scripts [3 33]]. Subword segmentation
algorithms used to build LM tokenizers [28, 39} 22| 40] typically segment the training corpus relying
on frequency statistics alone. Due to data imbalances, they obtain high compression in high-resource
languages, while majority of languages are over-fragmented. This issue disproportionately affects
non-Latin scripts covering languages spoken by billions of people, which are not only less frequent in
such corpora, but can require up to 4 x more bytes to represent the same information.
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Figure 1: MAGNET routes byte-level sequences via language-script specific boundary predictors.
These predictors infer boundaries leading to equitable segmentation across languages. Prior work infers
boundaries with a single predictor across languages and leads to over-segmentation.

To address these challenges, prior work has instead proposed to build tokenizer-free models by directly
training on character or byte sequences [43} 4]]. Operating on smaller or finer-grained segments leads
to significantly higher compute- and memory-intense modeling, caused by much longer sequences.
To alleviate this issue, recent work introduced a tokenization “layer” within the model architecture
by pooling fixed or dynamic length contiguous character representations into smaller sets of patch
representations [30} 9, |41}, |31} [14} [15], resulting in models optimized with a sequence “compression
rate” in mind. While these can improve efficiency, they are mostly suited for character-level modeling
for scripts whose characters can be mapped to single Unicode codepoint. Due to the extensive number
of codepoints in Unicode, character-based vocabularies can be extremely large for multilingual models.
Since many of those characters may never appear during training, “out-of-vocabulary” issues similar
to those experienced with subword models may arise if we only included codepoints in the training
data [28])'| When extending these methods to training byte-level multilingual models, we observe that
the disparities in fragmentation rates across languages persist . For instance, the English text “Fellow
wrestlers also paid tribute to Luna.” and its Telugu equivalent, “&°¢ g di»gi’o“(i)e» §re oS

dFPHen ©dyow@t.”, contain 43 and 148 UTF-8 bytes, respectively. A fixed compression ratio for both
languages will result in the Telugu text getting over fragmented with requiring close to 3 X more tokens
than English.

In this work, we propose MAGNET (multilingual adaptive gradient-based tokenization) to reduce this
disparity in tokenizer-free multilingual LMs. Our goal is to obtain end-to-end multilingual language
modeling with gradient-based subword tokenization that results in high and similar sequence compression
across languages with varying scripts. We leverage hourglass transformers [30,[31] to efficiently route
byte-level sequences through language-script specific internal boundary predictors trained to infer word
boundaries between byte tokens in a sequence. These boundary predictors are trained end-to-end through
stochastic reparameterisation [[20, 27]]. The inferred boundaries are then used to pool representations
of contiguous tokens in the same segment, after which the pooled (narrow) representation is passed
into the rest of the transformer block. Unlike previous gradient-based tokenization approaches that
apply the same compression rate to all languages in the pretraining data by incorporating a single
boundary predictor within their model architectures, MAGNET employs modularity. It incorporates
multiple language-script specific predictors to achieve equitable segmentation granularity across different
language scripts. We test the effectiveness of MAGNET on equitable fragmentation, model efficiency,
and downstream task performance across nine typologically different languages, comparing to byte-level
models without compression and existing gradient-based tokenization models [31]. Our extensive
experiments demonstrate that our approach MAGNET results in more equitable tokenization when
compared to subword-tokenizers, byte-level tokenizers and previous gradient-based tokenization models.
This in turn leads to faster modelling and competitive performance across downstream-tasksﬂ

! Another disparity with character-level tokenizers is that Chinese-Japanese-Korean scripts use a high number
of Unicode codepoints.

Code and data are publicly available at https://github.com/orevaahia/
magnet—-tokenization
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2 MAGNET: Multilingual Adaptive GradieNt-basEd Tokenization

Our goal is to build a multilingual byte-level language model with equitable segmentation across
languages. We propose to achieve this by dedicating a separate module within the model for each
writing script, to serve as an internal tokenizer for languages that use that script. Our proposed model,
called MAGNET, builds on hourglass transformers 30} [31]], an architecture that was introduced to
efficiently handle long sequences in tokenizer-free models. We make several simple but important
modifications to this architecture in order to obtain equitable segmentation across languages, while
maintaining a high quality of multilingual modeling. In what follows, we explain the main concepts
of hourglass transformers, and then introduce the modifications we make to accommodate equitable
multilingual modeling.

2.1 Background: Hourglass Transformers

The hourglass transformer [31}|30]] is a hierarchical architecture for efficiently handling long sequences.
The architecture has three main components, each consisting of one or more transformer layers: A
tokenization submodule which takes as input a byte sequence and outputs a segmentation, a language
modeling submodule that takes as input the predicted segments or tokens and is then trained to perform
next token prediction, and an upsampling module that takes as input the hidden representations of the
segmentations and converts them back to a byte sequence on which a typical language modeling loss
can be applied. Considering this model as a blackbox, it still performs byte-level language modeling,
however, it requires significantly less compute thanks to the tokenization submodule.

Gradient-based Tokenization This submodule performs two steps. First, the given input sequence
x1,...,zN (where each x; is a byte in our case) is encoded using a small transformer network (with
causal attention) to produce a sequence of hidden vectors hl, ..., h%. Next, a boundary predictor
takes as input each h; and predicts a scalar value between 0 and 1, indicating the probability of position
t to be the end of a segment. It is implemented as

by = p(b; = 1) = o(MLP4(hy)), (1)

where MLP indicates a multi-layer perceptron and o is the sigmoid function. To convert the soft

probabilities to hard segment predictions, a Bernoulli distribution is sampled from, defined by b;. Since
the sampling operation will make the process non-differentiable, hard Gumbel-sigmoid is used, a
stochastic reparameterization of the Bernoulli distribution, following Nawrot et al. [31]]:

1

] , u ~ Uniform(0, 1) 2)

btu
(1- Bt)(l —u)

where 7 is a hyper-parameter. Since this module is differentiable, the segmentations are learned during
training of the full modelE] This module is referred to as “gradient-based tokenization.”

by = sigmoid [log

Language Modeling Given a sequence of segment boundaries b; € {0,1} from the boundary
predictor, this submodule first pools the hidden states belonging to the same segment by averaging
them to form a sequence of representations k!, ..., h,f E] Let ¢y, ...t indicate the positions at
which a boundary is sampled, i.e., for any contiguous pair t;,t;1, the sequence x¢; 41 ... ¢,
forms a “token” ending at position thE] The input representation of this “token” is defined as

hP; = ﬁ i’;tl? 41 M . These representations are then passed through the middle block
of transformer layers (with causal attention) to obtain another sequence of hidden representations
R} ... hM. From the perspective of a subword-tokenizaton based language model, this module is

equivalent to the transformer blocks without the input and output embedding layers.

Upsampling This module converts hfw to probabilities over a byte vocabulary. This involves, first,
upsampling the output of the middle block to the original resolution by duplication followed by skip

3Nawrot et al. [31]] also explore learning the segmentations using supervision from predefined word or subword
boundaries. However, it is not a viable solution for all languages and does not resolve the unfairness issues.

4P, M, and T denote representations in the middle transformer block, after pooling and at the token level.

SThe first token is defined as zg . . . x¢, and the last token as x4, +1 ... N.
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connection: h{ = k! . 4 hl | These vectors are further passed through a small transformer
okl

network followed by an unembedding layer and a softmax to get a probability distribution over which
language modeling loss (cross entropy) can be computed. To prevent the boundary predictor from
collapsing and trivially predicting each position ¢ as a boundary, Nawrot et al. [31] propose adding a
regularizer to the LM objective: — log Binomial(/3; [, k) where,

Binomial(3; N, k) = (]ID BF1—=p)NF and k= th. (3)
N

Here 8 € [0, 1] is a hyperparameter, k defines the number of predicted segments or tokens. Intuitively,
this loss nudges the model to find a k close to 8l which is the mode of the Binomial distribution. In
other words, 3 allows to control the compression rate of the input sequence to approximately %x.

Setting it as 1 will lead to every position being predicted as boundary whereas setting it to 0 will cause
no boundaries to be predicted.

2.2 Adaptive Gradient-Based Tokenization via Multiple Boundary Predictors

To encode the same information, different languages require different number of bytes, owing to their
different inherent efficiencies [3} |25} 133]] as well as restrictions imposed by Unicode mappings, where
non-Latin languages (e.g., Indian languages) may require up to 4 bytes per character In multilingual
models, setting the same compression rate (via 3) for all languages will lead to text in some languages
getting segmented into much longer sequences)’|see Equation (3)). This disparity contributes to higher
compute and memory costs for such languages as well as poorer model performance for downstream
tasks [3]]. This issue parallels subword tokenizers where languages with higher segmentation rates get
disadvantaged due to longer context-length requirements to perform the same task and poorer in-context
learning performance since the same context length fits fewer training instances than other languages
leading to unfairness [} 3} 25} 33]].

To make tokenization more equitable, we propose MAGNET, which efficiently learns to segment
sequences across languages and language scripts with similar granularity. As part of creating equitable
segmentation, we aim to efficiently maximize sequence compression, without having a negative impact
on downstream performance across languages.

Introducing multiple gradient-based tokenizers To achieve this, we propose a modification to the
model architecture that enables the processing of multiple language scripts. Each script has its own
boundary predictor trained with distinct Binomial priors /3 determined based on the scripts’ Unicode
encoding and also tailored to a desired compression rate. This allows us to achieve similar fragmentation
rates across languages, due to variations in compression. The input sequence is tagged with its scrip
and we infer the segmentation by routing it through the appropriate boundary predictor. The remainder
of the model architecture remains the same.

Determining [ for equitable tokenizaton We use the binomial priors § for each boundary predictor
to control the rates of the resulting segmentations for the different scripts. Since we want to impose
equitable lengths across languages, we set the different 5 according to the following process. First, we
choose an anchor language L for each script in our training corpus and define a quantity byte-to-word
ratio R for this script as follows. Let X = {Xy,...,Xp} be a sample of text sequences in language L
from our training corpus with |x;| denoting the byte-length and countys(X;) the number of Word
in sequence x;. We define the average byte-to-word ratio R over X as:

= 1 D i
R= 5>, W @

SThe hidden vectors are shifted by one in order to perform next token prediction.

"nttps://en.wikipedia.org/wiki/UTF-8

$Modeling characters directly may alleviate this issue; however, character-level multilingual models can explode
vocabulary sizes.

°As is the case generally in multilingual modeling, also without boundary predictors.

Determining the script of given text sequence is trivial, we assume every sequence contains a single script.

"For the purposes of this work, words are defined by whitespace boundaries.
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We then set the prior 3 for the corresponding script S to be 1/R. Our final training objective over a
single instance Xx is as follows:

N

Z —logpe(x;i|re;) — A Zﬂ(script(x) = S) log Binomial(8g; N, k)
i=1 S

where [ is the indicator function and script(-) is a function assigning a writing script to a sequence of
bytes x, such assignment can be easily obtained based on codepoint definitions in Unicode.

3 Experimental Setup

3.1 Language Modeling

Pretraining Data We pretrain all models on nine languages (English, Spanish, French, Russian,
Ukranian, Belarusian, Telugu, Bengali and Hindi) divided into three groups, written with distinct scripts:
Latin, Cyrillic, and Indic (Brahmic) scripts. Our choice of selection is based on the linguistic diversity of
these languages and the availability of data for downstream evaluation. Our pretraining data is obtained
from the OSCAR dataset [32]. We present the statistics for each language in[Appendix C|

Baselines We compare MAGNET against Dynamic Token Pooling [31]], which infers boundaries
with a fixed binomial prior 3 for every sequence, irrespective of the language script. This model is
referred to as DTP in the rest of the paper. DTP has a single boundary predictor; we train two versions
of this baseline with the binomial prior £ as 0.2 and 0.1 respectively yielding 5x and 10x compression
respectively. We also compare against a byte-level decoder language model. To ensure fair model
comparisons, this model has a similar architecture as DTP, but without any sequence compression.

MAGNET configurations We compute the
byte-word-ratios’, choosing English, Russian and
Telugu as anchor languages for each the language
script, based on initial explorations. The FLO-
RES [16]] dataset is used for this purpose and
the resulting ratios are approximately 5x, 10x,
and 20x for English, Russian, and Telugu, re-
spectively. Based on these ratios, we train five
MAGNET models with different binomial prior

Table 1: Binomial prior choice for each MAGNET
and DTP model configuration. These combinations
of binomial priors determine the compression rate
of sequences per language script. While DTP uses
fixed priors for all languages, MAGNET is dynamic
and script-specific.

Binomial Prior

combinations maintaining the ratio but adjusting

the multipliers. First, to optimize for word-level Configuration Latin_ Cyrillic _Indic
: - DTP 5x 0.2 0.2 0.2

boundary segmentation, we use the original byte- DTP 10x ol ol o1
to-word ratio configuration, i.e., 5x compression MAGNET (1,2, 4) x 1 05 025
for Latin, 10x compression for Cyrillic and 20 x MAGNET (3,6,12)x = 033 0.17 0083
. . Iy MAGNET (5,10,13)x 02 0.10  0.076
compression for Indic languages within the same MAGNET (5.10.15)x 02 010  0.066
model. The second configuration; (1,2, 4)x is MAGNET (5,10,20)x 0.2 0.10 0.5

the average bytes-to-character ratio for English,

Russian and Telugu. Hence, using this configura-

tion optimizes for fair byte-level-modelling with character-level granularity. The third configuration
(3,6,12)x is based on a hypothesis that it would lead to fair subword-segmentation boundaries. Fi-
nally, since we apply a very high compression on Indic languages, we empirically test two additional
configurations (5, 10, 13)x and (5, 10, 15) x with a reduced compression rate for Indic languages.

Subword Tokenizer Training To compare the segmentation derived from MAGNET to traditional
subword tokenizers, we create byte-level byte pair encoding (BPE) vocabularies containing 50K, 100K
and 250K subword units on our pretraining data. We employ a-sampling to train the tokenizers, typically
used to improve representation of low-resource languages [[10]. That is, we sample documents for each
py
> e
. This increases tokens for low-resource languages and has been shown to reduce

language according to a multinomial distribution with probabilities {¢; };—1... v, where: ¢; =

ng

ij: Nk
bias towards fliglh—resource ones. We consider o« = 0.5, 0.3 consistent with [[10, [12].

with p; =
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Downstream Datasets To demonstrate the effectiveness of MAGNET, we evaluate by finetuning
our trained models on several question answering and classification tasks. Specifically, we evaluate
on XQuAD (question answering) [6]], XNLI (natural language inference) [[11], PAWS-X (paraphrase
detection) [46] from XTREME [19], and SIB 200 (the topic classification) [2]. We provide a detailed
language coverage across all tasks in In addition, to test how adaptation capabilities of
MAGNET, we evaluate on dialectal tasks, specifically ILI [48] the Indo-Aryan Language Identification
(ILI) shared task and HaSCoSVa-2022 [7], hatespeech detection on Spanish dialects. We provide

finetuning details in

3.2 Analyzing segmentation across models

The objective of this analysis is to compare segmentation granularity across different approaches. That
is, we measure whether the same amount of information is conveyed through similar token counts across
various languages. Following previous work [33} 13]], we conduct this analysis with the parallel corpus
FLORES-200 [[16] focusing on the nine languages in our pretraining data.

For byte-level models, segmentation is done by converting each sentence to raw UTF-8 bytes and
computing the average number of bytes per sentence. With the subword tokenizer, each sentence is
segmented using the tokenizer we trained in and the average number of resulting tokens computed
across all sentences. As for gradient-based methods like DTP and our MAGNET, we feed each sentence
into the model and retrieve a sequence of boundary predictions from the boundary predictor layers. The
count of positive predictions determines the number of tokens per sentence.

4 Results

The goal of MAGNET is to learn equitable segmentation during training while maintaining high quality
downstream performance. Ideally, we expect that MAGNET results in higher compression for the
non-Latin script languages, hence balancing segmentation granularity across all languages. This, in turn,
should improve modeling efficiency by reducing computational costs at training and inference time.

4.1 MAGNET results in equitable segmentation across language scripts.

We analyze the segmentation granularity, contrasting
our method with byte-level, subword tokenization, and 100 _
DTP as described in §3.2] Our results in[Figure 2]show P
that MAGNET models produce similar segmentation 0] e e
rates for all languages. The improvement is particularly o

noticeable in non-Latin script languages that are most
susceptible to over-segmentation with the baselines.

-+ BPE 50k alpha 0.3 BPE 250k
-+ BPE 100k =~ alpha 0.3 BPE 100k
601 BPE 250k =~ alpha 0.3 BPE 50k

First, we compare byte-level segmentation to MAG-

,,,,,

NET with the (1, 2,4) x segmentation configuration. P ] —

As described in §3.1] Indic languages have approxi- \’/\/
mately four byte code-points to one character, Cyrillic
languages have approximately two, and many Latin
languages have a one-to-one mapping. Therefore, we en Lo
expect that training MAGNET with the (1,2,4)x con- _.
figuration will result in equitable byte-level modeling F1gur§ 2: Average number of tokens after seg-
across all of these languages. Appendix menting the FLORES dataset. Subword tok-
shows that MAGNET (1,2, 4) x results in a 3x drop enizers apd DTP result in over-segmentation in
in the average number of tokens for the Indic languages, non-Latin script languages, while MAGNET
and close to 2x drop for Cyrillic, while the Latin lan- closes the gap.

guages are not affected. Next, we compare segmen-

tation between DTP 5x, MAGNET at (5, 10, 13) x,

MAGNET at (5,10, 20) x and subword-tokenizers at vocabulary sizes 50k, 100k and 250k with and
without alpha sampling (see §3.1). We find that MAGNET models result in the most equitable segmen-
tation across all languages. In fact, we measure a drop close to 5x in the average number of tokens for
the Indic languages compared to DTP and the subword tokenizers. Notably, we also see that a subword
tokenizer with a large vocabulary size is required to achieve a lower segmentation rate on Cyrillic

Average number of tokens
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languages, whereas for Indic languages, even with a large vocabulary and a sampling, we observe
a pronounced disparity. This contrasts with findings from previous work that o sampling alleviates
tokenization disparities [10]]. Overall, these results suggest that MAGNET learns equitable segmentation
across languages with diverse scripts, while fixed segmentation models like DTP and byte-based subword
tokenizers are sub-optimal and very likely to result in over-segmentation.

4.2 MAGNET maintains performance on downstream tasks.

Our goal is to enforce equitable segmentation

while maintaining model performance across en fr es ru hi bn te Avg
tasffs. Iq -IEJMA ﬁfg Tprese(liltlresults ford tile Bf:Flt)- 8 yte_Level
performing model compared to

and byte-level models (we provide comparisons to PTP & o
all MAGNET models in §5.1). Overall, We find DTP 10x Qe e w3l
that MAGNET models perform better than DTP MAGNET(1,2.4) ><
but are competitive with the byte-level models —\,cveri 6 12) X ,
while being considerably faster and requiring less =

compute. MAGNET(3, 6,12)x performs best """ 1) X ]
on PAWS-X and SIB, while (1,2,4)x performs Figure 3: Language-specific accuracy on the XNLI
best on XNLI and XQUAD. task across byte-level, and all DTP and MAGNET
We report language-specific results on the XNLI models. Results are mostly competitive between
dataset in We see better results with  byte-level and MAGNET models on Latin languages
the MAGNET models even in some cases where ~and Russian.

the models in comparison optimize for a similar

segmentation. For instance, on Spanish, MAG-

NET at (5,10, 15) x outperforms DTP at 5x. On Indic languages, MAGNET models are generally
competitive with the DTP models. We provide more analysis on the trade-offs between downstream
performance and segmentation in §5.1] Results on dialectal tasks are reported in §2| We see competitive
results across all models on all the tasks, suggesting that there is also no negative impact as a result of
adapting the models to their respective dialects.

Model

Table 2: The average performance (accuracy) on downstream tasks on all languages across different
models. We present results for the best-performing MAGNET model: ((3, 6,12) x for PAWS-X and
SIB), ((1,2,4)x for XQUAD and XNLI). Bold indicates the best overall performance provides
more detailed language-specific results.

Model XNLI PAWS-X SIB XQUAD Hascova ILI
Byte-level 68.68 82.18 71.05 44.62 87.38 89.24
DTP5x 68.16 81.29 69.17 43.31 86.87 89.17
DTP10x 67.31 75.99 67.83 35.83 87.62 88.72
MAGNET 68.74 85.41 71.43 44.61 87.25 89.27
(a) In-language tasks. (b) Dialectal tasks.

4.3 MAGNET results in more efficient models.

Comparing inference times across all models, we expect that models which optimize for fixed compres-
sion like DTP would be only efficient for Latin languages because of their lower byte-to-word ratio.
Hence, we anticipate that our routing strategy with the MAGNET models would result in an efficiency
gain for non-Latin script languages. In[Figure 4] we plot the inference time per language in XQUAD,
relative to the inference time of the byte-level models. We show that MAGNET has a shorter inference
time than the byte-level models, comparable to DTP for English and Russian and slightly lower for
Hindi and Russian. If we assume the optimal compression rates for English and Russian to be 5x and
10x, respectively, using a DTP model with a fixed compression rate for both languages requires training
two separate monolingual models to obtain the ideal compression rate for each. However, training a
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single MAGNET (5, 10, 20) x model that dynamically achieves 5x compression rate for English and
10x compression rate for Russian results in a lower inference time for both.

—
o

Inference time (relative)
o
ot

<
o

Byte-level
Fixed compression (5x)

Fixed compression (10x)
MAGNET(1,2,4) x
MAGNET(3, 6, 12) x
MAGNET(5, 10, 20) x

0.29x

Figure 4: Inference time per language in XQUAD, relative to the byte-level model. MAGNET’s
inference time is shorter than the byte-level model and comparable to DTP for most of the languages.

5 Analysis and Discussion

5.1 Trade-off between downstream performance and equitable segmentation

Previous studies have reported correlations be-
tween compression and model performance [[14].
We empirically investigate these tradeoffs by

® Latin 4 Cyrillic = Indic

comparing downstream performance across dif- 8 80|y o P

ferent MAGNET configurations defined in @ g 70|m A A

BIe 1. In the results reported in we g 60 " L
find that the configurations that perform best are &

MAGNET(1,2,4)x and MAGNET(3,6,12)x. &

These configurations are equivalent to fair byte- & 40

level and subword modelling across all languages. i;» 30 1 5 - "

We also report the average task performance per
script at various compression rates in [Figure 5|.
Here we are not looking to compare performance

Compression rate

across language scripts, but rather to assess perfor- - Figure 5: Average task performance vs compression
trade off across language scripts.

mance across different compression rates within
each language script. Our results show that there
is little to no drop in performance for Latin and

Cyrillic languages as compression increases moderately. However, for Indic languages, we see an
average of 5% drop in performance as compression increases.

Table 3: Results (accuracy) from ablations across all MAGNET configurations.

Model XNLI PAWSX SIB XQUAD  Hascova ILI
MAGNET(1,2,4)x 68.74 83.30 71.02 44.61 86.75 88.62
MAGNET (3,6,12)x 68.35 85.41 71.43 43.72 87.13 88.57
MAGNET (5, 10, 20) x 67.50 80.44 71.13 41.06 87.25 89.27
MAGNET (5, 10, 13) x 66.28 79.85 70.64 41.92 87.88 88.35
MAGNET (5, 10, 15) x 67.96 84.79 68.79 42.81 88.37 88.67
(a) In-language tasks (b) Dialectal tasks

5.2 What is the granularity of segmentation across different compression rates?

In §3.1] we highlight that the binomial prior is essential for determining the granularity of the seg-
mentation derived from the boundary predictor. To intrinsically validate that MAGNET indeed learns
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segmentations of similar lengths across different languages, we manually analyze examples from the SIB
corpus, comparing them with DTP at 5x and 10x. As shown in[Table 4 DTP at 5x produces word-level
segmentation for all Latin languages while producing subword-level segmentation for Cyrillic and Indic
languages. At 10x, we see word-level segmentation for Cyrllic languages, phrase-level segmentation for
Latin languages and a mix of subword and word-level segmentation on Indic languages. To achieve word-
level segmentation for all languages, DTP requires training three separate models. However MAGNET
alleviates this requirement by producing a similar segmentation granularity across all the languages. For
comparison, the segmentation granularity of the BPE tokenizer is highly sub-optimal for Indic languages
as shown in Appendix While the BPE tokenizer produces word-level segmentations for Latin
and Cyrillic languages, it produces character-level segmentation for Indic languages. MAGNET, on the
other hand, finds a good balance of segmentation granularity across languages.

Table 4: Segmentation of English, Spanish, Hindi, Russian, Ukranian and Telugu examples from the SIB
corpus. While other models produce different segmentation granularity across languages, MAGNET

consistently produces similar segmentation granularity across languages.
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5.3 Does segmentation significantly change after finetuning?
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Hap || aiavu || Ta || pyx
|Jawa |y || migeo lir |[pax
I, 1| pyx |Jaowm || mpu-
crpiit || y || moiTpi ||.

We investigate the effects of fine-tuning on the resulting segmentation boundaries across various down-
stream tasks. Essentially, we inspect how the boundary prediction changes after fine-tuning for each
downstream task. We find that there are no differences in segmentation before and after fine-tuning
despite updating the parameters of the boundary predictors. While there are a few instances where the
segmentation of the fine-tuned model is different than that of the pretrained model, there is no clear
evidence of the segmentation changing drastically after fine-tuning. In in the Appendix, we
present two examples from the SIB dataset where there is a slight change in segmentation. We found no
indication that any observed changes contribute to or hurt task performance.
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6 Related Work

Overcoming segmentation disparities in subword tokenization In multilingual settings, subword
tokenizers have proven to be prone to over-segmentation, due to the data-driven nature of the BPE
algorithm [39]. Previous work [13} (12} 44] has attempted to address data imbalance issues in subword
tokenizers by over-sampling low-resource languages. Our work shows that this only alleviates the bias on
certain scripts and doesn’t solve the problem. Other studies [[1,136}[17] have also shown that tokenization
in transformers remains biased in favor of high-resource languages. Wang et al. [42] enforce models
to use smaller subword units in high-resource languages to make segmentation fairer. Some works
[23] 18] suggest training multilingual tokenizers on language clusters to mitigate segmentation disparities,
however, this leads to expanded vocabularies. Despite these attempts, it is evident that the training
objectives of subword tokenizers do not effectively align with those of language modeling.

Tokenizer-free language models Language modelling over bytes [45] 4] and pixels [37} 38} 26]
has become desirable, as it removes complicated preprocessing pipelines in modelling. Xue et al. [45]
introduced ByTS5, a tokenizer-free variant of TS5 [35] that processes text at the byte level. However
byte-level encoding over-fragments non-Latin script languages resulting in overly long sequences. Since
byte or character sequences usually result in longer sequences, previous work [30} 9,141} 147131, 115] on
tokenizer-free LMs has introduced novel model architectures to mitigate the computational overhead of
processing raw character or byte text directly. These methods [9} 41} 147, [30] end up segmenting raw
sequences into fixed/dynamic-size patches, which is not suitable for modelling over non-Latin scripts.

7 Conclusion

In this work, we introduce MAGNET, a gradient-based tokenization method to learn equitable seg-
mentation across languages scripts in byte-level multilingual models. MAGNET dynamically routes
byte-level sequences through language-script-specific internal boundary predictors trained to infer word
boundaries through stochastic reparameterisation. We show that MAGNET enables us to learn token
representations with the same granularity across languages compared to vanilla byte-level models and
previous gradient-based tokenization approaches. Our analysis demonstrates that while there are indeed
downstream performance trade-offs as a result of MAGNET inducing high compression on non-Latin
script languages, we are still able to maintain downstream performance quality. Overall, our results
hold promise for future research on equitable segmentation and text processing more generally.
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Appendix

A Limitations

The primary limitation of our work is the restricted resources available for the extensive experiments we
carried out. This constrained the number of languages included in our pretraining data, the size of the
pretraining data itself, and the size of the models. Nonetheless, we hypothesize that our current results
will hold true when replicated with larger models, as MAGNET is likely to provide even greater benefits
when integrated into large models. We leave this to future work to explore further. Another limitation
is the performance-compression trade-offs associated with MAGNET, as some languages are sensitive
to high compression rates. However we note that this is not universal across all tasks. In fact, we argue
that MAGNET offers users the flexibility to optimize for their desired benefits. Finally, MAGNET also
inherits some limitations from previous gradient-based tokenization methods [31}130,!41]] and the vast
majority of segmentation methods. This approach may not be suitable for Semitic languages, where
morphemes are discontinuous and vowels are interspersed between consonant roots for inflection or
sometimes omitted. Computing byte-to-word ratios would be harder in CJK (Chinese, Japanese, and
Korean) languages, as they do not mark word boundaries with space. However we note that our choice
of languages was not influenced by space separation, but rather by linguistic diversity and the availability
of data for downstream evaluation. MAGNET is very flexible and applicable to all languages that can
be expressed with UTF-8, we use byte-word-ratio as a simple proxy to train our boundary predictors
to learn equitable tokenization . We note that byte-word-ratio is not a compulsory proxy and for such
languages other proxies can be used

B Broader Impacts Statement

In this work, we contribute to promoting equitable segmentation in multilingual language models
across various language scripts. Our approach holds promise for enhancing the utility and efficiency
of multilingual language models, particularly benefiting low-resourced and non-Latin script languages
spoken by billions worldwide. We acknowledge limitations of our work in[Appendix Al and strongly
advise against unintended usage of the models. We will release our code and models to facilitate further
research in this direction.

C Dataset Statistics

C.1 Pretraining data

Our pre-training data is obtained from the OSCAR dataset [32]. Due to resource constraints, we only
pretrain our models on a subset of this dataset. The distribution of tokens across languages in displayed

in[Figure 6

C.2 Downstream data

Table 5: Downstream language and task coverage

Dataset Task Languages

XNLI Natural language inference en, fr, es, ru, hi, bn, te
XQUAD Question answering en, es, ru, hi
PAWS-X  Adversarial paraphrase identification en, fr, es

SIB-200 Topic classification en, fr, es, ru, uk, be, bn, te, hi

D Technical Details

Data Preprocessing For all our datasets, we preprocess all text to raw UTF-8 bytes. In the MAGNET
models, we add a unique script identifier to the front of every sequence that guides the models to route
the sequence to the respective script boundary predictor.
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Figure 6: Language statistics in the pretraining data.

D.1 Model Hyperparameters

For all our experiments, we use 14-layer hourglass transformers with 2 layers in the first block, 10 layers
in the second block and 2 layers in the final block. For every transformer layer, the hidden dimension is
768, the intermediate feed-forward dimension is 3072. Each self-attention layer consists of 12 heads.
We use a post-norm architecture, GELU activation function [18]] in feedforward layers and the relative
attention parametrisation from Transformer XL. This brings our model’s size to ~ 126M parameters.
The boundary predictor is a 2-layer MLP that takes in a hidden state as input and outputs a scalar
prediction at each time step. We use the Adam optimizer [21] with (57, 82) and € parameters as (0.9,
0.98) and le-6, respectively. We use a learning rate of Se-5, a warmup ratio of 0.1 and 38,000 training
steps, a batch size of 512 distributed across 4 A40 GPUs. Each batch consists of examples concatenated
up to the maximum sequence length of 512.

D.2 Finetuning

We finetune the pretrained models by appending a linear classification layer and update all parameters
during training. The boundary predictors’ parameters are also updated to ensure that the predicted
segmentations are well adapted to each task. We finetune for 5 epochs with a batch size of 32 and the
same learning rate and warm-up ratio that we used for pretraining. We report accuracy averaged over 2
runs with different random seeds.

E Supplementary Results

E.1 Equitable Segmentation at Byte-Level Granularity
In[Figure 7] we present plots comparing segmentation granularity between (1.) byte-level segmentation

and MAGNET(1, 2,4) x. (2) Between DTP 5x, MAGNET at (5, 10, 13) x, MAGNET at (5, 10, 20) X
and subword-tokenizers at vocabulary sizes 50k, 100k and 250k with and without alpha sampling (see

section 3.1))

E.2 Downstream Tasks

We present language-level results (accuracy) across all tasks and models in [Table 6|
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Table 6: Language-level results across all tasks

Model en fr es ru hi bn te | Avg
Byte-Level 74772 7089 7177 67.89 6289 67.93 66.90| 69.12
DTP 5x 73.18 70.19 69.78 66.96 61.79 67.11 66.12| 66.74
DTP 10x 7192 68.05 68.13 67.00 61.26 65.79 65.49| 66.38
MAGNET(1,2,4) x 74.44 70.63 7199 6748 64.73 67.44 66.88| 69.17
MAGNET(3,6,12) x 7441 70.83 70.78 67.66 61.57 6532 65.14| 67.53
MAGNET(5, 10, 20) x 7371 7023 71.15 66.35 61.72 65.12 65.01| 67.13
MAGNET(5, 10, 13) x 73.97 70.38 70.58 66.85 6242 66.11 65.46| 67.97
MAGNET(5, 10, 15) x 73.57 70.82 7136 67.02 61.89 6543 64.96| 67.86
(a) XNLI
Model en fr es | Avg en es ru hi | Avg
Byte-Level 85.70 80.45 80.40| 82.18  55.61 53.225 40.49 29.18 | 44.62
DTP 5x 84.13 80.20 79.55]| 81.29 5140 49.85 41.62 30.39| 43.31
DTP 10x 76.13 76.10 75.75| 75.99  40.68 37.75 38.09 26.79 | 35.82
MAGNET(1, 2,4)x 87.63 81.73 80.55| 83.30 5594 51.78 41.75 28.98 | 44.61
MAGNET(3, 6, 12)x 87.60 8398 84.65| 8541 5532 5246 41.29 25.82| 43.72
MAGNET(5,10,20)x  82.05 78.83 80.45| 80.44 53.12 50.29 39.61 21.23| 41.06
MAGNET(5,10,13)x  81.40 78.28 79.10| 79.59  53.13 50.16 3831 26.07| 41.92
MAGNET(5,10,15)x  87.78 83.05 83.55| 84.79 53.14 51.88 39.82 26.41 | 42.81
(b) PAWSX (c) XQUAD
Model en es fr ru be uk  bn te hi | Avg
Byte-Level 76.96 72.06 71.57 7598 71.07 72.55 63.00 68.63 67.65 71.05
DTP 5x 73.28 73.03 69.60 70.34 73.77 70.83 62.01 66.18 63.48| 69.17
DTP 10x 73.28 68.38 68.14 67.89 70.83 67.89 63.24 66.67 64.21| 67.83
MAGNET(1,2,4)x 7525 73.04 72.55 75.00 70.09 70.59 63.24 66.43 73.04| 71.02
MAGNET(3, 6, 12)x 79.17 77.94 75.69 75.00 75.74 73.29 56.62 59.31 56.13| 69.87
MAGNET(5,10,20)x  80.15 78.92 77.70 7598 76.47 74.02 49.75 53.90 51.96| 68.76
MAGNET(5,10,13)x  79.17 79.66 73.78 71.57 73.78 71.33 59.07 65.68 61.76| 70.64
MAGNET(5,10,15)x  80.64 78.92 74.80 72.30 76.23 72.31 56.37 52.94 54.66| 68.79

(d) SIB-200
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Figure 7: Average number of tokens after segmenting the FLORES dataset. Evidently subword
tokenizers and DTP result in over-segmentation in non-Latin script languages, while MAGNET closes

the gap.

Table 7: English and Russian instances from the SIB dataset showing slight changes in segmentation
before and after fine-tuning. Segmentation for these examples was performed using the MAGNET (5x,

10x, 20x).
Lang  Text Finetuning Segmentation Pretraining Segmentation
en Last month a presidential Last || month || a || presiden || tial || com- Last || mon || th || a || presiden || tial || comm

commission recommended the
prior CEP’s resignation as part
of a package of measures to
move the country towards new
elections.

mission || recommen || ded || the || prior ||
CEP’s || resign || a || tion || as || part || of ||
a || package || of || measures || to || move ||
the || country || towards || new || e || lec ||
tions.

|| ission || recommended || the || prior ||
CEPs || resign || ation || as || part || of || a ||
package || of || measures || to || move || the
|| country || towards || new || e || lections.

ru

B nmpouuiom Mecsue npesu-
JIEHTCKasi KOMHUCCHSA PEKo-
MeH/I0BaJia NpeAbAyIeMy
BpemeHHOMy u30upartesib-
HOMY COBETy YHTH B OT-
CTaBKy B KayecTBe YacTu
nakeTa Mep JJIs ABUXXEHUsA
CTpaHbI K HOBBIM BHIOOpaM.

B mpo || uutoMm || mecse || mpe3uge ||
urc || kas || komu || ccu || 5 || pexo-
we || nnosana | mpesia || y | memy |
Bpewme || HHOMY || n3buparesns || Homy
|| coBety || yittu || B oTCTaBKYy || B Ka-
JecTBe || yacTH || makera || mep || mna
JABIUKe || HUA || cTpaHsI || K HOBBIM ||
BbIOOpaM

B npo || uutom || Mecsre || mpe3uge ||
HTC || Kas || Komuccus || pexome || HIO-
Baja || mpegsiny || memy | Bpeme ||
HHOMY || n3buparess || HoMmy || coe-
Ty || yitTu || B OTCTaBKy || B KauecTse ||
vacTu || makera || mep || mia gerke ||
HUA || CTpaHsI || K HOBBIM || BBIGOpaMm.
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NeurIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We demonstrate through extensive experiments and analysis that our approach
leads to equitable segmentation rates across language scripts.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims made
in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or NA
answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how much
the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We provide a “Limitations” section that highlights the shortcomings of our
approach such as “extension to Semitic languages” and compute-constraints.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate “Limitations” section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings, model
well-specification, asymptotic approximations only holding locally). The authors should
reflect on how these assumptions might be violated in practice and what the implications
would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was only
tested on a few datasets or with a few runs. In general, empirical results often depend on
implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be used
reliably to provide closed captions for online lectures because it fails to handle technical
jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and
how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an important
role in developing norms that preserve the integrity of the community. Reviewers will be
specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?
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Answer:
Justification: The paper doesn’t include and theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

 All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if they
appear in the supplemental material, the authors are encouraged to provide a short proof
sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide a detailed description of the model architecture, both visually and
in-writing. We also provide details about our entire experimental-setup.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived well
by the reviewers: Making the paper reproducible is important, regardless of whether the
code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct the
dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors
are welcome to describe the particular way they provide for reproducibility. In the
case of closed-source models, it may be that access to the model is limited in some
way (e.g., to registered users), but it should be possible for other researchers to have
some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instructions
to faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]
Justification: We provide a link to our code and data.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https :
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how to
access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* Atsubmission time, to preserve anonymity, the authors should release anonymized versions

(if applicable).

Providing as much information as possible in supplemental material (appended to the

paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide details about our entire experimental setup inclusing model hyper
parameters.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We report results averaged over 2 runs with different random seeds.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer ”Yes” if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall run
with given experimental conditions).

» The method for calculating the error bars should be explained (closed form formula, call
to a library function, bootstrap, etc.)
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8.

10.

 The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error of
the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality
of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error
rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the
experiments?

Answer: [Yes]
Justification: We provided details about the computational resources used in this project
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or
cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than
the experiments reported in the paper (e.g., preliminary or failed experiments that didn’t
make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: Our work adheres to the NeurIPS Code of Ethics, there are no harmful impacts
that could result from our methods.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

¢ The authors should make sure to preserve anonymity (e.g., if there is a special consideration
due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?

Answer: [Yes]

Justification: In the appendix we write a broader impact statement outlining the positive impacts
of our work and discouraging malicious use.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations (e.g.,
deployment of technologies that could make decisions that unfairly impact specific groups),
privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied to
particular applications, let alone deployments. However, if there is a direct path to any
negative applications, the authors should point it out. For example, it is legitimate to point
out that an improvement in the quality of generative models could be used to generate
deepfakes for disinformation. On the other hand, it is not needed to point out that a
generic algorithm for optimizing neural networks could enable people to train models
that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is being
used as intended and functioning correctly, harms that could arise when the technology is
being used as intended but gives incorrect results, and harms following from (intentional
or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks, mecha-
nisms for monitoring misuse, mechanisms to monitor how a system learns from feedback
over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA|
Justification: Our work poses no such risks
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not
require this, but we encourage authors to take this into account and make a best faith
effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?

Answer: [Yes]
Justification: All datasets and assets are properly cited and attributed to the respective creators.
Guidelines:

* The answer NA means that the paper does not use existing assets.
¢ The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets|has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.
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« If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

* The paper should discuss whether and how consent was obtained from people whose asset
is used.

¢ At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well
as details about compensation (if any)?

Answer: [NA]
Justification:This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribution
of the paper involves human subjects, then as much detail as possible should be included
in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution)
were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

47814 https://doi.org/10.52202/079017-1514





