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Abstract

Autoregressively trained transformers have brought a profound revolution to the
world, especially with their in-context learning (ICL) ability to address downstream
tasks. Recently, several studies suggest that transformers learn a mesa-optimizer
during autoregressive (AR) pretraining to implement ICL. Namely, the forward
pass of the trained transformer is equivalent to optimizing an inner objective
function in-context. However, whether the practical non-convex training dynamics
will converge to the ideal mesa-optimizer is still unclear. Towards filling this
gap, we investigate the non-convex dynamics of a one-layer linear causal self-
attention model autoregressively trained by gradient flow, where the sequences are
generated by an AR process ;1 = Wx,. First, under a certain condition of data
distribution, we prove that an autoregressively trained transformer learns W by
implementing one step of gradient descent to minimize an ordinary least squares

(OLS) problem in-context. It then applies the learned W for next-token prediction,
thereby verifying the mesa-optimization hypothesis. Next, under the same data
conditions, we explore the capability limitations of the obtained mesa-optimizer.
We show that a stronger assumption related to the moments of data is the sufficient
and necessary condition that the learned mesa-optimizer recovers the distribution.
Besides, we conduct exploratory analyses beyond the first data condition and prove
that generally, the trained transformer will not perform vanilla gradient descent for
the OLS problem. Finally, our simulation results verify the theoretical results, and
the code is available at https://github.com/ML-GSAl/MesaOpt-AR-Transformer.

1 Introduction

Foundation models based on transformers [1] have revolutionized the AI community in lots of
fields, such as language modeling [2} 3 145 155 6], computer vision [[75 I8; |95 [10] and multi-modal
learning [115 12§ [135 [14; [15]]. The crux behind these large models is a very simple yet profound
strategy named autoregressive (AR) pretraining, which encourages transformers to predict the next
token when a context is given. In terms of the trained transformers, one of their most intriguing
properties is the in-context learning (ICL) ability [2], which allows them to adapt their computation
and perform downstream tasks based on the information (e.g. examples) provided in the context
without any updates to their parameters. However, the reason underlying the emergence of ICL ability
is still poorly understood.
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Recently, we are aware that some preliminary studies [16}[17] have attempted to understand the ICL
ability from the AR training and connected its mechanisms to a popular hypothesis named mesa-
optimization [18]], which suggests that transformers learn some algorithms during the AR pretraining.
In other words, the inference process of the trained transformers is equivalent to optimizing some
inner objective functions on the in-context data.

Concretely, the seminal work [16] constructs a theoretical example where a single linear causally-
masked self-attention layer with manually set parameters can predict the next token using one-
step gradient-descent learning for an ordinary least squares (OLS) problem over the historical
context. Moreover, they conduct numerous empirical studies to establish a close connection between
autoregressively trained transformers and gradient-based mesa-optimization algorithms. Built upon
the setting of [[L6], recent work [17] precisely characterizes the pretraining loss landscape of the one-
layer linear transformer trained on a simple first-order AR process with a fixed full-one initial token.
As a result, they find that the optimally-trained transformer recovers the theoretical construction
in [16]]. However, their results rely on imposing the diagonal structure on the parameter matrices of
the transformer and do not discuss whether the practical non-convex dynamics can converge to the
ideal global minima. Besides, it is still unclear about the impact of data distribution on the trained
transformer, which has been proven to be important in practice [[19; 20; 215 22] and theory [23]].

In this paper, we take a further step toward understanding the mesa-optimization in autoregressively
trained transformers. Specially, without an explicit diagonal structure assumption, we analyze the
non-convex dynamics of a one-layer linear transformer trained by gradient flow on a controllable
first-order AR process, and try to answer the following questions rigorously:

1. When do mesa-optimization algorithms emerge in autoregressively trained transformers?

2. What is the capability limitation of the mesa-optimizer if it does emerge?

Our first main contribution is to characterize a sufficient condition (Assumption @.T)) on the data
distribution for a mesa-optimizer to emerge in the autoregressively trained transformer, in Section[4.1]
We note that any initial token x; whose coordinates x1; are i.i.d. random variables with zero mean
and finite moments satisfy this condition, including normal distribution N'(04, 0%I;). Under this
assumption, the non-convex dynamics will exactly converge to the theoretical construction in [[16]
without any explicit structural assumption in [17], resulting in the trained transformer implementing
one step of gradient descent for the minimization of an OLS problem in-context.

Our second main contribution is to characterize the capability limitation of the obtained mesa-
optimizer under Assumption[d.1]in Section[d.2] We characterize a stronger assumption (Assump-
tion[4.2)) related to the moment of data distribution as the necessary and sufficient condition that the
mesa-optimizer recovers the true distribution (a.k.a. predict the next token correctly). Unfortunately,
we find that the mesa-optimizer can not recover the data distribution when the initial token is sampled
from the standard normal distribution, which suggests that ICL by AR pretraining [16}17] is different
from ICL by few-shot learning pretraining [24; 25526 275 2851295 130; 23] (see details in Section E]), a
setup attracting attention from many theorists recently. We think ICL in the setting of AR pretraining
needs more attention from the theoretical community.

In Section[4.3] we further study the convergence of the training dynamics when Assumption[4.1]does
not hold anymore by adopting the setting in [17]. In this case, as a complement of [17]], we prove that
under a similar but weaker structural assumption, training dynamics will converge to the theoretical
construction in [16] and the trained transformer implements exact gradient-based mesa-optimization.
However, we prove that without any structural assumption, the trained transformer will not perform
vanilla gradient descent for the OLS problem in general. Finally, we conduct simulations to validate
our theoretical findings in Section[f]

2 Additional related work

2.1 Mesa-optimization in ICL for few-shot linear regression

In addition to AR pretraining, much more empirical [31f 25 [32f 33]] and theoretical studies [24}
26512751285 1295 134; 130] have given evidence to the mesa-optimization hypothesis when transformers
are trained to solve few-shot linear regression problem with the labeled training instances in the
context. On the experimental side, for example, the seminal empirical works by [31;135]] considers
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ICL for linear regression, where they find the ICL performance of trained transformers is close to
the OLS. On the theoretical side, considering a one-layer linear transformer, [26;24] prove that the
global minima of the population training loss is equivalent to one step of preconditioned gradient
descent. Notably, [24] further proves that the training dynamics do converge to the global minima,
and the obtained mesa-optimizer solves the linear problem. For multi-layer attention models, recent
works suggest that they can perform efficient high-order optimization algorithms such as Newton’s
method [36; 37;|34]]. Unfortunately, the pretraining goal of these studies is different from the AR
training. Therefore, it is still unclear whether these findings can be transferred to transformers
autoregressively trained on sequential data.

2.2 Other explanations for ICL

In addition to the mesa-optimization hypothesis, there are other explanations for the emergence of
ICL. [38;139;140; 41]] explain ICL as inference over an implicitly learned topic model. [42] connects
ICL to multi-task learning and establishes generalization bounds using the algorithmic stability
technique. [43] and [44] study the implicit bias of the next(last)-token classification loss when each
token is sampled from a finite vocabulary. Specially, [44] proves that self-attention with gradient
descent learns an automaton that generates the next token by hard retrieval and soft composition.
[45] explains ICL as kernel regression. These results are not directly comparable to ours because we
study the ICL of a one-layer linear transformer with AR pretraining on the first-order AR process.

3 Problem setup

Elementary notations. We define [n] = {1,2,...,n}. We use lowercase, lowercase boldface, and
uppercase boldface letters to denote scalars, vectors, and matrices, respectively. For a vector a, we
denote its i-th element as a;. For a matrix A, we use Ay, A.; and A;; to denote its k-th row, k-th
column and (%, j)-th element, respectively. For a vector a (matrix A), we use a* (A*) to denote its
conjugate transpose. Similarly, we use @ and A to denote their element-wise conjugate. We denote
the n-dimensional identity matrix by I,,. We denote the one vector of size n by 1,,. In addition, we
denote the zero vector of size n and the zero matrix of size m x n by 0,, and 0, x ,, respectively. We
use ® and ® to denote the Kronecker product and the Hadamard product, respectively. Besides, we
denote Vec(-) the vectorization operator in column-wise order.

3.1 Data distribution

We consider a first-order AR process as the underlying data distribution, similar to recent works on
AR pretraining [16;[17]. Concretely, to generate a sequence (1, . .., ) € C¥*7T, we first randomly
sample a unitary matrix W € C9*? uniformly from a candidate set Py = {diag(\1, ..., \q) |
|A\i] = 1,Vi € [d]} and the initial data point &, from a controllable distribution Dy, to be specified
later, then the subsequent elements are generated according to the rule ;11 = W, fort € [T — 1].
For convenience, we denote the vector (A1,...,\q) " by A. We note that the structural assumption
on W is standard in the literature on learning problems involving matrices [46}[17]]. In addition, it
is a natural extension of the recent studies on ICL for linear problems [24; 26} 28} 295 [30], where
they focusony = w'x = 1;diag(w)a:. Furthermore, adopting this new data model is a necessary
approach to investigate AR pretraining because the regression dataset in the previous ICL theory is
not suitable since each token x; does not have a relation with the context. In this paper, we mainly
investigate the impact of the initial distribution D, on the convergence result of the AR pretraining.

3.2 Model details

Linear causal self-attention layer. Before introducing the specified transformer module we will
analyze in this paper, we first recall the definition of the standard causally-masked self-attention
layer [[I]], whose parameters @ includes a query matrix W@ € R% *Xde 3 key matrix WK ¢ Rk xde
a value matrix WV € R *de_a projection matrix W¥ € R *9v and a normalization factor p; > 0.
At time step t, let E; = (eq, ..., e;) € R%*? be the tokens embedded from the prompt sequence
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P, = (xy,..., ;) € C¥?, the causal self-attention layer will output

(WKE;)*WQet> € Cle,
¢

where the softmax operator is applied to each column of the input matrix. Similar to recent theoretical
works on ICL with few-shot pretraining [24; 255 [165 [1'7; 265 275 1285 29], we consider the linear
attention module in this work, which modifies the standard causal self-attention by dropping the
softmax operator. Reparameterizing WX®@ = WX*W® and WY = WPWV, we have 6 =
(WEQ WPV, and the output can be rewritten as:

fi(Ey;0) = e, + WEWV E, - softmax (

E;WEQe,

Pt .
Though it is called linear attention, we note that the output f;(E;; ) is non-linear w.r.t. the input
tokens E; due to the existence of the E, E}. In terms of the normalization factor p, like existing

works [24 26]], we take it to be ¢ — 1 because each element in E, E} is a Hermitian inner product of
two vectors of size t.

fi(E;0)=e + WPVE, .

Embeddings. We adopt the natural embedding strategy used in recent studies on AR learning [16}

17]. Given a sequence P, = (z1, ..., ®;), the i-th token is defined as e; = (0, =,z ;)" € C39,
thus the corresponding embedding matrix E; can be formally written as:
0, 04 --- 0Oy
Et:(el,...,et): xr1 T - Ty E(CSdXt,
Lo L1 - L1

where ©(y = 04 as a complement. This embedding strategy is a natural extension of the existing
theoretical works about ICL for linear regression [30;24; 255 126; 28} 129]. The main difference is that
the latter only focus on predicting the last query token while we need to predict each historical token.
We note that practical transformers do learn similar token construction in the first softmax attention
layer (e.g., see Fig. 4B in [LLO]).

Next-token prediction. Receiving the prompt P; = (1, ..., x;), the network’s prediction for the
next element x;; will be the first d coordinates of the output f;(E,; @), aligning with the setup
adopted in [16;[17]. Namely, we have

G:(E1;0) = [fu(Ey; 0)]1:a € C*.
Henceforth, we will omit the dependence on E; and 0, and use ¥; if it is not ambiguous. Since only

the first d rows are extracted from the output by the attention layer, the prediction ¥; just depends on
some parts of WV and WK< Concretely, we denote that

WEY WEY WhY wEke whe wke
whv = Wyl Wyl Wy JWEL =W Wi wpi? |,
WsW Wi Wiy ngfQ ngz(Q W?f?fQ

where W.. ", W, ~ € orall e,y € |3]. Then the y; can be written as
here WAV, W59 € R%*d forall i, j € [3]. Then the ; can be wri

T ek K K
Et Et (WQQQ W23Q> eg’.

g = (W Wi 3 i
( ) W32Q W33Q

(D

Pt

Here E* = (e%,...,e%) € C?¥*! denotes the last 2d rows of the E;, where ¥ = (z], x| |)T.
Therefore, we only need to analyze the selected parameters in Eq. [I|during the training dynamics.
The derivation of Eq. [I|can be found in Appendix

3.3 Training procedure

Loss function. To train the transformer model over the next-token prediction task, we focus on
minimizing the following population loss:

T—-1 T—1 1
LO) =) L(6) =) Euw {QII@ - $t+1||§} : )
t=2 t=2
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where the expectation is taken with respect to the start point ; and the transition matrix W.
Henceforth, we will suppress the subscripts of the expectation for simplicity. The population loss is
a standard objective in the optimization studies [24}47]], and this objective has been used in recent
works on AR modeling [16;|[17]. The summation starts from ¢ = 2 because we do not have any
information to predict x5 given only ;.

Initialization strategy. We adopt the following diagonal initialization strategy, and similar settings
have been used in recent works on ICL for linear problem [24;30; [17]].

Assumption 3.1 (Diagonal initialization). At the initial time T = 0, we assume that

X« Odxa Ogxa Ogxd - Ogxda  bolg Ogxq
w Q(O) =1 04xd Oaxd Odixa | ,W""(0)=|04xa Odxa Oaxd |,
Ogxa aoly Ogxq Odxd Ogxa Odxd

where the red submatrices are related to the y, and changed during the training process.

The most related paper [[17] considers a stronger diagonal structure than ours, and it only investigates
the loss landscape. Our results deepened the understanding of AR transformers by considering
practical training dynamics. We think this assumption might be inevitable for a tractable analysis
and leave theory for standard (Gaussian) initialization to future work. In Section[6] we also conduct
experiments under standard initialization, which further supports the rationality of Assumption[3.1]

Optimization algorithm. We utilize the gradient flow to minimize the learning objective in Eq.
which is equivalent to the gradient descent with infinitesimal step size and governed by the ordinary
differential equation (ODE) £10 = —V L(#).

4 Main results

In this section, we present the main theoretical results of this paper. First, in Section4.I] we prove that
when D, satisfies some certain condition (Assumption , the trained transformer implements one
step of gradient descent for the minimization of an OLS problem, which validates the rationality of the
mesa-optimization hypothesis [16]]. Next, in Section[4.2] we further explore the capability limitation
of the obtained mesa-optimizer under Assumption 4.1} where we characterize a stronger assumption
(Assumption as the necessary and sufficient condition that the mesa-optimizer recovers the true
distribution. Finally, we go beyond Assumption[d.1] where the exploratory analysis proves that the
trained transformer will generally not perform vanilla gradient descent for the OLS problem.

4.1 Trained transformer is a mesa-optimizer

In this subsection, we show that under a certain assumption of D, , the trained one-layer linear
transformer will converge to the mesa-optimizer [16;/17]]. Namely, it will perform one step of gradient
descent for the minimization of an OLS problem about the received prompt. The sufficient condition
of the distribution D, can be summarized as follows.

Assumption 4.1 (Sufficient condition for the emergence of mesa-optimizer). We assume that the
distribution Dy, of the initial token ®, € R satisfies By, ~p,, [21:,272, -~ 2]} ] = 0 for any
subset {i1, ... in | n < 4} of [d], and 1y, .. .7, € N. In addition, we assume that k, = E[z1,],

wg = E[zf;] and k3 = 3, E[a3;x1,] are finite constant for any j € [d].

Finding Assumption 4.1 is non-trivial since we need to derive the training dynamics first. The key
intuition of this assumption is to keep the gradient of the non-diagonal elements of W:g 9 and whVv
as zero, thus they can keep diagonal structure during the training. We note that any random vectors
x, whose coordinates x1; are i.i.d. random variables with zero mean and finite moments of order
2, 4, and 6 satisfy this assumption. For example, it includes the normal distribution N'(04, 02 1),
which is a common setting in the learning theory field [47; 481495 150; 51]]. Under this assumption,
the final fixed point found by the gradient flow can be characterized as the following theorem.

Theorem 4.1 (Convergence of the gradient flow, proof in Section [5). Consider the gradient flow
of the one-layer linear transformer (see Eq.[I)) over the population AR pretraining loss (see Eq.[2)).
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Suppose the initialization satisfies Assumption 3.1} and the initial token’s distribution D, satisfies
Assumptiond.1) then the gradient flow converges to

WQIEQ ngng ~ [0O4xa Ogxa ([
—LL - =2 al; Ogua)’ (Wll’;\/ ngv) = (bId ded) .
Though different initialization (ag, by) lead to different (a, E) the solutions’ product ab satisfies

~7 K1
ab =

- T—1 1
K3 1
Ko+ 725 22 =1

As far as we know, Theorem [4.1]is the first theoretical result for the training dynamics and the mesa-
optimization hypothesis of autoregressive transformers. The technical challenge compared to existing
ICL theory for regression [24] mainly has two parts. First, our data model breaks the independence
between data at different times, which causes difficulty in decomposing and estimating the gradient
terms. Second, we modify the embedding strategy (more dimensions), scale the attention model
(much more parameters), and change the loss function (more terms) to perform the full AR pertaining.
All these parts are not well studied in the literature and make the gradients more complicated.

Theorem@]is also a non-trivial extension of recent work [[17]], which characterizes the global minima
of the AR modeling loss when imposing the diagonal structure on all parameter matrices during the
training and fixing «; as 14. In comparison, Theorem 4.1 does not depend on the special structure,
and further investigates when the mesa-optimizer emerges in practical non-convex optimization.

We highlight that the limiting solution found by the gradient flow shares the same structure with
the careful construction in [16]], though the pretraining loss is non-convex. Therefore, our result
theoretically validates the rationality of the mesa-optimization hypothesis [16] in the AR pretraining
setting, which can be formally presented as the following corollary.

Corollary 4.1 (Trained transformer as a mesa-optimizer, proof in Appendix[A.3). We suppose that the
same precondition of Theoremholds. When predicting the (t+ 1)-th token, the trained transformer
obtains W by implementing one step of gradient descent for the OLS problem Lors (W) =

%Ef;i [Tit1 — We; @

2, starting from the initialization W = 044 with a step size —

4.2 Capability limitation of the mesa-optimizer

Built upon the findings in Theorem 4.1} a simple calculation (details in Appendix shows that the
prediction of the obtained mesa-optimizer given a new test prompt of length 7}, is

yr,, = W NEZ?El_l T ) 3)
yTte - a /—Z'vte -1 Tte-

It is natural to ask the question: where is the capability limitation of the obtained mesa-optimizer, and
what data distribution can the trained transformer learn? Therefore, in this subsection, we study under
what assumption of the initial token’s distribution D, , the one step of gradient descent performed
by the trained transformer can exactly recover the underlying data distribution. First, leveraging the
result from Eq.[3} we present a negative result, which proves that not all D, satisfies Assumption .|
can be recovered by the trained linear transformer.

Proposition 4.1 (AR process with normal distributed initial token can not be learned, proof in
Appendix . Let Dy, be the multivariate normal distribution N'(04, 0?1,) with any o > 0, then
the "simple" AR process can not be recovered by the trained transformer even in the ideal case with
long training context. Formally, when the training sequence length Ty, is large enough, for any test
context length Ty, and dimension j € [d), the prediction from the trained transformer satisfies

Wr,.); 1
B, | —ITeli g, 2
1’W[(VWTM)J'] M

Therefore, the prediction yr,, will not converges to the true next token Wxr,..
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Proposition [4.1] suggests that ICL by AR pretraining [16; 17] is different from ICL by few-shot
pretraining [24} 255 265 12'7; 1285 1295 305 23], which attracts much more attention from the theoretical
community. In the latter setting, recent works [24} [26] proves that one step of gradient descent
implemented by the trained transformer can in-context learn the linear regression problem with input
sampled from A/ (04, 02I;). However, in the AR learning setting, the trained linear transformer fails.

This negative result shows that one-step GD learned by the AR transformer can not recover the
distribution, but this can be solved by more complex models. Even for more complex data (W is
not diagonal), [16] has empirically verified that multi-layer linear attention can perform multi-step
gradient descent to learn the data distribution. Therefore, to address the issue, future works are
suggested to study more complex architecture such as softmax attention [30], multi-head attention [52f
53;154], deeper attention layers [S55 [16], transformer block [56; 1575 58], and so on. Future theory
considering more complex AR transformers can adopt the same data model and token embeddings in
this paper, and try to use a similar proof technique to derive the training dynamics.

Proposition implies that if we want the trained transformer to recover the data distribution by
performing one step of gradient descent, a stronger condition of D, is needed. Under Assumption

the following sufficient and necessary condition related to the moment of D,,, is derived from E(%
by letting gy, converges to Wa, when context length T3, and Ty, are large enough.

Assumption 4.2 (Condition for success of mesa-optimizer). Based on Assumption we further

Tte—1 *
Zi:l TiT;

suppose that ’:—; 1

T, — T, forany x1 and W, when Ty is large enough.

Assumption [4.2]is strong and shows the poor capability of the trained one-layer linear transformer
because common distribution (e.g. Gaussian distribution, Gamma distribution, Poisson distribution,
etc) always fails to satisfy this condition. Besides, it is a sufficient and necessary condition for the
mesa-optimizer to succeed when the distribution D, has satisfied Assumption thus can not be
improved in this case. We construct the following example that satisfies Assumption[d.2]

Example 4.1 (sparse vector). If the random vector z; € R? is uniformly sampled from the candidate
set of size 2d {#(c,0,...,0)",£(0,¢,...,0)7,£(0,...,0,¢) "} for any fixed ¢ € R, then the
distribution D, satisfies Assumption[4.2] The derivation can be found in Appendix [A.5]

For completeness, we formally summarize the following distribution learning guarantee for the
trained transformer under Assumption[3.T]and

Theorem 4.2 (Trained transformer succeed to learn the distribution satisfies Assumption[4.2] proof
in Appendix [A.6). Suppose that Assumption[3.1|and[d.1| holds, then Assumption[d.2]is the sufficient
and necessary condition for the trained transformer to learn the AR process. Formally, when the
training sequence length T}, and test context length Ty, are large enough, the prediction from the
trained transformer satisfies

@\Tte — Wthea Tt’hTte — +00.

4.3 Go beyond the Assumption4.1]

The behavior of the gradient flow under Assumption [4.1|has been clearly understood in Theorem 4.1}
The follow-up natural question is what solution will be found by the gradient flow when Assump-
tion[4.1]does not hold. In this subsection, we conduct exploratory analyses by adopting the setting
in [[17], where the initial token a4 is fixed as 1.

First, sharing the similar but weaker assumption of [17]], we impose Wg 9 and WLV to stay diagonal
during training by masking the non-diagonal gradients, then the trained transformer will perform one
step of gradient descent, as suggested by [L7]. Formally, it can be written as follows.

Theorem 4.3 (Trained transformer as mesa-optimizer with non-diagonal gradient masking, proof in
Appendix[A7). Suppose the initialization satisfies Assumption[3.1] the initial token is fixed as 1q4,
and we clip non-diagonal gradients of W;;Q and WY during the training, then the gradient flow
of the one-layer linear transformer over the population AR loss converges to the same structure as
the result in Theorem[4.1} with

- 1

ab = 14 4=1 T-1 1
T—2 t=2 t—1

Therefore, the obtained transformer performs one step of gradient descent in this case.
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Theorem [4.3] can be seen as a complement and an extension of Proposition 2 in [17] from the
perspective of optimization. We note that [[17] assumes all the parameter matrices to be diagonal and
only analyzes the global minima without considering the practical non-convex optimization process.

Next, we adopt some exploratory analyses for the gradient flow without additional non-diagonal
gradient masking. The convergence result of the gradient flow can be asserted as the following
proposition. The key intuition of its proof is that when the parameters matrices share the same
structure as the result in Theorem the non-zero gradients of the non-diagonal elements of W?g Q
and W5V will occur. In addition, we note the result does not depend on Assumption

Proposition 4.2 (Trained transformer does not perform on step of gradient descent, proof in Ap-
pendix [A.8). The limiting point found by the gradient does not share the same structure as that in
Theorem thus the trained transformer will not implement one step of vanilla gradient descent for

minimizing the OLS problem 3 '} ||lzip1 — W, |2

To fully solve the problem and find the limiting point of the gradient flow in this case (or more
generally, any case beyond Assumption [3.1]and [4.1)), one can not enjoy the diagonal structure of
Wf; ? and WLV anymore. When Wg < and WV are general dense matrices, computation of the
gradient will be much more difficult than that in Proposition [4.2] Therefore, we leave the general
rigorous result of convergence without Assumption [3.1)and .| for future work.

We are aware that recent theoretical studies on ICL for linear regression have faced a similar
problem. [24; 26; 23] find that when the input’s distribution does not satisfy Assumption4.T|(e.g.,
N (04,3)), the trained transformer will implement one step of preconditioned gradient descent on
for some inner objective function. We conjecture similar results will hold in the case of in-context
AR learning. We will empirically verify this conjecture when « is a full one vector, in Section [§]

5 Proof skeleton

In this section, we outline the proof ideas of Theorem[.T] which is one of the core findings of this
paper, and also a theoretical base of the more complex proofs of Theorem 4.3 and Proposition
The full proof of this Theorem is placed in Appendix [A.2]

The first key step is to observe that each coordinate of prediction 4; (Eq.[1) can be written as the
output of a quadratic function, which will greatly simplify the follow-up gradient operation.

Lemma 5.1 (Simplification of y; ;, proof in Appendix [A.2.1). Each element of the network’s
prediction §y j (j € [d]) can be expressed as the following.

= B] e @ I Vo) = Voo (4) - ef 0 LB,
¢ t
where the A and Bj are defined as
- _ (Wl Wyt _ (b _ (W
A_<a1 azd)_<W312(Q nggQ , Bj= bjo) — Wg,\;'r )

with a; € R24 gnd bjl, ij S R4,

Next, We calculate the gradient for the parameter matrices of the linear transformer and present the
dynamical system result, which is the most complex part in the proof of Theorem 4.1

Lemma 5.2 (dynamical system of gradient flow under Assumption 4.1} proof in Appendix [A.2.2).
Suppose that Assumption .1 holds, then the dynamical process of the parameters in the diagonal of
Wg ? and WLV satisfies

q T-1
Sa=—ab?|(T -2
¢ ab” | ( )/@2—1—;

1
t—

1/‘63 + b(T — 2)%1,

d -1
_ 2
dTb——a b (T —2)ke + g:z S + a(T — 2)k1,

while the gradients for all other parameters were kept at zero during the training process.
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Similar ODEs have occurred in existing studies, such as the deep linear networks [59] and recent
ICL for linear regression [24]. Notably, these dynamics are the same as those of gradient flow on a
non-convex objective function with clear global minima, which is summarized as the following.

Lemma 5.3 (Surrogate objective function, proof in Appendix [A.2.3). Suppose that Assumption

holds and denote (T — 2)ko + 23:21 ~-rg and (T — 2)k1 by ¢y and cs, respectively. Then, the

dynamics in Lemmal[5.2) are the same as those of gradient flow on the following objective function:

_ 1
l(a,b) = 2—01(02 — c1ab)?,

whose global minimums satisfy ab = ca/c1.

Furthermore, We show that although the objective ¢(a, b) is non-convex, the Polyak-FLojasiewicz (PL)
inequality [60;|61] holds, which implies that gradient flow converges to the global minimum.

Lemma 5.4 (Global convergence of gradient flow, proof in Appendix|A.2.4). Suppose that Assump-
tion holds, then £(a,b) is a non-convex function and satisfies the PL inequality as follows.

2 2

+'8Z(a, b)

o ~
‘ —{(a,b) 2%

da

> 2¢,(a? 4 b?) (Z(a, b) — min {(a, b)) .

a/7

Therefore, the gradient flow in Lemma converges to the global minimum of 17 (a,b).

Finally, Theorem [4.T|can be proved by directly applying the above lemmas.

6 Simulation results

In this section, we conduct simulations to verify and generalize our theoretical results. In terms
of the train set, we generate 10k sequences with T3, = 100 and d = 5. In addition, we generate
another test set with 10k sequences of the same shape. We train for 200 epochs with vanilla gradient
descent, with different diagonal initialization of (ag, by) by (0.1, 0.1), (0.5,1.5), (2,2). The detailed
configurations (e.g., step size) and results of different experiments can be found in Appendix [B]

Initial token sampled from A (04, 021 ;). We conduct simulations with o = 0.5, 1, 2 respectively.
With any initialization of (ag, bo ), simulations show that ab converges to 1 /ko = 1/502, and yr,, 1
converges to @7, /5 in expectation, which verifies Theorem and Proposition respectively. In
the main paper, we present the convergence results with o = 0.5 in Fig. [Ta]and[Ib] We also verify
our theory in the small-context scenarios (7}, = 5), which is placed in Fig.4]in Appendix [B.3]

Initial token sampled from Example[d.1I} We conduct simulations with scale ¢ = 0.5, 1, 2 respec-
tively. With any initialization of (ag, by ), simulations show that ab converges to k1 /ke = 1/c? (see
details in Appendix , and yr,, 1 converges to the truth @7, , which verifies Theorem and
Theorem [4.2] respectively. In the main paper, we present the results with ¢ = 0.5 in Fig.[Ic|and[Td]

Initial token fixed as 1,. We conduct experiment with & = 1,.The results Fig.[7/in Appendix [B.3|

show that W;; 9 and WY converge to dense matrices with strong diagonals, and other matrices
converge to 04x4, which means that the trained transformer performs somewhat preconditioned
gradient descent. The detailed derivation is placed in Appendix[B.5]

Go beyond the diagonal initialization. Finally, in order to extend our theory, we repeat experiments
under Gaussian initialization with different variance (o, = 0.001,0.01, 0.1). The results of Gaussian
start points and sparse start points (Example . T)) can be found in Fig. [5|of Appendix[B.3]and Fig.[6]
of Appendix [B.4] respectively. As a result, though the convergence results of parameters are not the
same as those under diagonal initialization, they keep the same diagonal structure, which can be
understood as GD with adaptive learning rate in different dimensions. In addition, the test results
(ratio or MSE loss) under the standard Gaussian initialization are the same as those under diagonal
initialization, which further verifies the capability limitation of the trained transformers. To sum up,
these experimental results demonstrate that our theoretical results have a certain representativeness,
which further supports the rationality of the diagonal initialization.
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(c) Examplewith ¢ = 0.5, dynamics of ab.  (d) Examplewith c= 0.5, ||Ur. -1 — @1, |3

Figure 1: Simulations results on Gaussian and Example4.1{show that the convergence of ab satisfies Theorem4.1
In addition, the trained transformer can recover the sequence with the initial token from Example[.1] but fails to
recover the Gaussian initial token, which verifies Theorem4.2)and Proposition[4.1} respectively.

7 Conclusion and Discussion

In this paper, we towards understanding the the mechanisms underlying the ICL by analyzing the
mesa-optimization hypothesis. To achieve this goal, we investigate the non-convex dynamics of a
one-layer linear transformer autoregressively trained by gradient flow on a controllable AR process.
First, we find a sufficient condition (Assumption [4.T) for the emergence of mesa-optimizer. Second,
we explore the capability of the mesa-optimizer, where we find a sufficient and necessary condition
(Assumption @) that the trained transformer recovers the true distribution. Third, we analyze the
case where Assumption .1 does not hold, and find that the trained transformer will not perform
vanilla gradient descent in general. Finally, our simulation results verify the theoretical results.

Limitations and social impact. First, our theory only focuses on the one-layer linear transformer,
thus whether the results hold when more complex models are adopted is still unclear. We believe
that our analysis can give insight to those cases. Second, the general case where Assumption [3.1]
and[.T]does not hold is not fully addressed in this paper due to technical difficulties. Future work can
consider that setting based on our theoretical and empirical findings. Finally, this is mainly theoretical
work and we do not see a direct social impact of our theory.
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Appendix A Proofs

A.1 Proof of eq. (1)

Proof. We first calculate the output by causal linear attention layer as the following:
Ji(E;0)
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where X s are the elements that will not contribute to the final 7j;. A further simple computation shows

that
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which completes the proof. O

A.2 Proof of Theorem 4.1
A.2.1 Proof of Lemmal[5.1]

For the reader’s convenience, we restate the lemma as the following.
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Lemma A.1. Each element of the network’s prediction Uy ; (j € [d]) can be expressed as the
following.

Ex Er* ﬁEwT
Yr.j = BjT et @ Lt Vec(A) = Vec' (A) - e @ —-—— . B,
Pt Pt
where the A and Bj are defined as
Wi Wy b; whvT
A= (a1 ... ay) = 21% 21% , B,= J — %&T )
( ) <W32Q W33Q J b] ng,j;

with a; € R2? and bj17 bjg S R<.

Proof. Based on the result in Eq. [T} we can write

N Ex Ex* WKQ WKQ
U= (WhHY wiy) —— ( 22 Boler

: KQ K
J Pt Wiy Wi
EQEEQ:*
=pBl=t= (a1 agd)ew
! Pt ¢
2d
EwEm*
= etwiBT t ¢ a;
§: i
i1 Pt
2d
EZEEE*
= E eﬁitr<B]»THa¢
i1 Pt
2d
EIEEE*
i1 Pt
2d
E(ZZEE*
:g tr(aiB]Twafi E
i=1 Pt
CllBjT
BT g Ee g
= . [ it et T t Tt
=tr : (et,l o0 €t2d p, )
(le_BJ—»r

E:le:c*
= tr(Vec(A)Bj—-r el ® H)
Pt

= tr(B;-r T ® ELB ~Vec(A)> = BjT et ® ELBT - Vec(A)
Pt Pt

EFE?T EFE?T

which finishes the proof. O

. B,

=tr (VecT(A) ey ® Bj> =Vec' (A) - e*® s

A.2.2 Proof of Lemmal[5.2]

For the reader’s convenience, we restate the lemma as the following.

Lemma A.2. Suppose that Assumption holds, then the dynamical process of the parameters in
the diagonal of W;; Q and WLV satisfies

q T-1
Sa=—ab?|(T -2
¢ ab” | ( )Iiz-l—;

1
t—1

k3| + b(T — 2)[%1,

d -1
_ 2
dTb——a b (T —2)ke + ;22 T + a(T — 2)k1,
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while the gradients for all other parameters were kept at zero during the training process.

Proof. The population loss L(0) in Eq. [2|can be rewritten as

T-1

L) = 5" Li(6) =

-

2

.
Yt

T—1
> E
t=2

1< I 2
5 Z|yt,j - 9Ct+1,j|

24
j=1

Ut,j — Re ($f+1,j§t,j) *3

T—-1 d

-y

1. 2
317 el
t=2 j=1

(?/J\;jgt,j — 2Re (ﬁ-&-l,j?fjt,j) + $:+1,jxt+1,j>]

"
$t+1,j$t+1~,j] .

Then, we can calculate the derivatives of L;(6#) with respect to B; and Vec(A) as

d
1 A~k S * ~
VBth(e) = ZE[QVB]-yt’jyt’j - VBJ.RG (.’Et+1’jyt,j):|
j=1

1 PO m
=E [QVBjyt,jyt,j — Vp,Re (xr"‘l’jyt’j)}

1 ~ S * ~
= iE{VBJyt,jyt,j} - E[VBJ-RC (xt+1,jyt,j):|’

and
d

vVec(A) L, (0)

Jj=1

Y E

1 o~ « ~
|:2VVec(A)yt,jyt.,j — Vyec(a)Re ($t+1,jyt,j>:|

d d
1 ~c S * ~
§ Z E [vVeC(A)yt7jyt,j:| - Z E |:V\/'ec(A)Re (xt+1’jyt7j):| .
j=1 j=1

Step one: calculate E {V B,Re (x;f 1,59t J>] . Based on Lemma we have

Yt,j

Pt

:B,T.egvT

J &

Vec(A).

Then, the E {V B,Re (acf 1,59t ])] can be derived as the following.

E|:VBjRe (37:+17j2//\t,j>:| =E

=E

https://doi.org/10.52202/079017-1555

[ EmEm*
Vs,Re (a:;;LjBJT efT® % : Vec(A)ﬂ
t
EmEm*
VBJ.B]‘T -Re (xfﬂ’j et ® % -Vec(A))]
t
EwEw*
Re (x;‘H i el @ L2 -Vec(A))]
: Dt
r E* Ex*
(E Tygq e el @ Lt ~Vec(A)}>
L Pt
M Ex Ex*
E )\;tmlj - Vec( tpt : Aef)} (use generating process)
r _ EwEm* -
(E IRINCELE >]> ,
49098



where the penultimate equality uses the property of Kronecker and Vec operator Vec(AX B) =
(BT ® A)Vec(X), we refer Section 10.2 in [62] for details.

For =, wecan simplify it as

EPEF 1 @ o
Pt Pt =

t
* *
_1 Ly Lili_q
— * *
Pt Li—1T; Ti—1L;_3

_ 1 22:1 T, x; WZ'L | BT )

Pt

Based on the diagonal property of W, we can simplify the wl-:cf as the following.
zixf = (Wit ) (Wile)) = M, © i,
where we define 3 = z1x] and M; = Ai=IX*=1* Therefore, we have

EPE 1 ( Y MoY WY MoX ' @
pr Y MioEWr YT M0F

Then, leveraging the sparse property of A, we can derive Ef:ff Ae? as follows.

A€t
Pt Pt

( WS 1M © )z >
(S M, 0 S)a

EFET :EE”E?“'*(Od>
axr¢

Therefore, for any [ € [d], we have

t—1
ETEY* ) a =
——=Ae? ) = —N\ E M, ®©X).x
( Pt k 1 Pt i:l( )it

a . < , , A
=—X\ E ()\Z 1)\1 r1xr11 A;fl)\;ilxlll‘ld) 1
At )\fj_ 214
t—1 d

_ *Alzz)‘l lAt lxllxlr

i=1r=1
t—1

d
ﬁ ZZ Al )\t lxlla:lr

i=1r=1

Similarly, for any [ € [2d] — [d], we have

t—1 d
EmEf”* a
( )\z 1>\t Z“cllxlr
Pt i=1r=1

To sum up, for any [ € [2d], we have

T XT* -1 d i\t—1
<Et E; Aew> _ ﬁ ZZ:% 22:1 )‘l_)‘?; xllﬂ%w L€ [d],
Pt ' l % Zf;l Z’I":l )\;:(li)‘f"_le,l*dxiw le [2d] - [d]
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Next, we calculate the E {)\j_txl e (Effwfthefﬂ . For any [ € [d], we have

E®E®* t—1 d
E Ajtxlj-( Lt Aef> =E [\ - *szt eyl
pt l =1 r=1
a t—1 d ) )
== > ENANNTE[eyeuad, ).
Pt i3 =

We discuss them in the following categories,

1. 1 # j. In this case, E[z1;21,22,] = 0 by Assumption[4.1| thus

EwEa:*
o (2 )
Pt 1

2. 1 = j,7 = j. Because \;s are i.i.d. and E[\;]* = §(k = 0), we have

Ex Ex*
E )\j_tﬂflj . < £t Aef)
Pt 1

t—1 d

tztz _
ptZZE MNAET0 = 0.

=1 r=1

E

d
QZ —tyiyt—i
:p— ]E[)\j t>‘J/\§ ]E[l‘ljxul‘?j]
1

t
a
t

= %t~ DERY,)

Similarly, for any [ € [2d] — [d], we have

E~ Ex*
)\;tl‘lj- < Uikt Aef) ] =0.
l

Pt

E

Therefore, for any | € [2d], we have

_ EfEP” it —1)Eat], 1=j
‘t . t t @x — + 15 )
IE[A] w1 < > Aet>] { B 127

and the /-th element of E {VBJ, Re (Ifﬂ,jﬂt,j)] is

E |:VB]~R6 <£C:_‘_Ljyt7])] = Re <E |:)\J txlj . ( t t Aef):|>
l

Pt .
_ { £t —1E[zy], =7,
O, l#].

Step two: calculate E {V B, Y jYt, j} . Based on Lemma we have

EFE?T
Pt

. B,

7

Urj = VecT(A) ef ®

then we can simplify the E {V B, Yt iU, J} as follows.
E[V 5,5 7]

EFE?T
Pt

EFE?T
Pt

=E|Vp, (VecT(A) -ef ® -Bj> Vec' (A)-ef ®
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=E|Vp, B;-r e @ Lt _Vec(A) - Vec' (A)ef ®

[ EFE:T BB, 1
2t g,
Pt Pt

=E|eX* @ —-—t—Vec(A) - Vec' (A)e? @
Pt Pt

I Ea:E:cT ErE=T
t t . B]]

+E [efT ® ——t _Vec(A) - Vec' (A)eF @ ——1
Pt

"

Pt

=[E|2Re (efT ® L=t _Vec(A) - Vec' (A)ef ® % . Bj>]
¢

Pt

= 2Re (IE [ef’T ® =Lt _Vec(A) - Vec' (A)eF @ % . BJ) .
t
‘We further derive that

Ele?" ® V ¢(A) - Vec (A)eF @ L1
Pt Pt
ec
=E|Vec' (A)eF @ =" . B, - e*T ® HVGC(A):|
Pt | Pt
E:cEa:T Ex Ex*
=E|B] - e ® L+t Vec(A) - e @ Lt
Pt Pt

- B,

Vec(A)]

EmE:I;T _ Ex Ex*
Lt Ae?) - Vec(——1— Ae¥)
Pt Pt

; EFEPT . EPEF Aem]
j t

.
=E|B; - Vec(

Ae? -
Pt Pt

Ea:EwT Ex Ex*
=E Z Bji ( Ae“’) : %Aef
k

EFE?T __\ E°E™
=E b<HAe§”> ST Ae® . (sparsity of B)
J

Pt Pt

For any and [ € [2d], recall that

(EEA> o Tizt Lo Aot € d),
Pt ")y T Y NN Ty ga?,, € [2d) — [d],

t

By

and for any j € [d] , we have

EFEST B BT a K
(t £ Aef) = <t ¢ ) Z AN by
7 1

P Pt 117"

For any | € [d], with careful computing, we have

EzE®T __ ErE?*
E b(t L Aef) ( et Aef‘)
Pt ) Pt 1
J
a2b t t—1

d d
=7 SO RN AR 2By jraa,, 21, )-
2

|
—

i1=lig=1r1=1r=1
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We discuss it in the following categories,

1. 1 # j. Inthis case, E[zq;z27, 23,,] = 0 by Assumption thus it becomes 0.

2. l=j,71 =re = j. It becomes

t—1 -1 ab t—1 -1 a2b
Z Z E —11)\22)\11 t)\t 12 xlj Z E(Elj 72 t— I)Q]E[il'lj]
Zl 112 1 7,1 112 1

3. l=j,r1 =19 =1 # j. It becomes

t—1 t—1
2b
S S S ma e - F Rz
i1=11i=1r#j i1=12 T#j
tfl ZE $1J=’U1r
T#J

4.1 = j,r1 # rp. Inthis case, E[A; P APALTIN 2] = B[N AL~ AL 2] = 0, thus it
becomes 0.

Similarly, for any [ € [2d] — [d], we have

ﬁEmT . Ex Ex*
E|b| ————AeF | - (HAef> =0.
Pt ) Pt 1
J
To sum up, we have

ﬁEmT . Ex Ex*
E|b| ———Ae? -<t : Aef)
Pt i Pt l

== { %fb |:(t o 1)2]E[x<13]] + (t - 1) Zr#j ]E[x%szllr]} I l = ja

0, otherwise,

which implies that the [-th clement of |V, 57 ;7] is

2 2 6 2 4 _
*]E{VB-@\;]»Z/J},J} — ap*g {(t -1) E[xlj] +(t—-1) Zr;ﬁj E[xuxh«]}’ l=7, .
0, otherwise.

Step three: calculate Vi, L;(0) and Vg, L(6). Based on steps one and two, the I-th element of
VB, L(0) can be derived as follows.

1 e o~ " ~
VB, Li(0) = 5]E[VBjyt,jyt,jL — E|:VB_]-RG ($t+1’jyt,j>:|
1

2 .
_ [ B e-1%ERg ]+ - )Y, - mm] —2(t-DE[}), 1=,
otherwise,

Furthermore, the I-th element of Vg, L(8) is

Ve, L(0) = > Vg, Li(8)

_ | s (e - vmig )+ - S B at] - g0 - DB 1=,

0, otherwise,
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_ [ s (eofmint) + i . Bl et ] - alet), 1=,

0, otherwise,

{a%[(T2> (28] + S0 iy Xy Bl ]] - o7 - 2B ), 1=,
0,

otherwise,

_ { aQb[(T —2)Kka + ZtT:_; i/ﬁg} —a(T —2)k1, =7,

0, otherwise,

where the last equality is from Assumption [.1]

Step four: calculate E [VVCC(A)Re (mfﬂdﬂt,j)} and 2?21 E {VVCC(A)RG: (a:jgﬂ,jﬂt’j)] .

Based on Lemma[5.1] we have

E*E=T
§t7j=VecT(A)-ef®7tp t B]
13

Then, the E {VVQC( A)Re (:17%k 1) Ui, j) can be derived as the following.

E[vVec(A)Re (5E:+1,jyt,j):| =E | Vveca)Re | 27, ;Vec (A) - ef ® o B,

ﬁEmT
=E VVeC(A)VeCT(A) -Re <azf+1,j ef ® tpit . Bj>
¢

E:cEmT
=E Re(x:+1j-ef®H~Bj>
’ Pt

. E?E?T
=Re EleLj«ef@H ~Bj]

Pt

EFE?FT
=Re |E lAJ_tle . Vec(tpttB]eth)‘|

In terms of B effT based on the sparsity of B and Eq. EL we can derive that

ﬁE?TB_emT — (ﬁEfT)bewT _ (Eg:Eéc*
Pt o pr T Pt

—b(S, MeS WXiiMm, @2), e

) berT

Then, for any s, € [2d], we have

;t Zl 1>‘; 1)\1 NS 1$13$1s$1r, s € [d],r € [d],
@B_eﬂ _ =i }A;A; NSy im gz, s € [2d] — [d],r € [d],
pe O i NN a0, s €[] 7 € [2d) - [d]
/i PO ])\; N0 20 s a2 —ay S € [2d] — [d],r € [2d] — [d].
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Next, we calculateE{)\j_txlj izl s e;”} For any s € [2d] — [d],r € [d], we have
EFETT
E )\;twu tpitBjefT Z)\Z EXITENLT 1951]3315 a1y
t
p =1
—Z]E )\’ ENITIATE [xfjarb dT1r)-
i=1

We discuss it in the following categories,

1. s —d # r. In this case, E[m%jxl,s,dazl,«] = 0 by Assumption , thus it becomes 0.

2. s —d =r = j. It becomes

t—1 t—1

b b
—ZE NI E 2 21 s aw] = ZE NI B2 ]
i=1 i=1
—Z]E atj] = P —(t—1)E[z,].
3. s —d=r # j. Inthis case, IE[)\Z AT = IE[)\Z PALT4] = 0, thus it becomes 0.

Similarly, for any other s, r, we can calculate that

EwEmT
E A.—t<ttBjefT> =0.
J Dt

To sum up, we have

EFET - —d+jr=j
Mj_t<t ; Bjetﬂ> _{Oos DE[t), s=d+jr =3,
Dt otherwise,

thus the (s, 7)-th element of E [VARe <x2‘+17j@\t7]‘):| is

i(t—l)IE[x‘ll-] s=d+jr=7j
* e — + Jb ’ ’
E |:VARC (It+1,jyt,3)} . { 6, otherwise,

— L(t_l)K‘la S:d+j,T:j,

- 07 otherwise.

Finally, we can calculate Z?Zl E {VARe (x:+1’j27t,j):| as

b
A Lt —1)m, s—d=r
S E|VaR ( oy ) Y ’ o
[VA C\Tet1,5Yt.5 } { 0 otherwise.

j=1 ST ’

Step five: calculate E[VVeC( A)/yjj@t,j} and Z;l |:VVec )Ui ;Yt.;|- Based on Lemma

we have
EwE:I)*
Urj = BT 2T ® % - Vec(A),
t

https://doi.org/10.52202/079017-1555 49104



then we can simplify the E {Vvec( Ai U, j} as follows
E[vVec(A Yt ;t, j]

EZE™

Pt

ErE?*

=E vVec(A) (BT mT ®

=E|Vyee(a)Vec(4) - ef @ ef’ ®

B; B/ -
eF ®

T Xk T pTc*

B BT wT ® t ~t

Pt
EPES o ot ey BEEET
i B €t

Pt Pt

=E

: vec(A)}

+E|lef ®

Vec(A)]

EFEST EFEFT
=E 2Re<ef®HBj-BjT-ef*®tt
Pt Pt

EFE®T EFE*T
etz@ABj-BjT-ef*@A

Pt Pt

=2Re [ E

‘We further derive that

EwE:cT E:cEmT
E ef®¥Bj-BjT~ef*®A
Pt Pt

eC

' BrErT EPErT ]
:

- Vec(A)

=E|B] - e ® -Vec(A) - e¥ ®

Pt Pt

I . E= Ex* ﬁEmT
=E|Vec(A)T - eF ® tp L B ef® Hle
t

Pt

Pt Pt

2d =
Ex Ex* EmeT
ZAm( = Bjef*> Vee(ZLLBerT)
k=1 Pt kl Pt

=E

Pt Pt

k=d+1

Recall that for any s, r € [2d], we have

Pt o
Furthermore, for any k € [2d] — [d

], w
EPE®T
Pt kk—d

49105

b i—1y1—gyt—1
Dt Z’L 1)\] )\ Z>\ L1jL1sT1r,
b i1 1—i yt—1
ot Z )\;AS d/\ L1jL1,5—dT1r,
b i—1y1—i3\t—2
> ZZ 1A AT AT s T —d,

b t—1 \iy1—i \t—
ptZ P AT 21T - a1 r—d

we can calculate that

(EE Blem> _
=t -
Pt k.k—d

-Vec(A)> B -efT ®

EPEP”

I Ex Ex* ﬁEwT
=E|Vec(A)T - Vec(—-—"—B;e¥*) ~Vec(HBjefT)]

2d T
E:cEac* EmEa:T
Z ( B]ef*> Vee(—+—t—Bjer")|.
kk—d

ETEF*
Pt

: vec(A)}

- Vec (A)]

. Vec(A))

. Vec(A)]

(sparsity of A)
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E —iyi—1 y1— 2 : —iy%
= — )\ )\ )\ dxljxlk di )\ )\k dxljl'lk d»

With careful computing, for any s € [2d] — [d],r € [d], we have

E f: a(EfE?*Bjef*) .<EtmE?TBjefT>
ki1 Pt kk—d Pt s
b2 2d  t—1 t—1
ST CENETUNIANIENT B2 2t g2 e—at1s].
pt k=d+1i1=11iy=1

We discuss it in the following categories,

1. s —d # r. In this case, E[x%jxik_dx17s,dxlr] = 0 by Assumption thus it becomes 0.

2. s—d=r=k—d=j. It becomes

t—1 t—1
2 ab2

ZZEAO

Zl 112 1

3. s—d=r=k—d+# j. It becomes

pe il ab® A
Z S ENZTANITRIEY 2t ] = — Y BTN T B2 2]
7,1 17,2 1

ab?
= S (= DBlatat, ]
t

4. s —d=r#k—d. Inthese case, E]\? " AL JAIZZ AT = NP TA LT IALT2] = 0,
thus it becomes 0.

Similarly, for any other s, r, we can calculate that

2d
EmEm* -
Bl S o T pe)
k,k—d

k=d+1 ;

EPE®T
(”Bjetﬂ> =0.
pt ST

To sum up, we have

2d * —=
2| 3 (T ) (T )
Pt — Pt
kk—d sr

k=d+1

apbf (t —1)’E[9,], s=d+rr=yj,

. 2 .

- %(til)E[‘x%jx%r}’ S:d+7’,7’74~],
otherwise,

b

which implies that the (s, r)-th element of 3 E {V AU; j@\t7j:| is

“pb2 (t— 1)2]E[x?j], s=d+rr=j,
t,
-E [vAyt,jyt,j} o apl’; (t— 1)E[x%jx%r}, s=d+rr#j,
, otherwise,
b (t —1)? =d =3
pg( ) K2, s=d+rr=7j,
— 2 .
= %(t — 1)E[xfjx‘1lr], s=d+rr#j,
0, otherwise,

https://doi.org/10.52202/079017-1555 49106



Based on these results, we can derive

! ab’ 1y _ 1)2 B o
) j]E[vAy;jgt_j] _{ 2 (t—1)ho + (t— Dig], s —d =,
i—1 sr

0, otherwise.

N | =
o

Step six: calculate Vye.a)L:(0) and Vy,c(a)L(0). Based on steps four and five, the (s,r)-th
element of V 54 L;(0) can be derived as follows.

zd: [VAyt ]yt7_]:| - Zd:E [VARe ('r:-i-l,j:’jt,j):l
=1 =

1

2
B ab2 (t—1) /@2—}—@—1)&3}—%(75—1)/{1, s—d=r,
otherwise.

VALt(e)ST =

Furthermore, the (s, r)-th element of V 4 L(0) is
VAL Z VALt

_ 3:21 (ab2 [(t—1)%ko + (t — 1)K3] — %(t - 1);{1)7 s—d=r,
0, otherwise,

= EtT:_zl (abQ [52 + t_%m} - bm), s—d=r,

0, otherwise,
_ abz[( —2)/£2+Zt s Tk }—b(T—Q)/{h s—d=r,
0, otherwise.

Step seven: summarize the result by induction. From the gradient of V4 L(0) and Vg, L(6),

we observe that non-zero gradients only emerge in the diagonal of ng 9 and WLV, and they are
same. Therefore, the parameter matrices keep the same structure as the initial time. Thus we can
summarize the dynamic system as the following.

1/%3 + b(T - 2)/4:1,

d
La=—ab?|(T -2 S
0 ab” | ( )nz+t:2t_

d
—b=—a*|(T a(T — 2)k1
dr

which completes the proof. O

A.2.3 Proof of Lemmal[5.3

For the reader’s convenience, we restate the lemma as the following.

Lemma A.3. Suppose that Assumption 4. holds and denote (T —2) ko —|—Zt 5 ks and (T—2)k

by ¢1 and cy, respectively. Then, the dynamics in Lemmal[5.2]are the same as those of gradient flow
on the following objective function:

1
£(a,b) = 5er —(cg — c1ab)?,

whose global minimums satisfy ab = ca/cy.
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Proof. Basic calculus shows that

0 ~ 1 d
5 t(a,b) = 2712(02 — crab)(—e1b) = ~blez — crab) = ——a,
0 ~ 1 d
%f(a,b) T 20 2(eq — c1ab)(—cia) = —a(ca — crab) = —Eb.

Therefore, the dynamics in Lemma are the same as those of gradient flow on 0 (a,b), whose global
minimums satisfy ab = ¢a/¢3. O

A.2.4 Proof of Lemmal[5.4]

For the reader’s convenience, we restate the lemma as the following.

Lemma A.4. Suppose that Assumption holds, then (| (a, b) is a non-convex function and satisfies
the PL inequality as follows.

2 2

+laz7(a, b)

da ob

a,b

‘8%, b)

> 2¢,(a? 4 b?) (Z(a, b) — min {(a, b)) .

Therefore, the gradient flow in Lemma converges to the global minimum of 17 (a,b).

Proof. First, we prove that £(a, b) is non-convex. The Hessian matrix of ¢(a, b) can be derived as
follows.

27 . 102 2c1ab — co
Vit(a,b) = (201ab —Cy c1a? ) ’

Its determinant c;a?b? — (2crab — co)?

= (ca — c1ab)(3ciab — ¢2) < 0 when ab < 3% orab > Z—f
Thus, ¢(a, b) is non-convex.

Besides, the PL inequality holds because

2 2

= b?(cy — c1ab)? + a*(co — crab)?

+ ’ 227(a, b)

Oa

0 ~
‘K(a, b) %

= (a® 4 b*)(cy — c1ab)?

1
=2¢1(a® + %) - —(co — crab)?
201

= 2¢1(a® + b?) (Z(a, b) — rg}gl?(a, b))
).

> 2¢;(a® + b%) <Z(a, b) — ming(a,b)

A.3  Proof of Corollary4.1]

For the reader’s convenience, we restate the corollary as the following.

Corollary A.1. We suppose that the same precondition of Theorem[d.1| holds. When predicting the
t-th token, the trained transformer implements one step of gradient descent for the minimization of
the OLS problem Lops(W) = % ZZ;} @1 — Wi ||% starting from the initialization W = Qg4

. . ab
with a step size ;7.

Proof. The proof is stem from the theoretical construction in [16]]. First, we simplify the prediction
y; as follows.

?/J\t — (ngv Wll-;V)

Pt

https://doi.org/10.52202/079017-1555 49108



_ (7 EYEY" (04xq Oqxd) =

N (bId OdXd> pt <5Id Odxa )
1 Ogxda Odxd) =
o (bId OdXd> Ze ef (CLId Odxa )

= i ngl (6113;71 ded) e
Pt i3

t

. -
1 ~ ab N
=— E bxax; T = E T, x,_, | Tt
t—1
Pt i=1

~7 t—1

ab
= E CEZ+1CB Ly.

Then, we connect it to the one step of gradient descent for the OLS problem Lops(W) =
%Zﬁ;i @it — Wai 2.

~ t—1

w2 Z @i — Wai2

b
=W--— ;(fﬂiﬂ - Wea;)(—z;)
b
=0--— ;(le — Oz;)(—x;)
T io 1

Thus, the proof is completed. O

A4 Proof of Proposition 4.1]

For the reader’s convenience, we restate the proposition as the following.

Proposition A.1. Let Dy, be the multivariate normal distribution N'(0g, U2Id) with any o > 0,
then the "simple" AR process can not be recovered by the trained transformer even in the ideal case
with long training context. Formally, when the training sequence length Ty, is large enough, for any
test context length Ty, and dimension j € [d], the prediction from the trained transformer satisfies

(@\Tte)j 1
S CTVF N N
[(Wthe)j 5

By w
Therefore, the prediction yr,, will not converges to the true next token Wxr,_.

Proof. First, built upon the results in Theorem 4.1} when 73}, is large enough, we have

K1 w1 Bl 30t 1

ab =

Tir—1 1 T E[x$.1 1506 2°
R v, ) DT S s K2 (2151 5o 50

Second, by directly calculating, we have

War,,); = (WT‘ex ) = =\ 5T

and
3 Tie—1 d

(Yr,.); =T o1 Z Z)\”\T’E Tty

i=1 k=1
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Therefore, we have

Tie—1 d

(Ur..); ab i~ Tye \Tr—i, 2
Ez ~Zotel) 1 — EI )\ te)\ te
W gy} = Pl 2 2NN
ab
— 271 _~7 2
= Exl[m ; CElj] = abo”.
Since ab < &% and converges to &% when T3, is large enough, the proof is completed. O

A.5 Derivation of Example d.1]

Proof. We first prove that the example satisfies Assumption4.I] Because only one element of @
sampled from Examplef.1|will be non-zero, we have Eq, ~p, [71i,77;, -+~ 21} | = Ez,np, [0] =0
for any subset {i1,...,%, | n < 4} of [d], and 73, ..., € N. In addition, for any j € [d], we can
derive that

1 d—1 ct
4 4
/€1—E[:v1j]—a~c+7-0 d’
1 d—1 8
6 6
HQ—E[CEU]—E~C +T.o R
K3 = E E[m%jxi] =0.
r#j

Second, we prove that it satisfies Assumption[4.2] as follows. Without loss of general, we assume that
the first coordinate of x; is c.

Tte_l *
K1 Zi:l T;x;

L 2 Tie—1 T
o To 1 T, = chlag(c ,0,...,0)(A1** "¢, 0,...,0)

Aemte 00,007 =2y,

The proof is finished. O

A.6 Proof of Theorem

For the reader’s convenience, we restate the theorem as the following.

Theorem A.1. Suppose that AssumptionH.1|holds, then Assumption[d.2)is the sufficient and necessary
condition for the trained transformer to learn the AR process. Formally, when the training sequence
length T}, and test context length Ty, are large enough, the prediction from the trained transformer
satisfies

:'/J\Tte - WmTtea Ttrane — +o00.

Proof. First, built upon the results in TheoremPf;flD when T, is large enough, we have

~7 K1 K1

ab = - T
3 tr =2 _ 1 K

K2t 755 2ui=2 =1 2

Second, when T is large enough, by Assumption[4.2]

Tte_l *
ﬂzz'ﬂ LT,

T, — T, .
/’iz Tte _ 1 te te

Therefore, we have

NZTtefl T K1 ZTt571 T

-~ _ ~ i=1 (et} =1 (et}

yr,, =W abﬁ xr, =1, W g Te—1 ) FTe 7T War,
€ €

which finishes the proof. O
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A.7 Proof of Theorem

For the reader’s convenience, we restate the theorem as the following.

Theorem A.2. Suppose the initialization satisfies Assumption the initial token is fixed as 1,4, and
we clip non-diagonal gradients of Wg Q and WLV during the training, then the gradient flow of
the one-layer linear transformer over the population AR loss converges to the same structure as the
result in TheoremH. 1} with

= 1
ab d—1 T-1 1

1+ T-2 t=2 t—1

Therefore, the obtained transformer performs one step of gradient descent in this case.
The proof is similar to the proof of Theorem[.1]in Appendix[A.2] But the calculating for the gradients
is more difficult than that of Theorem[4.1] Similarly, we first present and prove the following lemmas.

Lemma A.5 (dynamical system of gradient flow). Under the same assumption as in Theorem|4.3
the dynamical process of the parameters in the diagonal of W?g Q and WLV satisfies

d =d-1

—a=—ab? |(T - - T _

¢ ab® | ( 2) + t§:2 1 + b( 2),
T-1

d d—1

—b=-d’b|(T-2)+ > — T-2

dr b )+t:2t—l +al )

while the gradients for all other parameters were kept at zero during the training process.

Proof. Recall that in Appendix |A.2.2] we have already known that the population loss L(6) in Eq.
can be rewritten as

T-1

T—1
L) = 5" L.(6) = :

d
1., . . 1
E |:2y;jyt,j —Re (xrﬂ,jyt.,j) + x:+1,j$t+1,j} .
t=2 j=1

Besides, the derivatives of L, () with respect to Vec(A) and B; are

1 A~k A~ * -~
VBth(G) = iE{VBJyt,jyt,j} — E[ijRC (xt+1,jyt,j):|’

and

d d
1 v .~
VVec(A)Lt(e) = 5 Z E [vVec(A)yt,jyt,J} - Z E l:VVeC(A)Re (xt+1,jyt,j):| .

j=1 j=1

Step one: calculate E {V B;Re (m;“ 41, jgjt7 Jﬂ . Similarly to the step one in Appendix |A.2.2] the

E [V B;Re (xj{ 41, j;ﬁt, Jﬂ can be derived as the following.

~ I « EwEw*
E {VBjRe (33:+1’jyt,j):| =Re (E Tiig e e’ ® tTt -Vec(A)})
i Ex Ex*
=Re [E[A;" - Vec(——— o : Aef)] (use generating process)
I Ex Ex*
=Re (E )\;t . (HAef)}> .
L Pt
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We note that for any [ € [2d], based on the sparsity of A, we have

T T a - d iyt—i
(Et Et Aetm) — E Zfz:% Z&“:l )\l)\f“ ’ _ l € [d]a
Pt l % Zi:l Zr:l )‘;:é)‘f’izv le [Qd] - [d]7

which implies that

_, [(E*E® a(t—1), I=j
_t' t t x —_ p ) )
ElAJ ( Pt Aet)] { 0: l #Ja

and the [-th element of E {VBJ, Re (I;le‘gt,j)] is

. =N i(t — 1), I = Js
]E{VBjRe (Zt-&-l,jytj)]l = { 6: l#7].

Step two: calculate E {V B, Vi j U, ]} . Similarly to the step two in Appendix|A.2.2| we can simplify

the E [VB]. ?/J?,j??t,j} as follows.

A Eme* o EmEm*
JE[ijy;j jym} = 2Re (E {efT ® %VCC(A) Vec' (A)eF @ % : BjD

Ae? . (sparsity of B)

ﬁEzT o Ex Ex*
=2Re | E b(”Aef) Lt
J

Pt Pt

For any j € [d] and [ € [2d], we can calculate that

EFEYT Rt —iyi—t
(Aegc ==Y > AT,
j

Pt Pt

and recall that

T a -1 d i\t—i
<Et Et Aem) _ E Zg:% 22:1 )\l)‘fﬂ ) le [d]u
t - a - i— —q
Pt 1 e Zi:l Zr:l )‘l—;Af’ s le [Qd] — [d]

With careful computing, we have

2 .
EwEmT Ex E** %%b[(t_l)2+(d_1)(t_1)]a l:.jv
t t P t i x _ a? .
E b<ptAet> -(ptAet)l = Lt - 1), Leld —j,
J otherwise,

which implies that the [-th element of %E {V B; f/;" j s, ]} is

D=2+ (d-1)E-1)], =3,
0, otherwise.

1 e~
§E|:VBjyt,jytJ:|l =

Step three: calculate Vg, Li(0) and V B; L(0). Based on steps one and two, the I-th element of
VB, L(0) can be derived as follows.

1 A~k A~ * ~
VB, L:«(0), = §E|:ijyt,jyt,j:|l —-E {VBJ-RC (%H,ji%,j)]l
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r: =12+ ([@d=1)(E- D] - 2(t—1), I=j,
= bt - 1), Leld -,
' 0, otherwise.

Furthermore, the [-th element of V B; L(0)is
Ve, L(0) = > Vg, Li(0)

?:31(%[(15—1)2 (d— 1)(15—1)}—%(15—1)), =,

- Y -1, leld-4, ©
0, otherwise.

If we clip the non-diagonal gradient of WV, we have

ijL(o)l:{ tT;(t[(tfl) (d71)(t71)]7%(p1)), =,

0, otherwise,

{ @ |(T -2+ Ti5 5] —aT—2), 1=,

0, otherwise.

Step four: calculate E [VVQC(A)Re (xrﬂ,jﬂw)} and Zj 1 [VVQC(A)Re (xtH ]ym)} . Sim-
ilarly to the step four in Appendix |A.2.2] the E[

Vvec(a)Re (x;*+17j§t,j)] can be derived as the

following.

EFE®T
Tiyr;c e © tptt 'Bj]

E {VVeC(A)Re ($:+1,j§/\t,j>} =Re (E

=Re |E

ErE®T
)\j_t-Vec( " BjetmT)]

For any s,r € [2d], we have

AT AN seldreld)

_ t 1

BFES o o) _) A(CNATONT el

o ST IAONE, se |
L(SITINAZDNE, e f2d) - [dr e [2d) - [d]

which implies that

b . .

— 2(t—1), s=d+jr=]

_ EzEmT " Pt ( ‘a ‘7

E Af( tpt BjetT> ={ 2, s#d+j,r=j,
¢ st 0, otherwise.

and the (s, r)-th element of E {VARe (x;‘H,jﬂt%j)} is

%(t_l)) 3:d+j77":j,
E[VARC (x:-ﬁ—l,jgtj)] = %v S?éd+j77’:j,
s 0, otherwise.
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Finally, we can calculate E?Zl E {V aRe (33;‘ 11, j@\t,j):l as

d pi(t—l) s—d:r,ASTEW;;Q,
Z]E {vARe ($:+1,j§td)} = p%, s—d#r A € ngQ,
=1 s 0 otherwise.

)

Step five: calculate E |:VVec(

} and Z] 1 [VVeC(A)’y?J@J} . Similarly to the step five
Y,

79,
in Appendix [A.2.2} the E |:VVec( AL } is simplified as follows.

EmE:I;T ﬁEmT
[Vvec ymyw] =2Re | E etm ® ——"—B; B -ef* ® -VeC(A)]
| Pt Pt
[ 2d Ex g+ ﬁEmT
=2Re | E Z a( Lt Bje;"*> - Vee(—-—t—Bjer")
k=d+1 Pt k,k—d Pt

For any k € [2d] — [d], we can calculate that

EFEF Tx b — —1\i— — b — —i\i—
( Lt Bje; ) = 7(2)3 )‘kfld))‘llcfZl: 72)‘j )‘kjdv
Pt kk—d t =1 P

and recall that for any s, € [2d], we have

ST NN s e fdlr e [d),

(EE”EZ”B ﬂ> _ ) ESISANTNTY s e 2d - [dr € [d],
d

ST [

) -
oo (0 \TINTONTY, s € [d)r € [2d] - [d],

1
LI MNIDN TG s €

With careful computing, we have

2d « Enr
B 3 o B ) (B )
Pt o ko Pt
k.k—d r

@e(t—1)2 s=d+jr=7j,
e(t—1), s#d+jr=j,

_ %(t—l), s=d+rr#j,
Ge(t—1), s=d+jr#],
%, remains in W?gQ7
0, otherwise,

which implies that the [-th element of 1E | VA7, | is

%(tfl)Q, s=d+j,r=j,
%(t_l)a S;éd—Fj,T:j,
ab -
~ ~ ®(t—-1), s=d+nrr ,
7E [VAyt,Jyt,]] — ;)b% ( ) ' #-]
?(t_l)a S:d+Jar7é]?
%7 remains in ngq
t
0 otherwise.
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Based on these results, we can derive

d w[afn2+w7n@f1m s—d=r Ay e WE?
S E[Vabi i) = @R -1)+d-2), s—dAr A, e WE,
J=1 otherwise.

DN | =

L
p
0,

Step six: calculate Vye.a)L:(0) and Vyec(a)L(0). Based on steps four and five, the (s, r)-th
element of V o4 L;(0) can be derived as follows.

d
VaL:(6 Z E [VAyt,j?/J\t,j} — Z E |:VAR€ (xfﬂ,j??t,j)]
j=1
i{a-n? m—n@—n}—ia—n,s—dznAwewg%
Pt
= pp@fD+d7ﬂ s—d#r Ay € W9,
0, otherwise.

Furthermore, the (s, 7)-th element of V 4 L(8) is
T—1
VAL(O)GT' = VALt(g)sr
=2
(-0 @-D-1] = 2(t-1), s—d=rA, € Wi,
— - +d-2) - 2], s—d#r Ay e Wie,  (©
0, otherwise.

If we clip the non—diagonal gradient of W?g 9, we have

VaL(0 Z VaL(0

_{ Z;;(“i?[(m <d71><tf1>}fﬁ<t—1>), s—d=r Ay € W5,

0, otherwise,

_ @ﬂ@7m+z£;%ﬂfmwa s—d=r A, € WE?
0, otherwise.

Step seven: summarize the result by induction. From the gradient of V4 L(0) and Vg, L(8),

we observe that non-zero gradients only emerge in the diagonal of W:g and W}V, and they are
same. Therefore, the parameter matrices keep the same structure as the initial time. Thus we can
summarize the dynamic system as the following.

d gy |
—a=—ab® | (T —2) b(T — 2
a ab® | ( +Z o +0( )s

dr prt
T-1
d d—
—bh=— _
dr @ )+ t—1 2),
t=2

which completes the proof.

O

Lemma A.6. Suppose that the precondtions of Theoremhold, and denote (T — 2) + 23:21 i;ll

and T — 2 by c1 and cs, respectively. Then, the dynamics are the same as those of gradient flow on
the following objective function:

~ 1
l(a,b) = —(cy — c1ab)?
(a,b) 2%, (ca — crab)”,
whose global minimums satisfy ab = ca/cy.
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Table 1: Step size in different simulations.

T o/c  step size
0.5 0.001
Gaussian 1 0.0001
2 0.000002
0.5 0.03
Example 1 0.001
2 0.0001
14 - 0.0005
Proof. The proof is the same as that of Lemma[5.3]in Appendix[A.2.3] O

Using the results from the above lemmas and Lemma5.4] we can conclude Theorem[4.3

A.8 Proof of Proposition 4.2]

For the reader’s convenience, we restate the proposition as the following.

Proposition A.2. The limiting point found by the gradient does not share the same structure as that
in Theorem thus the trained transformer will not implement one step of gradient descent for

minimizing % Zf: [zip1 — Wa|2.

Proof. From Eq.[6|and Eq.[5] we know that when the parameters matrices share the same structure as

the result in Theorem the non-zero gradients of the non-diagonal elements of W:g 9 and whVv
will occur, which implies the result. O

Appendix B Experimental details and additional results

B.1 GPU and random seed

The random seed in the experiments is fixed as 1. All experiments are done on a single GeForce RTX
3090 GPU in one hour.

B.2 Step size in simulations

The step size of the gradient descent in different simulations is summarized in Table[I]

B.3 Additional results for Gaussian initial token

In practice, we estimate the ratio of two vectors by calculating the mean of the element-wise divide
between two vectors. The results for o = 1,2 and T' = 100 with diagonal initialization are
presented in Figure 2] The results for o = 1 and 7' = 5 (small-context scenarios) with diagonal
initialization are presented in Figure[d] The results for 0 = 1 and 7" = 100 with Gaussian initialization
(0w = 0.001,0.01,0.1) are presented in Figure@}

B.4 Additional results for Sparse initial token (Example 4.1)

The results for ¢ = 1,2 and T'" = 100 with diagonal initialization are presented in Figure |3} The
results for c = 1,2 and T' = 100 with Gaussian initialization (o, = 0.001, 0.01, 0.1) are presented
in Figure|[6]
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4.0 — @by -©101) | g97 —— (30,bo) = (0.1,0.1)
35 (a0, bo) = (0.5, 1.5) t 0.6 —— (ao, bo) = (0.5, 1.5)
=30 —— (a0, bo) =(2.0,2.0) < —— (a0, bo) = (2.0,2.0)
b -—- 1/502=02 gos --- Ratio=02
S 25 -o. g 4
% = 04
£ 20 bt
g s 8,03
g B
A 1.0 o 02
0.5 & 501
AN &
0.0 0.0
0 20 40 60 8 100 120 140 0 20 40 60 80 100 120 140
Epoch Epoch
(a) Gaussian with ¢ = 1, dynamics of ab. (b) Gaussian with o = 1, ratio of Yy, —1/xr,. .
1.75
0.4 — (a0, bo) =(0.1,0.1) 2 —— (a0, bo) = (0.1,0.1)
—— (@0, bo) = (0.5, 1.5) ~ 1.50 —— (ao, bo) = (0.5, 1.5)
I —— (a0, bo) = (2.0,2.0) = 125 —— (a0, bo) = (2.0, 2.0)
g 03 --- 1/50%=0.05 g o=
° . = === Ratio=0.2
3 = 1.00
.2 ]
0.2 5]
§ E‘ 0.75
= 1
Ao o 0
- = 0251 _
o~
0.0 0.00
0 25 50 75 100 125 150 175 200 0 25 50 75 100 125 150 175 200
Epoch Epoch
(c) Gaussian with 0 = 2, dynamics of ab. (d) Gaussian with o = 2, ratio of yr,.—1/x7,. .

Figure 2: Simulations results in Gaussian initial token with o = 1, 2. The results show that the convergence of
ab satisfies Theorem .1} In addition, the trained transformer can not recover the Gaussian initial token, which
verifies Proposition 4.1}

B.5 Additional results for full-one initial token

WHEQ and WPV with different diagonal initializations are presented in Figure |7} From the results,
we know that the gradient descent converges to

Wzng Wzng <0d><d ded) (N ——
22 7723 ) = (wev VVPV) = (W2 ded) ,
whe wke Wi Odxd 12 13

where W, and W, are some dense matrices. Similarly to the proof of Corollary @.1]in Appendix [.1]
we have

N Ex E** KQ KQ
Be= (WhY wiy) S (e,

_ (W2 ded) tp t < dxd d><d> e
t

1 ~ oae (Ouxa Oaxd) o
:E(Wz ded)Zeiei (&;1”1 dXd> e’

1 t
—— Z Wox; (m;;lWl ded) e?
Pt

t
1 *
= — E Wgwixi_lwlwt.
Pt

which can be seen as a somewhat preconditioned gradient descent on the OLS problem.
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120

3.5 —— (a0, bo) =(0.1,0.1) —— (a0, bo) = (0.1,0.1)
3.0 —— (a0, bo) = (0.5, 1.5) 100 —— (@0, bo) = (0.5, 1.5)
= 55 —— (ao, bo) =(2.0,2.0) h& —— (a0, bo) = (2.0, 2.0)
Loa . -——= 1/c2=1.0 - 80 === Theoretical MSE =0
% 2.0 s
é 8 60
1.5 1
£ 0] oo g
05 20
0.0 0 =
0 25 50 75 100 125 150 175 200 0 25 50 75 100 125 150 175 200
Epoch Epoch
(a) Examplewith ¢ = 1, dynamics of ab.  (b) Examplewith c=1,1Ur,e-1 — 1. |3
—— (a0, bo) =(0.1,0.1) 350 —— (a0, bo) = (0.1,0.1)
1.0 —— (ao, bo) = (0.5, 1.5) —— (ag, bo) = (0.5, 1.5)
G —— (a0, bo) =(2.0,2.0) |:’ 300 —— (a0, bo) = (2.0,2.0)
ga 0.8 ——m 1Jc2-025 = 250 —--=- Theoretical MSE = 0
B o6
g
= 04
A
0.2
0.0 -
0 20 40 60 80 100 120 0 20 40 60 80 100 120
Epoch Epoch

(c) Examplewith ¢ = 2, dynamics of ab.

verifies Theorem
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(d) Examplewith c=2, |Ur.-1 — x1,. ||3.

Figure 3: Simulations results on Example Results show that the convergence of ab satisfies Theorem
In addition, the trained transformer can recover the sequence with the initial token from Example @] which
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(g) dynamics of ab, 0 = 1

Figure 4: Results of small-context scenarios (d = T = 5) with Gaussian start point (c = 1) and diagonal
initialization, and the theoretical limit is 1/(50 + £=1¢? 37! -1=) by Theorem 4.1. The read blocks in
Assumption 3.1 are presented, which are related to the final prediction. The product ab does converge to the
results in Theorem 4.1}
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Figure 5: Results of Gaussian start point (0 = 1) and standard Gaussian initialization with different variance
0. The read blocks in Assumption 3.1 are presented, which are related to the final prediction. The parameter
matrices retain the same strong diagonal structure and test performance as those of the diagonal initialization.
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Figure 6: Results of Example(c = 1) and standard Gaussian initialization with different variance o.,. The
read blocks in Assumption 3.1 are presented, which are related to the final prediction. The parameter matrices
retain the same strong diagonal structure and test performance as those of the diagonal initialization.
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Figure 7: WX? and W'V of full-one start points with different diagonal initialization. The read blocks in
Assumption 3.1 are presented, which are related to the final prediction.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our claims in the abstract and introduction accurately match our theoretical
results and reflect the paper’s contribution and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please see Section[7lfor details.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: All assumptions are presented clearly in the main paper (Assumption 3.1} {.1]
and[4.2). Complete proof can be found in Section[5|and Appendix[A] The correctness of our
proofs can be verified by simulations in Section [6|and Appendix

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

 All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide complete configurations in Section [6|and Appendix [B] We also
upload the code at https.://github.com/ML-GSAl/MesaOpt-AR-Transformer for reproduction
as well.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We upload the complete code and sufficient instructions in the supplemental
material. It is available at https.//github.com/ML-GSAl/MesaOpt-AR-Transformer.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please see details in Section[6] Appendix [B]and attached code.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We do not present an error bar due to insufficient computing resources.
However, we have run all experiments with three different initializations to verify the
correctness of our theory, see details in Section[6]and Appendix [B]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Please see details in Appendix B}
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We conform research conducted in the paper satisfies the NeurIPS Code of
Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Please see details in Section[7]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA|
Justification: The simulations are simple and we do not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA|
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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