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Abstract

Multimodal Large Language Models (MLLMs) have gained significant attention
due to their impressive capabilities in multimodal understanding. However, exist-
ing methods rely heavily on extensive modal-specific pretraining and joint-modal
tuning, leading to significant computational burdens when expanding to new modal-
ities. In this paper, we propose PathWeave, a flexible and scalable framework with
modal-path switching and expansion abilities that enables MLLLMs to continually
evolve on modalities for X-modal reasoning. We leverage the concept of Continual
Learning and develop an incremental training strategy atop pre-trained MLLMs,
enabling their expansion to new modalities using uni-modal data, without executing
joint-modal pretraining. In detail, a novel Adapter-in-Adapter (AnA) framework is
introduced, in which uni-modal and cross-modal adapters are seamlessly integrated
to facilitate efficient modality alignment and collaboration. Additionally, an MoE-
based gating module is applied between two types of adapters to further enhance
the multimodal interaction. To investigate the proposed method, we establish a
challenging benchmark called Continual Learning of Modality (MCL), which
consists of high-quality QA data from five distinct modalities: image, video, audio,
depth and point cloud. Extensive experiments demonstrate the effectiveness of the
proposed AnA framework on learning plasticity and memory stability during con-
tinual learning. Furthermore, PathWeave performs comparably to state-of-the-art
MLLM:s while concurrently reducing parameter training burdens by 98.73%. Our
code locates at https://github.com/JiazuoYu/Pathleave.

1 Introduction

With recent advances in artificial intelligence, Large Language Models (LL.Ms) have demonstrated
impressive capacities in language understanding and reasoning. The success of LLMs [1, 2, 3, 4]
has spurred researchers to develop Multimodal LLMs (MLLMs) by integrating additional input for
multimodal tasks, such as image-text understanding [5, 6, 7], audio recognition [8, 9] and 3D question
answering [10, 1 1]. Aided by large-scale image-text paired data from the Internet [12, 13, 6, 14, 5],
vision LLMs have become a thriving area in the research community. The typical framework
comprises a visual encoder, a frozen or trainable LLM, and a projection module for vision-language
alignment. Through stepwisely pretraining on large-scale image-text pairs and instruction tuning on
specific datasets, vision LLMs exhibit promising generalization abilities on downstream applications
such as detection [15], grounding [16, 17], and captioning [6, 14]. Subsequently, the LLM-based
framework and training pipeline of vision LLLMs serve as the basis and drive the extension to other
modalities, including video [18, 19], audio [9, 8], and point cloud [ |, 10]. However, these modal-
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Figure 1: Comparisons of Different Multimodal LLMs: (a) The normal multimodal methods [21, 23,
] require unified sampling across multi-modal. (b) Our proposed incremental MLLMs learns each
modality sequentially without joint-modal datasets.

specific LLMs that inject single-modal data into language models struggle to tackle the challenge of
perceiving different modalities like us humans.

To address this issue, recent approaches [20, 21, 22, 23] extend the architecture and training strategies
of modal-specific MLLMs, and try to integrate multiple modalities into a unified system. Some early
attempts [22, 23] utilize specific projection modules to align image, video, and audio encoders into
a frozen LLM. However, a complex training process is usually required to enhance cross-modal
alignment, involving separate pretraining on uni-modal data and joint fine-tuning on multimodal
data. Subsequent attempts try to enhance the scalability of MLLMs by unifying the architecture and
simplifying the training process. For instance, X-InstructBLIP [20] proposes a unified projection
architecture for all modalities and constructs high-quality instruction tuning data to simplify modal-
specific customization and pretraining. OneLLLM [21] leverages a unified encoder and projection
module and introduces an incremental pretraining strategy to achieve parameter unification for a wide
range of modalities. While effective, most approaches still rely on joint-modal optimization that is
high-resource demanding (see Figure 1 (a)). When expanded to new modalities, the models have
to re-access all the historical data and repeat the complete training process, limiting the continual
extension of MLLMs.

In this paper, we propose PathWeave 5, a flexible and scalable framework with modal-path switching
and expansion capabilities that enables MLLMs to continually evolve on modality for X-modal
reasoning. PathWeave leverages the concept of Continual Learning (CL) and forms an incremental
training pipeline on uni-modal data, eliminating the necessity for joint-modal pretraining or finetuning.
To this end, we employ a pre-trained vision LLM [20] as the interface and propose a novel Adapter-
in-Adapter (AnA) framework, allowing efficient extension and alignment for other modalities. We
set two types of adapters in AnA, uni-modal and cross-modal, and seamlessly incorporate them to
boost modality alignment and collaboration during incremental learning. Specifically, the uni-modal
adapters are progressively added to the interface and optimized on the corresponding modality
data, which will be frozen once trained. Meanwhile, we insert in-adapters into the previous uni-
modal adapters to form cross-modal adapters, allowing the effective integration between historical
knowledge and ongoing modality. Additionally, an MoE-based gating module is implemented
between uni-modal and cross-modal adapters to further enhance multimodal collaboration. As shown
in Figure 1 (b), our PathWeave can be flexibly implemented on the pretrained MLLMs and efficiently
expand to more modalities in an incremental manner.

To evaluate the proposed PathWeave, we establish a challenging benchmark, namely Continual
Learning of multi-Modality (MCL). It consists of data from five distinct modalities: image, video,
depth, audio, and point cloud. In our setting, the modalities data are incrementally fed to the
MLLMs. Thus, we leverage the commonly-used metrics from [20, 21] to investigate the precision
on newly learned modalities. Furthermore, we introduce a metric to measure the forgetting rate
in MCL to demonstrate the effectiveness of the proposed AnA strategy on historical modality
memorization. Finally, we conduct extensive experiments to compare with state-of-the-art continual
learning approaches, demonstrating that PathWeave is effective at incorporating multimodal data in
an incremental manner. Moreover, our method achieves comparable performance with state-of-the-art
MLLM:s without requiring joint-modal pretraining or fine-tuning.

In summary, our contributions are summarized as follows:

* We present an efficient and scalable framework, PathWeave, which enables MLLM to progressively
expand on multiple modalities, without the need for joint-modal pretraining.
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* We introduce a novel adapter-in-adapter framework that seamlessly integrates uni-modal and
cross-modal adapters to enhance modality alignment and interaction during incremental learning.

* We establish a challenging MCL benchmark with well-defined evaluation metrics. Extensive
results demonstrate the effectiveness of PathWeave on modality plasticity and memorization during
continual learning. Furthermore, PathWeave performs on par with state-of-the-art MLLMs while
reducing parameter training burdens by at least 98.73%.

2 Related Work

Multimodal Large Language Models. In recent years, researchers have been exploring the potential
of LLMs in multimodal perceptions, such as visual question answering [5, 4] and captioning [6, 24].
This leads to the rapid development of Multimodal LLMs [6, 5, 21, 22]. For example, LLaVA [5]
utilizes a simple linear layer to project visual information into language space, enduing LLMs the
ability to perceive natural scenes. Subsequently, several methods attempt to expand the supported
modalities of LLMs by modifying architecture designs or training strategies. For instance, X-
LLM [22] and Chatbridge [23] use modal-specific modules to extract features for multiple modalities
and exploit modal-specific projection layers for multimodal alignment on a frozen LLM. However,
a complex training process is usually required to enhance cross-modal alignment, which involves
separate pretraining on uni-modal data and joint instruction tuning on multimodal data. Later, X-
InstructBLIP [20] proposes a unified projection architecture (Q-former) for all modalities and collects
large-scale, high-quality instruction tuning data to eliminate the need for uni-modal pretraining.
OneLLM [2 1] explores parameter unification by introducing a unified encoder and projection module
for a wide range of modalities. Although an incremental pretraining strategy is proposed to alleviate
the high resource demand of cross-modal alignment, OneLLLM still relies on cross-modal finetuning
on large-scale instruction datasets. In contrast to these methods, we incorporate the continual learning
concept into MLLMs and propose an incremental training strategy to allow MLLMs’ modal expansion
by finetuning on uni-modal data, without requiring joint-modal pretraining or finetuning. Among
these approaches, X-InstructBLIP [20] is highly related to our method, as it separately tunes Q-former
to align multimodal into a uniform system. However, our method designs an adapter-based expansible
framework that significantly reduces the parameter training burdens by at least 98.73%.

Continual Learning in Foundational Models. Continual Learning (CL) has been applied to large
foundational models [25, 26, 27, 28], allowing them to continually acquire new knowledge. To
address the forgetting issue in CL, significant efforts [29] have been made, including data replay,
regularization constraints, and dynamic frameworks. Data replay-based methods [30, 31, 32, 33, 34]
retain the historical data in a memory bank and mix them with new data to execute the general training
process. However, the redundant historical data would incur increasing resource demand during
lifelong learning. Regularization-based methods add explicit regularization terms on weights [35,

, 37] or data [38, 39, 40, 41] to achieve a balance between historical and new tasks, which
are usually used as an auxiliary trick in data-replay or dynamic methods. In contrast, dynamic
methods [28, 26, 42, 43, 44] exhibit impressive expansible abilities by incrementally adding new

parameters into a shared interface. Recently, the dynamic frameworks have been combined with
efficient tuning techniques to achieve efficient, cost-friendly continual learning on visual-textual
domain [28, 27, 26]. This inspires us to eliminate joint-modal pertaining from MLLMs by developing
an efficient, scalable framework where new modalities are incrementally involved by accessing uni-
modal data. To this end, we propose an adapter-in-adapter framework, which incorporates uni-modal
and cross-modal adapters for efficient modality alignment and collaboration.

Transfer learning. In the realm of Natural Language Progressing (NLP), fine-tuning large-scale
models (e.g., 175B GPT-3 [4]) imposes significant burdens in both parameter complexity and time
consumption. As a result, transfer learning methods [45, 46, 47, 48] have gained significant attention
to facilitate the efficient adaption of LLMs on downstream applications. The techniques usually
activate a small set of parameters on the frozen models while achieving comparable performance
with fully-finetuned approaches. Among these methods, LoRA [45] reduces the trainable parameters
through low-rank matrix decomposition, leading to the generalization of the pre-trained model on
diverse downstream tasks. The success of LoRA further promotes the development of parameter-
efficient transfer learning of MLLMs [5, 49, 50] and uni-modal continual learning approaches [27,

, 51]. However, these methods cannot be directly applied to fix the proposed MCL task due to the
significant variations in modality spaces. In this paper, we propose a modality continual learning
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Figure 2: Overall framework of PathWeave. We start from a pretrained vision LLM [20] and
progressively expand new modalities on it without acquiring historical data. Given input samples
from modality m, we first exploit a frozen encoder (F,,) for feature extraction and leverage Q-
Former to achieve multimodal alignment with LLMs. Then, the Adapter-in-Adapter (AnA) module
is implemented in Q-Former to achieve flexible modal-path switching and expansion. In detail,
the uni-modal adapters (A™) are implemented in parallel to facilitate new modal plasticity, which
will be frozen once trained. While the cross-modal adapters (A™) are formed by inserting a set
of in-adapters ({ F]"}/"!) into the learned uni-adapters to enhance the collaboration of historical
knowledge. Additionally, an MoE-based gating module (G") is implemented among uni-adapters to
adaptively multimodal integration in input space.

method that incorporates adapter-based dynamic architecture on a frozen LLM, allowing efficient
adaption and flexible expansion of new modalities in an incremental manner.

3 PathWeave

3.1 Preliminaries

Continual learning can empower large-scale foundation modals to constantly acquire new knowledge
without accessing the entire historical data. We introduce this concept into MLLMs to form an
incremental training strategy on uni-modal data called Continual Learning on Modality (MCL),
eliminating the necessity of modal-specific pertaining and joint-modal datasets. Given a set of M
modalities {M™}M_, we enforce LLMs to sequentially access and learn on each modality for
question answering. Here, each modality M™ contains N datasets, which can be represented
as M™ = {D"}N"|. More specifically, D" = {i{",s™, 0"} denotes the i-th data of the m-th

modality M™, in which i, s and o are text instruction, modality samples, and answering, respectively.

3.2 Framework Overview

This work presents PathWeave, an efficient and extensible framework that empowers MLLMs to
constantly evolve on modalities, without requiring modal-specific pretraining. Considering the
complicity of training MLLMs from scratch, we start from a pretrained vision LLM and align other
modalities in an incremental manner. The overall framework of PathWeave is illustrated in Figure
2. Specifically, we build the PathWeave on X-InstructBLIP [20], providing a unified Q-Former
architecture for various modalities. Given the samples from m-th modality, a modal-specific encoder
E,, pretrained on the corresponding modality is first exploited for feature extraction. Then, the Q-
Former @ takes the input of modality feature, learnable query ¢,,, and instruction embedding I,,, for
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multimodal alignment on a frozen LLM. It is worth noting that the initial modality M© is predefined
as images, as we leverage the pretrained X-InstructBLIP to facilitate the alignment of subsequent
modalities. As a result, the entire parameter of the encoder, Q-Former, and LLM will be frozen during
continual learning. To achieve continual learning on modalities, we propose Adapter-in-Adapter
(AnA), a dynamically expansible framework atop MLLMs, enabling the efficient integration of new
modalities by executing uni-modal instruction tuning. The AnA consists of uni-modal and cross-
modal adapters to boost modality alignment and collaboration along the modality sequence. In detail,
the uni-modal adapters (A™) are implemented in parallel in Q-Former to efficiently adapt to new
modalities, which will be frozen once trained to “memorize” the historical modalities. Meanwhile,
the cross-modal adapters (A™) are constructed by inserting a set of in-adapters ({]—'g”};’;l) into
previously learned uni-adapters to acquire their knowledge for ongoing modality, which will be
removed accordingly when testing former modalities. Furthermore, an MoE-based gating module is
implemented between uni-adapter and cross-adapted for further multimodal integration.

3.3 Adapter-in-Adapter

X-InstructBLIP [20] utilizes Q-Former as a unified framework to extend MLLMs’ capabilities on
more diverse modality reasoning, eliminating the need for modal-specific pretraining. However,
instruction tuning on uni-modal data is implemented on separated Q-Formers, which leads to signifi-
cant computational costs and parameter burdens when integrating more modalities. Recently, some
attempts [20, 27] have demonstrated that adapters with few parameters can enhance the adaption of
foundation modal on downstream tasks. Inspired by this, we leverage an effective transfer learning
technique, LoRA [45], to serve as the basic unit of our AnA framework, enabling the efficient
adaption of subsequent modalities during incremental learning.

Uni-modal Adapters. Given the current modality M™, we implement uni-modal adapters .A™ in
the pretrained Q-Former for new modal alignment. The adapters 4™ are inserted into different linear
layers [ of pretrained model in parallel. The output of layer [ with adapters .A™ can be expressed as:

¥t = Qux") + A ("), ()

where x;" and y;"* are the input and output embedding of I-th layer when aligning m-th modality.

7" is the adapter of m-th modality in [ layer, and A™(x) = F.*(F*(x)), where F,, and F are the
up and down projection of adapter. The uni-modal adapters are effective at acquiring modal-specific
knowledge. Besides, the parallel architecture of adapters endows our system with the capabilities to
flexibly switch and expand to diverse modalities.

Cross-modal Adapters. The uni-modal adapters are effective at preserving the uni-modal knowledge
and alleviating the forgetting issue in long-term learning. Based on it, we introduce a modal-special
in-adapter module (F;") to form a cross-modal adapter (A™), which can help the ongoing modality
learn previous knowledge and encourage inter-modality collaboration. Specifically, the in-adapters are
inserted into the previously learned uni-modal adapters to effectively acquire the learned knowledge
without reactivating their parameters. Then, the output of [-th layer y;" after adding In-Adapter F;"
can be reformulated as:

3

—1
AL (x™) + A (2, )

i=1

¥ = Q") +

(]

where A’(x) = Fi(F™(Fi(x))),i € [1,m — 1] represents the cross-modal adapters for current
modality M™. F!™ is the in-adapter that is inserted into i-th frozen uni-adapters A’, which is a
single linear layer with the dimension of adapters’ low rank. The uni-modal and cross-modal adapters
collaborate to facilitate the new modality alignment and cross-modal integration during incremental
learning. Furthermore, the proposed in-adapter serves as a plug-and-play module that will not affect
the performance of previously learned adapters, thereby effectively alleviating the modality forgetting.

MoE-based Gating. Cross-modal adapters rely on in-adapters to effectively leverage historical
knowledge to boost the alignment of ongoing modality. However, the output of cross-modal and
uni-modal adapters are treated equally in the original Q-Former. Considering the significant gap
between distinct modalities, this simple integration strategy might pose performance degradation
affected by the interfering information from other modalities. To address this issue, we propose an
MoE-based gating module between cross-modal and uni-modal adapters for adaptive multimodal
integration. Our MoE-based gating G automatically assigns weights of paths P™ of different
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cross-modal adapters and uni-modal adapter to produce outcomes tailored to each modality M™.
The paths {P™}M_, include the previous cross-modal adapters with the current in-adapter and
current uni-modal adapter. Therefore, each linear’s output y™ after adding MoE-based gating G™ in
AnA module can be computed as:

= Q") ZW’”P (x™), 3)

where W™ = {Wm} ] represents the gating welghts assigned by G, dictating the contribution
of each adapter’s path Pm The gating weights are then computed as follows:

W™ = Softmaz(G™(x™)), )
where G™ projects each token of embeddings x to a 1-D vector indicating each modality’s likelihood
of functioning. It is worth noting that we do not set the T'opk hyper-parameter here. By default,
the knowledge of each modality will provide a reference for the current modality. The Softmax(-)
function normalizes these weights to emphasize the modality-branch contribution. Finally, the output
y;* of AnA with MoE-based gating can be expressed as:

m—1
m Ql + Z W’LA’L m) +WmA™ (x;n) (5)

=1
4 Continual Learning on Modality

MCL Benchmark. We establish a challenging benchmark, Continual Learning on Modality (MCL),
which consists of multimodal high-quality QA data to evaluate the effectiveness of our method on
continual uni-modal finetuning. These datasets are collected from five distinct modalities: image,
video, depth, audio and point cloud. Based on this benchmark, our PathWeave is trained and tested
along the multimodal sequence without requiring modal-specific pretraining or joint-modal finetuning.
More details of the dataset list and size for each modality are illustrated in Table A6 of the Appendix.

MCL Metrics. We formulate the metrics from two aspects to evaluate the proposed MCL strategy
on multimodal reasoning. On the one hand, we use the general metrics from MLLMs [20, 21]
to investigate the model’s overall performance on learned new modalities. On the other hand, we
modify the conventional metrics of continual learning to verify the performance of our method on
“catastrophic forgetting”. Specifically, for each modality and dataset, suppose S}, ; represents the

evaluation score on n-th datasets of modality M? after training on modality M™. We redefine the
forgetting rate [28] to measure the degree of forgetting F,,, on all old modalities after each modality

stage m:
m—1

Z e ©)

where Fm . is the average forgetting across IV; datasets of modahty ¢ after modality m training, and

N, is the number of datasets in modality ¢. And the F , are defined:
1
Fyly = Z max (S7;) — Sy, ; @

Nl 0<j<m

In addition, we define the forgetting E B for the n-th dataset in modality ¢ during the training of all

modalities:
M

CT M m:i+1og§a<};1(sj ) = Sm ©

To measure the overall performance on learned modalities, we further report the average scores of
across IV, datasets of modality m after training on m modality, it can be expressed as:

1 No
Tp=— S ST ©)
M %

And the performance on learned modalities Tl” for the n-th dataset in modality ¢ can be expressed as
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Image— Video Video— Audio Audio—Depth Depth—3D

Method

Tt il Tt il 51 F3l Tyt Fyl
Continual-FT 51.33 25.50 60.97 57.74 93.55 68.19 149.9 65.34
WiSE-FT[54] 37.50 1.30 15.70 5.18 67.60 10.94 4.75 13.18
L2 Reg&WE [25]  39.05 0.60 7.33 0.05 70.00 4.27 6.75 4.45
EProj[28] 47.60 0.00 17.67 0.00 70.75 0.00 7.5 0.00
Ours 45.08 0.00 56.63 0.00 83.35 0.00 73.45 0.00

Table 1: Comparison with other CL methods on each modalities of in-domain datasets. We label
the best and second methods with bold and underline styles. The top gray block indicates the
upper-bound scores T, of transfer learning capability to adapt the new modality.

= 7 £ & 8 & 5 L 2 < =
Method > = ; — & 2 & = 2 o O Average
o o = 5 5 I 1) S a [a)
g2 % ¢z ¢ ¢ ¢ 8 28 %
O %) =] 5 =] =) <
Continual-FT - - 594 433 624 747 458 1044 827 417 108.2 69.20
WIiSE-FT[54] - - 40.5 345 9.5 105 27.1 849 50.3 4.2 53 29.64
Trt  L2Reg&WE[25] - . 438 343 144 34 42 874 526 32 103 28.20
EProj[28] - - 551 40.1 17.7 100 253 86.1 554 49 10.6 3391
Ours - - 528 374 640 594 465 965 702 393 107.6 63.74(+29.83)
Continual-FT 80.3 80.1 39.0 313 572 682 407 904 495 - - 59.63
WIiSE-FT[54] 10.3 16.1 54 11.5 4.8 7.0 17.0 8.5 3.00 - - 9.29
Fi" 1 L2 Reg&WE [25] 0.5 0.0 8.6 6.3 10.3 0.4 0.0 0.6 0.0 - - 3.00
EProj[28] 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 - - 0.00
Ours 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 - - 0.00(-3.00)

Table 2: Comparison with other CL methods on the performance of each in-domain datasets. We
label the best and second methods with bold and underline styles. The top gray block indicates the

upper-bound scores T{‘ of transfer learning capability to adapt the new modality.

S Experiments

5.1 Implementation Details

Our method is built on the LAVIS library’s framework [52] atop the Vicuna v1.1 7b [3]. The input
preprocessing method remains consistent with X-InstructBLIP [20]. We optimize our model on
4x A800 GPUs (80GB) using AdamW [53] with 5; = 0.9, 82 = 0.999, and a weight decay of 0.05.
Our initial pre-trained model is the image modality model of X-InstructBLIP [20]. During training,
the unified incremental module, consisting of Q-former and LLM projection, is continuously trained
in the order of image, video, audio, depth, and 3D modalities. During testing, the learnable query and
modality encoder are kept modality-specific. The CL methods compared below maintain consistent
settings with our method. More details are provided in the Appendix A.2.

5.2 Comparison with State-of-the-art Methods

Transfer Learning on New Modality. As shown in Table 1 and 2, we conduct experiments on
existing traditional CL. methods under our proposed MCL setting. We report the average expansion
capability for each modality, which is represented as 7,,, and indicates the scalability in the new
modality. The inference datasets are in-domain, which is involved in model training, and additional
results of out-of-domain are provided in the supplementary material. Continual-FT, which refers to
continuous learning of each modality without incorporating anti-forgetting strategies, exhibits the
best expansion ability due to fine-tuning all parameters but inevitably leads to catastrophic forgetting.
In contrast, the methods of L2 Reg&WE [25], WISE-FT [54] and EProj [28] effectively alleviate
forgetting by parameter regularization and ensemble, but it is difficult for them to transfer new
modality. As shown in Table 1, when performing transfer learning on new modalities with significant
data distribution gaps from the images, these methods under-perform ours by at least 38 points on the
Audio modality and 66 points on the 3D modality. Furthermore, as shown in Table 2, our method
surpasses the current best methods by over 29 points in the average transfer learning metrics across
in-domain datasets. This demonstrates that our approach can effectively prevent forgetting while
flexibly extending to new modalities with substantial data distribution differences.

Alleviate Forgetting of Previous Knowledge. We also present the average forgetting rate F;,, of
historical modality knowledge after training each modality m, as shown in the F},, columns of Table 1
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Method Params All Modal Data Size  Times} GPUf MSVD QA Clotho Caps Modelnet Cls

X-InstructBLIP [20]  189.91M+ X 27.78M+  0.34s/it  28.7G 51.7 29.4 62.8
OneLLM [21] 7B+ v 1007M+ 0.83s/it  64.8G 56.5 29.1 -
X-LLM [22] 189.91M+ v 17.2M+ 0.34s/it  28.7G - -

ChatBridge [23] 7B+ v 4.4M+ 0.34s/it ~ 28.7G 453 26.2 -
Ours 0.8~2.4M X 23.2M+ 0.23sfit 13.1G 48.2 28.6 59.5

Table 3: Comparison with state-of-the-art methods on training parameters, data requirements and
some performance. “All Modal” indicates whether fine-tuning on all modality datasets is included. “{”
represents the same hyperparameters and training settings of different methods for fair comparison.

Method Video— Audio Audio—Depth Depth—3D

Toin + Toouy + T36m 1 T300u) + Toytimy + Tcouw +
Continual-Adapter 51.17 40.28 75.75 49.10 68.00 51.05
w/o MoE-based gating 43.77 39.35 76.40 49.80 69.50 49.70
w/o In-Adapter 5247 40.78 79.50 50.25 71.35 52.60
Ours 56.63 42.90 83.35 52.20 73.45 53.70

Table 4: Ablation study of different parts for the influence of the each modalities’ performance. We
label the best and second methods with bold and underline styles.

and 2. The results show that continually full finetuning pre-trained modal suffers from catastrophic
forgetting. WiSE-FT [54] and L2 Reg&WE [25] achieve some effectiveness in combating forgetting
via parameter regularization and ensemble. However, the constraint of parameters limits their transfer
learning on new modalities. In contrast, the EProj [28] and our method achieve anti-forgetting by
freezing model parameters. However, the scalability of the EProj [28] is significantly lower than
our method, especially in the audio and 3D modes. It indicates that our method achieves an optimal
balance between anti-forgetting and effective expansion compared to other methods.

Comparison with Existing MLLMs. Table 3 shows the comparison between our approach and
state-of-the-art multimodal QA methods in terms of training parameters, required data, training times,
GPU usage, and relevant multimodal QA metrics. Among these methods, we unify the settings
to ensure fairness in the Times and GPU metrics by only training on the instruction tuning stage,
setting all batchsize to 4, and keeping the LLMs of BLIP-based X-LLM and ChatBridge frozen. It
can be seen that our method demonstrates a significant advantage in parameter efficiency compared
to X-InsructBLIP [20] and OneLLLM [2 1], reducing parameter training burdens by at least 98.73%.
Moreover, compared with OneLLM [21], X-LLM [22], and ChatBridge [23], our approach does not
necessitate pre-training and instruction tuning with all joint-modal datasets to adapt to multimodal
language reasoning tasks. Our method offers flexible scalability and requires considerably less
training data than other methods. The results of the three QA tasks involving video, audio, and 3D, as
shown in Table 3, indicate that our approach maintains flexibility without significantly compromising
model performance. More experiments are provided in the Table A11 of Appendix.

5.3 Ablation Study

Ablation Study of the In-Adapter and MoE-based gating. We conduct detailed ablation studies
on different parts of the proposed method, as shown in Table 4 and 5. Table 4 shows the average
performance 7T, of transfer learning in each modality. It can be seen that our final method demon-
strates increasingly significant performance improvements compared to others when faced with
continual modality changes. For instance, as we further extend to depth and 3D modalities, the
collaborative synergy between MoE-based gating and In-Adapter becomes increasingly apparent. In
addition, Table 5 demonstrates that compared to directly using the incremental adapter method, our
approach improves the average performance of transfer learning across all datasets by 4.3 points.
When removing the In-Adapter or MoE-based gating, the model’s transfer learning performance
of transfer learning across all datasets decreases by at least 1.1 points and 4.0 points. It indicates
the effectiveness of our proposed In-Adapter and MoE-based gating, which enhance inter-modal
interactions and modulate cross-modal knowledge.

Analysis of the Benefit from Previous Modalities. Figure 3 presents the ablation study on the ability
to transfer learning based on different knowledge of modalities. As shown in Figure 3 (a), our method
enhances the scalability of audio modality after incorporating additional video modality training.
It indicates that our designed method can extract knowledge from the other adapter to enhance the
learning of the current modality. In addition, when more than one modality is additionally introduced,
our method can still enhance new generalization by modulating inter-modal knowledge and fine-
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Method Average

AudioCaps Val [57]
AudioCaps Test [57]
AudioCaps QA [57]
ESC50 Cls [60]
ESCS50 Open [60]
ClothoAQA [61]
Clotho Caps [62]
CC3M [58]
LLAVAS5OK [5]
NYU v2 [63]
SUN RGB-D [64]
Modelnet Cls [65]
Modelnet Open [65]
Cap3D QA [59]
Cap3D Cap [59]

Continual-Adapter 610 609 316 653 368 302 288 907 608 587 395 562 459 358 1002 5349
w/o MoE-based gating  52.1 51.0 282 67.1 341 287 275 925 603 584 412 558 43.6 36.1 1029 5197
w/o In-Adapter 714 583 277 695 347 312 270 939 651 591 414 585 467 379 1048 55.15
Ours 64.0 594 465 72.6 369 335 286 965 702 622 422 595 479 393 107.6 57.79(+2.64)

Table 5: Ablation study of different parts for the influence of the each dataset’s performance. We
label the best and second methods with bold and underline styles.

70 100 110
60 9% 100
50 70 60
40 60 50
30 50 4
20 ‘ [ IBasedonl 40 [ ] Based on I-V 30 [IBased on I-V ‘
[ 1 Based onI-V. [] Based on I-V-A [1Based on I-V-A-D
Audiocaps Audiocaps Audiocaps ESC50 ESC50 Clotho Clotho CC3M  LLaVA NYU SUN Modelnet Modelnet Cap3D  Cap3D
Val Test QA Cls Open AQA Caps 50k v2 RGB-D Cls Open QA Caption
(a) The performance of audio (b) The performance of depth  (c) The performance of point

Figure 3: Ablation study of the 7}* performance for the n-th dataset in modality ¢, which benefits
from knowledge of different modalities. “Based on I-V-A-D” represents training point modality
based on our pre-trained PathWeave that is trained in the sequence of image, video, audio, and depth.

tuning frozen knowledge with In-Adapter, as shown in Figure 3 (b) and (c). It demonstrates that our
method can enhance the adapting to new modalities by knowledge learned from other modalities.

5.4 Qualitative Analysis

Figure 4 shows the qualitative results of our method for inference on each modality after continual
training is completed. We show our final model can (a) understand visual content in images, (b)
leverage temporal information in videos, (c) scene understanding using depth maps, (d) do creative
writing based on audio content, and (e) understand the details of 3D shapes. More qualitative results
are provided in Figure A5 of the Appendix.

o) ) ~ ) ~
al Please describe this image | ' o . a7 How do you feel when you | | g7 ~ What can you see in this | | gy .
in detail. What is the man doing? hear the audio? depth? What is the 3d model?
q This image shows a man &mm An audio clip from the beach
e and a woman sitting on a Q
C) b skl e The man i preparing a When T hear this audio, T | | .
ocean. The ocean is a meal in a kitchen. He is feel like T am walking In the depth image, a
deep blue, and there are seen stirring a pot on the along the beach, with the group of young men are
waves breaking on the stove, adding ingredients sound of the waves playing a game of ultimate | |
shoreline, indicating that to it, and pouring the crashing and the wind frisbee in a grassy field be This is a 3D model of a
Ty Ay contents into a bowl. blowing. two players are jump. fire hydrant.

(a) Image modality ~ (b) Video modality (c) Audio modality (d) Depth modality (e) 3D modality
Figure 4: Qualitative results of our method on each modality after continuous training.

6 Conclusion and Discussion

We propose a flexible and scalable framework for multi-modal language reasoning that enables
MLLMs to continually expand on multiple modalities without joint-modal datasets. We introduce
an incremental Adapter-in-Adapter (AnA) strategy, incorporating two types of adapters to enhance
modality plasticity and collaboration during expanding on other modalities. Moreover, we design
an MoE-based gating module to further enhance multi-modal integration by modulating the output
space of different modalities. Extensive experimental results in our proposed benchmark demonstrate
the superiority of our method over previous arts in terms of modality alignment and memorization.

A limitation of this paper is that we only explored the extension of five modalities and do not
cover all modal information in real-world scenarios. Furthermore, the implicit interaction between
the modalities in our method cannot accomplish cross-modal joint language reasoning tasks in an
incremental manner.
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A Appendix

A.1 Dataset Details

We summarize the multimodal-text dataset in Table A6 for modality continue learning. For depth-text
pairs, we adopt the DPT model pre-trained on ominidata [66] to generate depth maps. The source
dataset is a subset of CC3M [58], around 0.5M image-text pairs and 50K image-text pairs random
sampled from LLaVA-150K [5].

LLaVA data includes multiple rounds of dialogue. To align with our training process, we randomly
select one round as a training sample. This selection method also applies when creating the validation
set, where these samples remain fixed and do not change during testing.

Modality Size Dataset

MS COCO [67], CapFilt14M [6], CC12M [55]
SBU Captions [68], Visual Genome [69], AOK VQA [70]

Image 213M GK VQA [71], OCR VQA [72], Visual Genome QA [69]
VQAV?2 [73], LLaVA150K [5]

Video 0.2M MSRVTT [56], MSRVTT-QA [74]

Audio 0.3M WavCaps [75], AudioCaps [57], AudioCaps-QA [57]

3D 0.9M Cap3D [59], Cap3D-QA

Depth* 0.5M CC3M [58], LLaVA-50K [5]

Total 23.2M+ All Datasets

Table A6: Datasets for continually uni-modal finetuning. Our datasets are extensions of X-
InstructBLIP [20], in contrast, we additionally included depth data and removed inaccessible video
data WebVid2M [76]. * represent data we generated ourselves.

A.2 Training & Evaluation Details

Table A7 records the detailed hyper-parameters we used during the training and testing process. It
is worth noting that the training of our method on each modal data is continuous. The encoders
for image, video, and depth are set to EVA-CLIP-ViT-G/14 [77]. The audio and 3D encoders are
BEATS;ters+ [78] and ULIP-2, respectively.

When using WiSE-FT [54] and L2 Reg&WE [25] methods for training, in order to be as consistent
as possible with the original approach, we update the weights of the Q-Former and LLM projection
layer in each inner epoch (for WiSE-FT, we set update coefficient « as 0.8). For example, when we
train on Audio modal data, the total training iteration is set to 65000, and 5000 iterations per inner
epoch, then the number of weight updates is 13 times in the current situation.

During modality backward testing for methods in Table 1, we keep the encoder and Q-Former queries
consistent with the test modality. We utilize the same instruct prompts as X-InstructBLIP [20] during
training and testing.

Modality ‘ Iteration  Batch Size (Train/Val)  Learning Rate

Video 15K 16/8 le-5
Audio 65K 16/8 le-5
Depth 35K 4/8 le-5

3D 65K 16/16 le-5

Table A7: Hyper-parameters for modality continue learning. We keep all the learning rate decrease
from le-5 and cosine annealing strategy with 0.5 decay weight. The warm-up phase starts from le-8
and lasts for 1000 iterations for all modality training.

A.3 Complete Raw Data

Table A8 records all the original data of the methods compared in Table 1. We highlight the transfer
learning performance in new modality of each method with | green| color.
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Table A8: Raw data records of all compared CL methods in all modalities.

Image modality Video modality Audio modality Depth modality Point modality
_ _ _ _ — — — _ _ _ _ _ —

—_ _ = 5 v, = —_ — _ 8 —_ —

o — = = by 0, < = 2 < = = = = ) = ) = = g 0, 0,

- : I 3 & E S L5 98 EisE - B o i ¢os s og

$ g g & 2 7z £ § & &8 2 2z § £ 2 2 £ 2 g 8

° s ¢ & z & & £ £ £ 7z ¢ =z = ©° 3 z z 2 3§ & &

o O = = = 2 2 : = B8 ©O O = 2 = ¢ “9 ©

W Image [481 1377 1382 - - - - - - - - - - - - - - - - - - -
= Video 318 112.8 112.1 50.7 1365 59.4 432 - - - - - - - - - - - - - - -
£ Audio 407 59.5 61.0 23.8 39.7 162 109 624 747 458 662 184 243 26.1 - - - - - - - -
E Depth 12 19.5 20.8 0.6 45.7 22.1 16.2 72 10.4 15 35.1 17.8 0.0 7.9 1044 827 621 4.6 - - - -
% Point 275 37.8 384 18.1 358 229 8.9 32 2.6 8.7 35 47 72 17 14.0 332 448 313 62.5 504 417 108.2
Image |48 137.7 1382 - - - - - - - - - - - - - - - - - - -
W. Video 471 136.5 136.8 47.1 82.7 40.5 34.5 - - - - - - - - - - - - - - -
ﬂ Audio 458 131.2 130.8 457 94.2 43.1 285 9.5 10.5 27.1 52 2.1 14.4 1.8 - - - - - - - -
M Depth 423 127.8 1162 437 74.2 346 204 5.8 45 13.2 2.8 03 105 17 84.9 503 607 399 - - - -
Point 405 1143 1047 36.5 69.3 302 202 37 2.6 7.1 0.4 0.1 43 038 76.4 4713 52.8 327 135 8.5 42 53

B Image [481 1377 1382 - - - - - - - - - - - - - - - - - - -
W Video 477 136.6 138.1 47.1 100.4 43.8 343 - - - - - - - - - - - - - - -
g0 Audio 479 136.4 138.4 45.1 105.1 34.1 45.0 14.4 34 4.2 2.0 0.8 134 1.6 - - - - - - - -
& Depth 479 137.6 138.5 42.1 875 353 293 3.9 33 12.1 16 0.1 125 17 87.4 526 619 434 - - - -
N Point 481 138.1 138.4 45.0 825 36.1 31.0 43 2.8 13.0 17 0.1 12.1 1.6 86.8 556 604 437 1.8 05 32 103
Image [48.1 137.7 1382 - - - - - - - - - - - - - - - - - - -
'z Video 481 137.7 138.2 487 1256 551 40.1 - - - - - - - - - - - - - - -
& Audio 481 137.7 138.2 48.7 125.6 55.1 40.1 17.7 100 253 129 2.8 18.6 93 - - - - - - - -
M Depth 481 137.7 138.2 48.7 125.6 55.1 40.1 17.7 100 253 12.9 2.8 18.6 9.3 86.1 554 619 407 - - - -
Point  48.1 137.7 138.2 48.7 125.6 55.1 40.1 17.7 100 253 12.9 2.8 18.6 9.3 86.1 554 619 407 153 132 49 106
Image [48.1 137.7 1382 - - - - - - - - - - - - - - - - - - -
« Video 481 137.7 138.2 482 106.9 52.8 37.4 - - - - - - - - - - - - - - -
5 Audio 48 137.7 138.2 482 106.9 52.8 37.4 52.1 51.0 28.2 67.1 34.1 28.7 21.5 - - - - - - - -
© Depth 481 137.7 138.2 48.2 106.9 52.8 374 52.1 510 282 671 34.1 28.7 27.5 9.5 603 584 412 - - - -
Point  48.1 137.7 138.2 48.2 106.9 52.8 374 52.1 5.0 282 671 34.1 28.7 27.5 92.5 60.3 584 412 558 436 361 102.9
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A.4 Additional Experiments

As shown in Table A9 and Table A 10, we conduct experiments to analyze the performance on out-
of-domain data in addition to the in-domain experiments. Our method shows robust generalization
while maintaining anti-forgetting performance on out-of-domain data. Specifically, compared with
the full-finetune method, our average accuracy only decrease 0.33 points, while achieving 31.34
points anti-forgetting capability. At the same time, with the same powerful anti-forgetting ability as
EProj [28], the generalization of our method between different modalities improves 18.95 points.

Method Image— Video Video— Audio Audio—Depth Depth—3D
Tt Fil (N Fl 131 F5l Tyt Fyl
Continual-FT 93.60 16.30 33.75 34.63 53.35 45.30 56.45 49.67
WiSE-FT[54] 69.95 1.00 5.88 0.00 50.15 4.60 11.00 7.87
L2 Reg&WE [25]  73.75 0.40 445 0.00 52.65 3.99 1.15 5.20
EProj[28] 87.15 0.00 10.9 0.00 51.3 0.00 14.25 0.00
Ours 77.54 0.00 429 0.00 52.2 0.00 53.7 0.00

Table A9: Comparison with other CL methods on each modality of out-of-domain datasets. We label
the best and second methods with bold and underline styles. The top block indicates the upper-bound
scores T, of transfer learning capability to adapt the new modality.

1
1
I
1
1
1

— — = O, = = — = = =
S« &5 2z & & & 5 &% 8 g
Method < % o o 8 S:y 8 < % 51 9 Average
o o a f = S o 2 & g 2
6] > > 9] g = k= S O] =
»n %) 17} O o =} zZ Z 2 3
= = @ @ © O 2 = £
Continual-FT - 507 1365 662 184 243 261 621 446 625 504 54.18
WiISE-FT[54] - 4577 942 52 2.1 14.4 1.8 60.7 39.6 135 8.5 28.57
Tl" T L2 Reg&WE [25] - 47.1 1004 2.0 0.8 13.4 1.6 619 434 1.8 0.5 27.29
EProj[28] - 487 1256 129 2.8 186 93 619 407 153 132 34.90
Ours - 482 1069 72,6 369 335 28,6 622 422 595 479 53.85(+18.95)
Continual-FT 228 365 961 469 7.5 207 213 173 133 - - 31.34
WISE-FT[54] 6.1 5.1 334 3.6 1.9 7.0 0.6 7.9 6.9 - - 8.05
}7“7." 1 L2 Reg&WE [25] 0.2 3.1 8.7 0.4 0.7 1.1 0.0 0.5 0.0 - - 1.62
EProj[28] 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 - - 0.00
Ours 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 - - 0.00(-1.62)

Table A10: Comparison with other CL methods on the performance of each out-of-domain dataset.
We label the best and second methods with bold and underline styles. The top block indicates the

upper-bound scores Tl" of transfer learning capability to adapt the new modality.

We quantitatively compare the results of our method and other multi-modal large language models
that support multiple modalities in Table A11. Compared with other MLLMs, we achieve a better
trade-off between model performance and the number of supported modalities with fewer learnable
parameters and less training data.

Method GQA MSVD MSVD Cap ESC50Cls ESC50 Open ClothoAQA Clotho Caps NYU v2 SUN Modelnet Modelnet Open
X-InstructBLIP [20]  48.1 525 118.2 759 382 15.4 29.4 - - 62.8 46.7
OneLLM [21] 59.5 56.8 - 579 29.1 509  29.0 - -
ChatBridge [23] - - - 453 26.2 - - - - - -
Ours 47.8 48.2 106.9 72.6 36.9 335 28.6 622 422 59.5 47.9

Method COCOy, COCOyest MSRVTT MSRVTTQA AudioCaps,, AudioCaps,.  AudioCapsQA CC3M LLaVACap3D QA Caps3D Cap

test

X-InstructBLIP [20] 137.7 138.2 58.8 413 62.7 583 374 - - 48.0 134.1
OneLLM [21] - 56.5 - - - - - - -
ChatBridge [23] - - - 453 26.2 - - - - - -
Ours 137.8 138.7 52.8 374 64.0 59.4 46.5 96.5 70.2 393 107.6

Table A11: Comparison with state-of-the-art methods on metrics of different datasets.
In addition, we provide more qualitative results on each modality in Figure AS.
A.5 More training details
All modalities are trained by an Autoregressive CE loss. The detailed hyperparameter settings for

each modality are shown in Table A12 of the attached PDF. We will provide further details and
descriptions of the loss and hyperparameters in the paper to ensure better clarity and flow.
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The image shows a blue double-decker bus
on a city street. The bus has a digital
display on the front that reads "Ashington,"
indicating its route or destination. The word
"ARRIVA" is prominently displayed on the
front of the bus, suggesting it is part of
the Arriva bus network.

Q
This video shows a cartoon of a witch

chasing a cat away with a broom and
then reading a book to a cat.

a7 What does this audio
sound like?

1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
: An audio clip from the forest :
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1

4 It sounds like a bird is

singing, with some leaves
rustling in the
background. These sounds
are very pleasant and
make people want to get
close to nature.

@ This is a 3D model of a potted
plant, which can be used to
cultivate different plants. The
specific situation must be
Judged according to its volume.

Q
The man might be using

both a wii controller and a
wii balance board while
playing the game because
the wii balance board.

Q
The image shows two large teddy bears
positioned side by side, with a third smaller

teddy bear in the background.(The teddy bear
in the foreground on the left is wearing a blue
Hawaiian-style shirt with a floral pattern and
a brown bow tie with the text "Teddy Bear
Museum" printed on it. )

This 3D model is a Rhinos, short for

rhinoceroses, are large, herbivorous
mammals known for their characteristic
horns on their snoutsare, known for
their poor eyesight but have excellent
senses of smell and hearing.

Figure A5: More qualitative results of our method on each modality after continuous training.
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Modality  Dataset Prompt Len. Penalty = Min Len.  Max Len.

based on the given

GQA [79] the image respond to -1. 1 10
Image {}
COCO Val [55] a short description 1. 10 80
COCO Test [55] a short description 1. 10 80
based on the given
MSVD QA [74] video respond to {} -1 ! 10
. MSVD Cap [80] a short description 1. 10 80
Video MSRVTT [56] a short description 1. 10 80
based on the given
MSRVTT QA [50] video respond to {} -l ! 10
AudioCaps Val [57] a short description. 1. 10 80
AudioCaps Test [57] a short description. 1. 10 80
. Question: {}
AudioCaps QA [57] Answer: -1. 1 10
Audio ESC50 Cls [60] describe the audio. 1. 1 80
ESC50 Open [60] describe the audio. 1. 10 80
Question: {}
ClothoAQA [61] Answer: -1. 1 10
Clotho Caps [62] a short description. 1. 10 80
A short description
CC3M [>4] of the depth: L. 8 30
LLAVASOK [5] Q‘X"St‘onﬁ 0 1. 8 30
nswer:
{class} What is the
category of this
Depth NYU v2 [63] scene? Choice one 1. 8 30
class from the class
sets.
{class} What is the
category of this
SUN RGB-D [64] scene? Choice one 1. 8 30
class from the class
sets.
Modelnet Cls [65] describe the 3d 0. 10 80
model.
based on the given
. Modelnet Open [65] input respond to {}. 0 1 80
Point describe the 3d
Cap3D QA [59] model. 1. 1 3
describe the 3d
Cap3D Cap [59] model. 1. 1 3

Table A12: More details of hyperparameters used on each of the datasets.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We have claimed the contributions in both abstract and introduction.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations in Conclusion and Discussion.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We have explained the methodology.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We have provided the implementation details including training and testing.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We will release the code once acceptance.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provided the details accprdingly.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: We set the parameters following previous methods without strictly adjusting
the parameters.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

https://doi.org/10.52202/079017-1578 49855


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We claimed the resource demand.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We follow the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: No social impacts exist in this work.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We used the public benchmarks as previous methods.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have credited the related benchmark.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We used published benchmarks.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our research didn’t contain this issue.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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