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Abstract

We introduce Condition-Aware Self-Supervised Learning Representation (CA-
SSLR), a generalist conditioning model broadly applicable to various speech-
processing tasks. Compared to standard fine-tuning methods that optimize for
downstream models, CA-SSLR integrates language and speaker embeddings from
earlier layers, making the SSL model aware of the current language and speaker
context. This approach reduces the reliance on the input audio features while
preserving the integrity of the base SSLR. CA-SSLR improves the model’s capa-
bilities and demonstrates its generality on unseen tasks with minimal task-specific
tuning. Our method employs linear modulation to dynamically adjust internal
representations, enabling fine-grained adaptability without significantly altering
the original model behavior. Experiments show that CA-SSLR reduces the number
of trainable parameters, mitigates overfitting, and excels in under-resourced and
unseen tasks. Specifically, CA-SSLR achieves a 10% relative reduction in LID
errors, a 37% improvement in ASR CER on the ML-SUPERB benchmark, and a
27% decrease in SV EER on VoxCeleb-1, demonstrating its effectiveness.

1 Introduction

The emergence of Self-Supervised Learning Representations (SSLRs) models has revolutionized
speech processing, setting new standards in the field. Pioneering models like Wav2vec 2.0 Baevski
et al.| [2020], HuBERT [Hsu et al.,2021]], and WavLM [Chen et al.|[2022a] leverage unlabeled audio
data to learn rich representations of spoken language. These models are pivotal in a wide range
of applications, including Speech Recognition (ASR) [[Chang et al., 2021]], Speaker Verification
(SV) [Chen et al.| [2022bl [Tak et al.| 2022], Language Identification (LID) [Bartley et al., 2023]], and
Speech Translation (ST) [Tang et al.|[2022]]. Benchmarks such as SUPERB [Yang et al.,[2021]] and
ML-SUPERB ([Shi et al.,|2023al] have been crucial in evaluating SSL model performance, providing
standardized tasks.

Although SSLR training approaches combine speech from various sources, these models learn
representations solely from unpaired audio-only data. When extending SSLR features to multilingual
scenarios and low-resource languages, unsupervised training limits the model’s ability to distinguish
between different languages, resulting in unified features for all languages. Additionally, labeling all
SSL training data with language and speaker information requires significant human effort and is
impractical. Thus, a post-training conditioning approach is more favorable. In other fields, methods
like [Zhang et al.,|2023]] and IP-Adaptor [Ye et al.,|2023] in image processing, and CTRL [Keskar
et al.,[2019] in NLP, have successfully integrated conditioning into pretrained models, demonstrating
potential applications for speech processing.

In response to these challenges, we propose Condition-Aware Self-Supervised Learning Representa-
tion (CA-SSLR), a generalist conditioning model applicable to various speech-processing tasks such
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as language identification, multilingual speech recognition, and speaker verification. Unlike standard
adaptation methods that heavily revise the SSLR for downstream tasks, CA-SSLR minimally adjusts
the pretrained model by integrating language and speaker embeddings from earlier layers, making
the SSLR aware of the current language and speaker context. This technique enables the creation
of models that perform multiple tasks with a single adapted SSL encoder by strategically injecting
conditional adapters into each encoder block while keeping the pretrained encoder weights frozen.
CA-SSLR employs a hierarchical self-adaptation structure in which adapters at each layer leverage
intermediate task-specific embeddings derived from lower layers. Through attention mechanisms
and linear modulation, CA-SSLR dynamically adjusts scaling and biasing, effectively tailoring the
model’s response to language and speaker contexts. Our initialization strategy enables the condi-
tioning module to perform identity transformations, preserving the original model behavior when
introducing new conditions. By applying channel-wise linear modulation and time-wise scaling
without mixing channel dimensions, CA-SSLR avoids introducing new cross-channel couplings,
thereby mitigating overfitting and catastrophic forgetting. We demonstrate its versatility and efficiency
on three widely studied multilingual speech processing tasks—ASR, LID, and SV.

The key contribution of this work is a novel approach to condition SSLRs using limited supervised
labels, resulting in generalized speech representations that maintain the underlying model’s behavior
while improving performance with minimal additional parameters. Specifically, CA-SSLR offers:

* Hierarchical Dynamic Conditioning: We develop attention-based conditional adapters
that are integrated throughout the SSL model. By periodically leveraging language- and
speaker-specific information extracted from previous layers, CA-SSLR dynamically tailors
the model’s behavior at each time step, offering robust adaptation to multilingual tasks.

* Preservation of Pre-trained Weights with Efficient Parameter Utilization: CA-SSLR
leverages the pre-trained encoder by introducing lightweight, channel-wise scala ~ and bias
B adjustments. Since these adjustments do not mix information across different channels,
the original encoder’s behavior is minimally altered. This strategy ensures stable, parameter-
efficient training while preserving the benefits of the pretrained model.

* Harmonized Task Compatibility with Notable Performance Gains: Our experiments
show that CA-SSLR effectively reduces trainable parameters, mitigates overfitting, and
excels in under-resourced and unseen tasks. Notably, CA-SSLR achieves a 27% relative
reduction in LID error rates, a 37% improvement in ASR CER on the ML-SUPERB
benchmark, and a 27% decrease in SV EER on VoxCeleb-1. These results highlight CA-
SSLR’s effectiveness in enhancing multilingual SSLRs while also minimizing computational
overhead for multitask fine-tuning.

2 Related Work

Self-supervised learning representation. Self-Supervised Learning (SSL) models, such as
Wav2Vec 2.0 [Baevski et al.,[2020], HuBERT [Hsu et al.,[2021]], and WavLM [Chen et al.,[2022a]],
leverage large-scale of unlabeled audio to learn expressive speech representations. These representa-
tions capture acoustic, phonetic, and semantic features, which can then be subsequently fine-tuned
on smaller labeled datasets for tasks such as speech recognition [Yi et al., 2020, |Zhao and Zhang]
2022[], emotion recognition [Pepino et al., 2021]], vocal intensity classification [Kodali et al.| 2023]],
and speaker change detection [Zajic and Kunesoval 2023]]. In multilingual settings, Wav2Vec 2.0-
XLSR [Babu et al.,[2021]] extends pre-training to diverse languages for cross-lingual transfer, while
mHuBERT [Lee et al., 2021]] expands HuBERT to effectively handle multiple languages. These
multilingual extensions facilitate a broad range of tasks, including speech recognition [[Chen et al.,
2023a], spoken language understanding [Hu et al.||2024]], and speech generation tasks [Li et al.,[2024],
across various languages. Meanwhile, the scope of evaluation has broadened from monolingual
benchmarks like SUPERB [Yang et al., 2021] to multilingual ones such as ML-SUPERB |[Shi et al.,
2023al, reflecting growing demand for robust and scalable SSL representations.

Adaptation Methods. In many studies [Yang et al.,|2021}|Shi et al., 2023a, |Chen et al.| [2023a], the
SSL representations (SSLR) remains frozen while a decoder is trained for a specific task. Because the
same encoder is shared across tasks, this approach allows multiple tasks to be evaluated on a single
speech signal with only one encoder run. However, such systems often underperform compared
to approaches that adapt the SSLR to the target task—by fine-tuning the entire SSL encoder |Chen
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(a) CA-SSLR improves SSL features by integrat- (b) The trainable time-channel attention conditioner for
ing intermediate LID/SV conditions, keeping pre- integrating language and speaker prediction in CA-SSLR.

trained parameters frozen. It predicts bias 5 and scale 7 using condition feature z.

Figure 1: CA-SSLR scheme and its time-channel attention conditioner. Only the conditioner and
linear projections for the decoders are trainable, and all other parameters are frozen during adaptation.

et al.[[2022a]], fine-tuning only selected layers, or adding lightweight adapters [[Chen et al.l 2023b].
Unfortunately, these methods require a separate encoder for each task, leading to a significant increase
in computational load that scales linearly with the number of tasks.

Conditioning Pre-trained Models. Image processing has successfully integrated conditioning into
pretrained models using methods such as ControlNet [Zhang et al.| 2023|] and IP-Adaptor [[Ye et al.,
2023|]. ControlNet enables precise control over generated images by incorporating additional inputs
(e.g. edge maps or sketches), while IP-Adaptor utilizes lightweight adapter modules to modulate
the model’s behavior based on specific conditions—without modifying the pre-trained model’s
parameters. These techniques have achieved significant success and offer insights for potential
applications in speech processing. Similarly, in Natural Language Processing (NLP), the Conditional
Transformer Language Model (CTRL) [Keskar et al.,2019] introduces conditioning via control codes,
guiding text generation based on attributes like style or domain and enabling efficient adaptation
without extensive retraining. These successes in image processing and NLP demonstrate the potential
for conditioning pre-trained SSLRs in speech applications.

Hierarchical Conditioning. Hierarchical modeling has also been explored in previous research.
For instance, [Sanabria and Metze} 2018]|| propose a multi-task ASR model that applies intermediate
representations by performing connectionist temporal classification (CTC) at multiple layers, each
targeting different granularities. Lower layers predict character tokens, whereas higher layers predict
subword units with increasingly larger vocabularies—scaling from 300 to 10k subword units in the
final layer. [Chen et al.,|2023a]] extend this idea by incorporating hierarchical conditional layers into
the ASR decoder, using tokens predicted by earlier layers to guide the predictions of subsequent
layers.

3 Methodology

We introduce Condition-Aware SSLR (CA-SSLR), a universal encoder designed for multiple down-
stream speech tasks. CA-SSLR enriches a pre-trained SSL model by integrating intermediate LID
and SV predictions to condition and adapt subsequent layers dynamically. This strategy allows the
model to capture key language and speaker attributes, progressively refining outputs and excelling in
multilingual, multispeaker scenarios. Figure [lafillustrates the CA-SSLR architecture. It comprises a
frozen SSL encoder, which is augmented with trainable conditioners and lightweight task-specific
decoders. The conditioner modulates the encoder’s hidden representations based on conditioning
features drawn from intermediate LID and SV embeddings. This hierarchical conditioning mech-
anism enables dynamic adaptation to a variety of input conditions while keeping the pre-trained
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Figure 2: Architecture of the CA-SSLR model employing hierarchical self-conditioning with Time-
Channel Attention Conditioners (TCACsS).

parameters fixed. The subsections below describe (1) the conditioner module, (2) how it integrates
into the overall architecture, and (3) the incremental training strategy for incorporating conditioning
information without catastrophic forgetting.

3.1 Channel-wise and Time-wise Attention Conditioner

A key component of CA-SSLR is the channel-wise conditioner (CC) or the time-channel attention
conditioner (TCAC), which modulates the SSL encoder’s hidden representations based on the
conditioning features. As shown in Fig.|Ib} the TCAC receives latent representations S() € RE*T
from layer [ of the SSL encoder and a conditioning feature vector z € RZ%, derived from intermediate
LID or SV embeddings. The TCAC then produce modulated representations SO by applying time-
and channel-dependent scaling and bias:

S{1) = TCAC(S{1). 2) = 1.2 (2,8)S[1) + B{)(2,8?) )

t,c)

where ¢ and c index time and channel dimensions, respectively. The scales ’yt(lg and biases Bt(lg are

products of time- and channel-dependent components:
(1 l (1 l
o2 8") = i (2.8Y) x1(@) 528" =i (2.8Y) x s (z) (@)

The channel-dependent scales () € R and biases () € R€ are computed by linear transforma-
tions of the conditioning feature, akin to feature-wise linear modulation [Perez et al.,|2018]]:

7D (z) = W,(yl)z + bgl) BV (z) = W(ﬁl)z + b(ﬁl) with , 3)

while the time-dependent scales o) € R” are obtained via an additive attention mechanism:

O]
o (2,8) = v f(W() {S; } +b{) )

where f(-) denotes a ReLU nonlinearity, W((ll) € RO'x(C+R) bg) € RY, and v, € RY". The
conditioning feature z is produced by processing intermediate embeddings e € R¥ from the LID
or SV decoders, as z = LayerNorm(We + b), where W € REXE and b € RE are shared
linear parameters. If time-based modulation is not required, the simpler channel-wise conditioner
(CC) can be used by retaining only the channel-dependent components v and 3. This flexibility
allows the model to be adapted for tasks with varying complexity requirements. By integrating
these conditioning methods, CA-SSLR dynamically adapts its internal representations according to
language and speaker features, without altering the frozen pre-trained encoder’s parameters.
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3.2 Hierarchical Self-Conditioning in CA-SSLR

CA-SSLR employs a hierarchical self-conditioning mechanism within the SSL encoder layers,
building on the TCAC module. In Figure[2] the SSL encoder is segmented into layer groups, with
TCAC:s inserted after each attention module to modulate hidden representations using updated
conditioning features. The model aggregates SSL features through a weighted sum of outputs from
all preceding layer groups, and this aggregate is passed to the LID and SV decoders. The decoders
extract and transform LID and SV embeddings via a linear layer followed by layer normalization,
forming the conditioning feature z used by the TCACs.

The conditioning feature z is re-estimated at intervals—every three layers for LID and every six layers
for SV—using aggregated SSL features from earlier groups. This hierarchical design progressively
refines the model’s representations, adapting to the input’s language and speaker characteristics
at different depths of the network. For instance, the initial SSL layer group captures fundamental
linguistic and speaker cues, producing embeddings that subsequently condition the next layer group
via the TCAC modules. This ongoing refinement allows the model to adapt dynamically based on
intermediate predictions, leading to context-aware, flexible representations.

Each layer group has distinct TCAC parameters, enabling fine-grained scaling and bias adjustments
at different stages of the model. Notably, only the TCAC modules and the linear projections for
the decoders are trainable, while all other SSL encoder parameters remain frozen throughout the
conditioning process. This design mitigates overfitting risks and accelerates training by confining the
number of learnable parameters. As a result, the hierarchical self-conditioning mechanism equips
the model to capture diverse aspects of input audio, making CA-SSLR a robust framework for
comprehensive speech analysis.

3.3 Incremental Training Strategy

Introducing new components into a pre-trained SSL encoder carries the risk of catastrophic forgetting.
To address this, we use an incremental training strategy that gradually incorporates conditioning
information. We initialize the TCAC parameters so that the initially modulated features match the
original SSL outputs exactly. Specifically, we set a; = 1 for all ¢, 7. = 1, and 8. = 0 for all c.

According to Eq. (I), this ensures that sﬁli = Sgli at the outset, allowing a seamless transition from
the pre-trained model to the conditioned model. For multiple conditioning features (e.g. LID and
SV), each task’s parameters (b, Yop, Sup) and (asv, Ysv, Ssy) are initialized in the same manner
(ie.,a=1,v=1,and 8 = 0). We then combine them as follows:

Ottoral = OLID X AV, Viotal = YLD X VsV, Dol = PLip + Psv - )

By initializing each set of parameters to identity and then combining them, newly added conditioning
tasks do not alter the features contributed by already integrated tasks. This allows the model to
steadily integrate extra conditions without disrupting the knowledge acquired from previous tasks.

4 Experimental Setup

4.1 Datasets

We use the ML-SUPERB benchmark [Shi et al.| [2023a] for both LID and ASR experiments. ML-
SUPERB provides two data configurations: (i) 10-minute/language and (ii) 1-hour/languag, covering
123 well-represented languages (Normal). Both configurations also include five training utterances
for each of 20 low-resource languages (Few-shot For the Few-shot languages, we introduce
an Extended Few-shot condition, which increases their data to match the Normal languages but
provides only language labels without ASR transcripts. Our main goals are to address the severe LID
constraints imposed by just five training utterances and to leverage the comparative ease of gathering
LID-only data over fully transcribed data. For simplicity, we continue to refer to these extended data
in subsequent LID experiments as Few-shot. As ML-SUPERB lacks speaker labels, we incorporate
VoxCeleb2 [Nagrani et al.,[2017] to train the models on the SV task. VoxCeleb2 contains 1,092 hours

'We found that some Lithuanian (lit) training and testing data are incorrectly replaced with Italian (it), so
Lithuanian is excluded from the evaluation.
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of speech from 5,994 speakers but lacks LID labels and ASR transcripts. SV performance is tested
on the VoxCelebl original set. We augment the speech with Musan noise Snyder et al.| [2015]] and
reverberation Ko et al.|[2017]] during SV training.

4.2 Model Architecture

SSLR Models. Our system leverages top multilingual SSL backbones from the ML-SUPERB
benchmark: (i) Wav2Vec2-XLSR (300M parameters) [Babu et al., [2021]], trained on 128 languages,
and (i) mHuBERT (100M parameter) [Lee et al., 2021]], trained on English, Spanish, and French
VoxPopuli [Wang et al., 2021]] data. Both have demonstrated their efficacy in processing a wide
range of linguistic inputs and form the backbone of our system. We conduct experiments using
S3PRL [Yang et al.,[2021]] and ESPnet [Watanabe et al.||2018]]. Our training set comprises data with
(1) ASR+LID labels, (2) LID only labels, or (3) SV only labels; we computed the task-specific loss
only when corresponding labels are available. Detailed information on the remaining hyperparameters
is provided in the appendixﬂ Training a single model requires about one day on 2 A100 GPUs.

Speaker and Language Decoders. The speaker and language decoders are based on the ECAPA-
TDNN architecture [Desplanques et al., | 2020]. First, a convolutional layer projects the SSL repre-
sentation to the decoder dimension (512 for LID, 1024 for SV). This is followed by one (for LID)
or three (for SV) 1-dimensional SE-Res2Net [Gao et al.,2021]] layers. Next, channel-wise attentive
statistic pooling aggregates the frame-level features into an utterance-level vector, which is projected
into lower-dimensional speaker embedding. We employ additive angular margin-softmax [Deng
et al.}2019] with margin=0.3 for SV and margin=0.0 for LID. Large margin helps to create highly
compact speaker representations [Villalba et al., 2022], while being detrimental in LID [Villalba
et al.l 2023]]. Both the SV and LID decoders use a weighted average of all SSL layers for final
predictions. In CA-SSLR, the intermediate embeddings that generate conditioning embeddings are
similarly drawn from a weighted average of the SSL layers up to that point. Because all SV and LID
decoders share parameters, the total number of trainable parameters does not increase with more
frequent recomputation of conditioning embeddings.

ASR decoder. The ASR decoder conforms to the framework set by the ML-SUPERB benchmark
[Shi et al.l 2023a], facilitating comparable evaluations. A convolutional downsampling layer halves
the SSL feature sequence duration. The resulting features are feed into a two-layer Transformer
with 256-dims self-attention, eight heads, and a 1024-dims feed-forward layer. A linear output layer
applies connectionist temporal classification (CTC) to predict multilingual character-level tokens.

5 Experiments and Results

5.1 Generalization Ability on Unseen Tasks

Experiment Setting. We conducted experiments to evaluate the generalization capabilities of the
adapted SSLR models on LID, ASR, and SV tasks. The SSLR models are adapted for one task (either
LID or ASR) and then evaluated on both the adapted task and an unseen task. For LID adaptation, the
SSLR is trained exclusively with LID labels. We compared three setups: full fine-tuning (LID-FT),
Houlsby adaptors Houlsby et al.|[2019] (LID-Houlsby), and our proposed condition-aware approach
(LID-CA-XLSRdLual). In this setup, we employed an additional LID decoder using the pre-trained
SSLR to pre-generate language embeddings, which are then used to condition the SSLR model for
a second inference pass. For ASR adaptation, the models are trained with ASR loss using three
setups: full fine-tuning (ASR-FT), Houlsby adaptors (ASR-Houlsby), and our proposed hierarchical
conditioning method with TCAC layers integrated into the SSLR model with single inference (ASR-
CA-XLSRY). During ASR adaptation, the LID decoder is integrated into the SSLR model to provide
conditioning features, but SV information is not included during training.

Results. In LID adaptation (Table[Ta), both LID-FT and LID-Houlsby improved LID performance
compared to the pre-trained SSL baseline. However, on the unseen ASR task, the fully fine-tuned
SSLR encoder improved ASR CER by only 2%, while LID-Houlsby showed limited generalization,
with CER improvements of 5.4% and 3.9% for normal and few-shot languages, respectively. Our

?Code, pre-trained models, and reproduction instructions for the experiments are available at https://
github.com/neillu23/CA-SSLR.

https://doi.org/10.52202/079017-1586 50131


https://github.com/neillu23/CA-SSLR
https://github.com/neillu23/CA-SSLR

Table 1: Evaluation of adapted XLSR models on the 10-min ML-SUPERB and VoxCeleb dataset for
LID, ASR, and SV tasks. These evaluations test the encoder’s generalizability across different tasks,
demonstrating effectiveness without further task-specific tuning.

(a) LID-adapted XLSR models evaluated on LID and ASR tasks.

LID Bottleneck LID Acc 1 ASR CER |
Adapted. Dims. Normal Few-shots Normal Few-shots
XLSR - 89.1 83.9 29.0 39.0
+ LID-FT - 90.1 84.7 27.0 37.0
+ LID-Houlsby 256 90.1 85.3 23.6 35.1
+ LID—CA-XLSR(fua, (ours) 256 90.2 85.8 21.7 334

(b) ASR-adapted XLSR models evaluated on ASR and SV tasks.

ASR Bottleneck ASR CER | SV
Adapted. Dims. Normal Few-shots EER| DCF |
XLSR - 29.0 39.0 1.29 0.093
+ ASR-FT - 17.1 322 1.29 0.095
+ ASR-Houlsby 256 20.3 34.6 1.37 0.097
+ ASR-CA-XLSR” (ours) 256 18.6 31.6 1.15 0.088

LID—CA—XLSRdLua] method achieved substantially better generalization, improving ASR CER by
7.3% and 6.6% for normal and few-shot languages. In ASR adaptation (Table [Ib), all models
enhanced ASR performance, but ASR-Houlsby and full fine-tuning degraded SV performance
relative to the baseline, highlighting their limited generalization. Our ASR-CA-XLSR* approach not
only preserved but improved SV performance, reducing EER by relative 10.9% and DCF by 5.4%,
showcasing strong generalization to the unseen SV task. These results demonstrate that CA-SSLR
notably outperforms full fine-tuning and standard adaptation methods in terms of generalization. By
effectively leveraging conditioning information, CA-SSLR adapts across tasks while maintaining
performance on unseen ones. Our proposed conditioner offers both robust adaptations on training
tasks and superior generalization, making CA-SSLR a versatile and effective solution for multilingual
and multispeaker speech processing.

5.2 Condition-Aware SSLR Model

Experiment Setting. Table 2] investigates the CA-SSLR approach with hierarchical language
conditioning. The first block of the table refers to the baseline where the foundational models
are frozen, while the second block (CA-XLSR(fua]) utilizes a separate task-specific LID model to
pre-generate the language embedding. The third block presents our proposed approach, where we
re-estimate the language embedding every fourth or third layer (CA-XLSR” (4L, 3L)) within the
XLSR model, not required a separate LID system. The experiments utilized two types of conditioners:
TCAC, which incorporates attention, and a variant without attention—referred to as channel-wise
conditioners (CC)—where the same scale and bias are applied uniformly across all time frames. The
real-time factors (RTF) as proc-time/signal-length are provided for assessing efﬁciencyﬂ

Results. First, we observed that both CA-XLSRY | and CA-XLSR” systems with TCAC (with
attention) generally performed better than the CC (w/o attention) counterparts, reaffirming the
benefits of the time-wise attention design. In the second block, CA-XLSRZ ; slightly outperformed
CA-XLSR” in terms of CER for both the 10-minute and 1-hour datasets. However, its real-time
factor (RTF) is akin to the combined RTFs of separate LID and ASR models since it runs Wav2Vec2
twice—once for language embedding extraction and again for ASR conditioning—posing challenges
for streaming applications. On the other hand, CA-XLSRE(CC, 3L) excelled among the three
approaches, achieving a 35.9% and 19.0% relative improvement in Normal and few-shot languages,

The RTFs are computed on an NVIDIA T4 GPU.
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Table 2: ASR CER(%) and LID Acc (%) in ML-SUPERB 10min. and 1h. sets, comparing different
layers to generate the language embedding to condition the following layers. We adapt the XLSR
model for LID and ASR tasks.

REL 10mins 1hr
SSL Model RTFl  RTF| LID(ACCT)  ASR(CER])  LID(ACCT)  ASR(CER )
Normal Normal Few-shots Normal Normal Few-shots

XLSR [Shi ot al.| 2023a) 0021 1.00 66.9 292 409 87.9 220 393
MMS-15 [Shi et al.| 20236] - ) 84.8 213 302 86.1 18.1 308
XLSR (Ours) 0021  1.00 89.0 29.0 39.0 90.9 227 36.9
CA-XLSRE_,(CC) 0037 175 89.0 18.6 322 90.9 14.1 315
CA-XLSRL.(TCAC) 0037 175 89.0 17.8 31.8 90.9 135 314
CA-XLSRE(CC, 4L) 0024 117 89.1 19.7 317 89.6 16.5 322
CA-XLSRE(CC, 3L) 0027 127 88.6 19.4 315 90.0 16.0 324
CA-XLSRE(TCAG, 3L) 0027 127 88.6 18.6 316 93.4 15.1 29.6

Table 3: Experiments on LID and LID + SV Hierarchical Conditioning. We adapt the XLLSR and
mHuBERT models for LID and ASR tasks using CA-SSLR”, and for SV tasks using CA-SSLR™5.
Results for Normal languages with 10-min and 1-hour datasets alongside VoxCeleb SV results.

10min. ML-SUPERB + VoxCeleb  1h. ML-SUPERB + VoxCeleb

REL.
SSL Model RTFL  prp] LID  ASR % LID  ASR SV
ACCT CER| EER, DCF, ACCf CER|, EER) DCF|
mHuBERT 0015 100 819 382 219 0.45 862 309 219 0.145
+FT 0015 100 730 365 585 0350 877 323 401 0251
CA-mHuBERTL(CC) 0017 113 820 319 177 0120 861 251 177 0.118
CA-mHuBERTXS(CC) 0.018 1.16 822 317 179 0.117 873  24.8 1.78  0.121
XLSR 0024 100 890 290 129 0093 909 227 129 0093
+FT 0024 100 815 356 723 0353 832 287 672 0330
CA-XLSRL(CC) 0020 123 886 194 LIl 0076 900 160 102 0078
CA-XLSRE(TCAC) 0029 123 886 186 LI5S 0088 934 151 106 0077
CA-XLSRZS(CC) 0032 134 801 188 1.04 0075 881 150 094 0.073

CA-XLSR*%(TCAC) 0.032 1.34 89.0 18.3 1.11 0.086 93.5 14.4 1.01  0.077

respectively, compared to the baseline in the 10-minute setup, and 33.5% and 19.8% in the 1-hour
setup. LID accuracy remained comparable among the various CA-XLSR models, with a notable
performance improvement from 90.9% to 93.4% in 1-hour setup.

5.3 Generalist Condition-Aware SSLR Model

Experiment Setting. Table 3] presents results for general CA-SSLR models that combine multi-
lingual ASR, LID, and SV tasks. The table compares the baselines, with frozen and fine-tuned SSL
models, to two different CA-SSLR Hierarchical models (CA-SSLR” and CA-SSLR” S ). We further
include another well-known multilingual SSLR model, mHuBERT, for a comprehensive comparison.
The LID conditioning systems (CA-SSLRY) are the same as from the previous section, conditioning
the SSL model only on LID embeddings, with the SV decoder added on top of SSL features without
further adaptation. The LID + SV conditioning system (CA-SSLRY%) combines both LID and SV
embeddings and is jointly trained on ASR, SV, and LID losses. The intermediate LID embeddings
are recomputed every three layers as the best configuration in Table [2} and SV embeddings are
recomputed every six SSL layers. Apart from ASR CER and LID Acc on ML-SUPERB, we present
SV equal error rates (EER) and detection cost function (DCF), measured at target prior probability
p = 0.05 [Sadjadi et al.,|2022]], on VoxCelebl. SV performance varied depending on whether we
trained the model combining 10min ML-SUPERB + VoxCeleb2 or 1h ML-SUPERB + VoxCeleb2.

Fine-tuning Baseline. In the fully fine-tuning experiment, we initialized the model with pretrained
ASR, LID, and SV decoders and fine-tuned for a few epochs. However, this approach resulted in
suboptimal performance compared to the frozen SSLR baseline. The "FT" experiments showed
degraded performance, with LID accuracy decreasing by 5.7%, ASR CER increasing by 3.1%, and
SV EER worsening by 4.2 in absolute values on average across the four settings. This decline
is unexpected, as fine-tuning typically improves performance. This suggests that simultaneous
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Table 4: Ablation study of condition-aware XLSR Normal
settings for ASR-adapted XLSR models on B o . XLSR Fewshots
10-min ML-SUPERB dataset, using CC or . L LoRA Femerats
TCAC. Conditioning is based on predicted ‘\L o frvormal
language labels or LID embeddings, ex- b

cept in the ground truth (G.T.) experiment.

&

Houlsby Normal

Houlsby Fewshots
—e— CC-TCAC (ours) Normal
--e- CC-TCAC (ours) Fewshots

8

Character Error Rate (%)

ASR Normal Few-shots
Adapted. CER | CER | .
XLSR 29.0 39.0 >
+G.T.CC 17.2 27.9
+ Hard CC 19.8 28.6 Trainable Parameters
+ Soft CC 19.3 325 Figure 3: CER versus trainable parameters on XLSR
+ Embed CC 18.6 322 model for Normal and Few-shots languages, demon-
+ Embed TCAC 17.8 31.8 strating the adaptation ability for CC and TCAC.

adaptation of the SSL layers to multiple tasks causes conflicting adjustments, reducing the model’s
robustness. Consequently, catastrophic forgetting led to worse performance compared to the baseline.
Conversely, the condition-aware SSLR models exhibited superior performance comparing with the
frozen baseline, indicating that training the inserted condition layers does not alter the model’s
behavior for downstream tasks but improves its ability to represent the input speech data.

Language Conditioned SSLR. CA-SSLR”(CC) notably enhanced SV performance w.r.t. the
baseline, despite its encoder being solely tuned for ASR and LID tasks. For XLSR, the EER improved
by 14% and 20% relative for the 10-min. and 1-h. sets, respectively, while DCF improved by 16-18%.
Similarly, for mHuBERT, we observed comparable enhancements, with the EER improving by 17%
in both sets and the DCF improving by 17-18%. This demonstrates that the CA-SSLR approach offers
superior generalization capabilities compared to the original pre-trained SSL encoder, delivering
improved performance. CA-SSLR” (TCAC) performance in SV is comparable to its non-attention
counterpart with better performance in LID and ASR as discussed in Sec[5.2]

Language and Speaker Conditioned SSLR. Adding a speaker conditioner to CA-SSLRL* fur-
ther improved its performance. In ASR tasks, incorporating the speaker conditioner to CA-XLSR” o
reduced CER by 3.1% for the 10-min. set and 6.2% for the 1-hr set, relative to CA-XLSR™. For
LID task, CA-SSLR%® shows similar performance to other models with relative differences below
3%. For SV, CA-XLSRY*® using channel-wise conditioner (CC) reduced EER by 19.4-27.1%, out-
performing CA-XLSR”. Switching from CC to TCAC yielded additional gains in ASR, adding a
relative improvement of 2.7-4.0%. In contrast, its impact on SV is more modest, with improvements
in EER by 14.0-21.7%. Overall, TCAC demonstrated better adaptation ability, while CC excelled in
generalization.

ASR and RTF Discussion. Generally, we observed the largest improvement for ASR when in-
cluding the language conditioner, as it enables the system to adapt to produce output tokens in
the correct language. Conversely, adapting the model to the input speaker provided fewer ASR
gains. The XLSR model benefitted from our approach better than mHuBERT, possibly because
mHuBERT is 3x smaller than XLSR, but more importantly, because mHuBERT is trained on just
four languages compared to 128 in XLSR. Therefore, the pre-trained mHuBERT has not encountered
enough diversity in terms of languages and speakers, thereby limiting its performance in multilingual
ASR and SV. In terms of RTF, while the conditioned models are 13-34% slower compared to sharing
the pre-trained SSL encoder for the three tasks, both CA-SSLR” and CA-SSLR” S offer superior
performance while being much faster than running task-specific models separately, indicating a more
efficient use of computational resources while running the generalist model.

5.4 Analysis of the TCA Conditioner
Ablation study of Conditioning Approach. Table 4| conducts an ablation study for different

conditioning methods with CA-XLSRZ . settings within the ML-SUPERB 10min dataset regarding
ASR CER. First, we used conditioners without attention (CC) on the ground truth LID predictions

50134 https://doi.org/10.52202/079017-1586



(G.T.), serving as the upper bound for the performance of our proposed approach. This improved
the Normal languages from 29.0% to 17.2%, and Few-shot languages from 39.0% to 27.9%, w.r.t.
the pre-trained XLSR model. This showcases the potential of the condition-aware SSLR. Following,
we compared conditioning on hard-predicted language labels (Hard), soft-predicted language labels
(Soft), and language embeddings from the LID decoder bottleneck layer (Embed) for comparison.
Conditioning on hard LID labels improved the most in Few-shot languages, improving by 26%
relative to the baseline. On the other hand, the Embed case outperformed the Soft case and provided
balanced performance for both Normals and Few-shots languages. Additionally, we compared CC to
TCAC. The TCAC provided the best overall results, improving Normals and Few-shots by 38.6% and
18.5%, respectively, w.r.t. baseline.

Parameter Efficiency in CER Reduction. Figure [3|compares CER versus the number of trainable
parameters for different adaptation methods, including our proposed Channel-wise Conditioner and
Time-Channel Attention Conditioner (CC-TCAC), the Houlsby adapter, LoRA [Hu et al., [2021]}, full
fine-tuning (FT), and the baseline XLSR model. The Houlsby adapters, with hidden dimensions of
256 and 512, have 18.4M and 30.9M trainable parameters. In comparison, the CC-TCAC approach,
conditioned on precomputed LID embeddings with 256 dimensions (18.7M for CC and 22.6M for
TCAC), achieves lower CERs with similar parameter counts. LoRA provided only marginal gains
over the baseline, aligning with findings from|Chen et al.|[2023b]. In contrast, FT required fine-tuning
16-24 layers (200—300M parameters) to achieve comparable CER reductions, making CC-TCAC
about ten times more efficient. As discussed in Sec[5.I} CC-TCAC’s key contribution is its superior
generalization ability. While the Houlsby adapter enhances task-specific adaptation, it falls short in
generalizing to unseen tasks. In contrast, CC-TCAC achieves both effective adaptation and robust
generalization, making it a versatile solution for diverse applications.

6 Conclusion

This paper introduces the CA-SSLR framework, an innovative approach that integrates conditioning
into pre-trained Self-Supervised Learning (SSL) models by adapting only the trainable conditioner.
Through a hierarchical self-conditioning mechanism, where intermediate language and speaker
features condition the upper layers of the SSL model, CA-SSLR achieves a 33% reduction in ASR
CER compared to the pre-trained baseline, matching the performance of single-task fully fine-
tuned models. Additionally, it improves Speaker Verification EER by 27% and reduces Language
Identification error rates by relative 10% in average. The results indicate that condition-aware SSLR
models enhance the model’s interpretation of input speech data, providing superior performance
compared to traditional fine-tuning methods. This improvement is achieved by dynamically tailoring
the model’s response to the input language and speaker characteristics, ensuring robust generalization
across various tasks. In summary, CA-SSLR offers a versatile and efficient approach to integrating
conditioning information into pre-trained models. This method not only enhances performance across
multiple tasks but also ensures efficient parameter utilization, supported by an improved RTF that
facilitates its application in real-world scenarios.

Broader Impact and Limitations The CA-SSLR methodology improves the conditioning of
pre-trained SSL models for speech processing, improving performance with minimal fine-tuning
and reducing computational resource requirements. This advancement facilitates the deployment of
robust models in resource-constrained environments, promoting broader access to advanced speech
technology. Nevertheless, the methodology carries potential risks, as the conditioning mechanisms
might amplify biases in the training data, leading to unfair outcomes, particularly for underrepresented
languages and speaker groups. Ensuring diverse and balanced datasets, along with continuous
monitoring, is crucial to mitigate biases and avoid reinforcing existing inequities.
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A Model/Dataset Details and Training Hyper-parameters

This appendix provides detailed configurations and hyper-parameters for the decoder models used in
our experiments, including ASR, LID, SV decoders, and the CA-SSLR models. The rationale behind
specific hyper-parameter choices and architectural details are also discussed to offer insights into the
experimental setup and model optimization strategies.

A.1 Decoder Models for ASR, LID, and SV

The ASR, LID, and SV decoder models are optimized for their respective tasks through careful
selection of hyper-parameters and architectural configurations. The ASR model directly follows the
setting in ML-SUPERB benchmark [Shi et al., 2023a] for comparison. Table [5|summarizes these
configurations. The “full” means one epoch is trained by passing all the training data.

Table 5: Hyper-parameters used for training ASR, LID, and SV decoder models.
ASR LID SV

Feature Projection 80 80 80
Decoder Layers 2 1 3
Hidden Channels 256 512 1024
Dropout Rate 0.1 0.3 0.0
Loss CTC CE CE
Learning Rate 0.0001  0.0001 0.001
Warmup Steps - - 1000
Effective Batch Size 32 128 512
Iterations per Epoch 5000 5000 full
Epochs 20 10 20

Table 6: Training hyper-parameters for CA-SSLR models. The superscripts “Dec” and “Feat”
represent the decoder and the feature projection layer, respectively.

CA-SSLR” CA-SSLR™*
Training Data ML-SUPERB  VoxCeleb ML-SUPERB + VoxCeleb
Condition Embedding 256 (L) 256 (L) + 256 (S)
Condition Dropout Rate 0.5 0.5
e ASRPee LIDPe, L

Initialization and SVDee CA-SSLR

. ASRDec’ LIDFeat Dec ASRDeC, LIDFeal,
Trainable modules , and Adapters SV SVFeat and Adapters
Loss ASR + LID SV ASR + LID + SV
Learning Rate 0.0001 0.001 0.0001
Effective Batch Size 32 512 32
Iterations per Epoch 5000 full 5000
Epochs 20 20 20

A.2 CA-SSLR Hierarchical Models

Table@provides detailed configurations for the CA-SSLR model. In the CA-SSLR” S setup, two 256-
dimensional embeddings are used to encapsulate language (L) and speaker (S) information, which
then determine the parameters (o, v, A1) and (as, s, Bs) following the procedure outlined in Eq.
The training adopts a stepwise approach, using initial parameters from an earlier phase to set up the
next. The pretrained ASR, LID, and SV decoders serve as the foundation for initializing CA-SSLR” ;
the SV decoder is fine-tuned further on top of CA-SSLR” ; and both CA-SSLR” and fine-tuned SV
decoder initialize CA-SSLR™®. In the table’s “Trainable modules” row, the notations LIDF& and
SVFeat indicate that the feature projection layers of the LID and SV decoders are adjustable during
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the training process. We conduct the experiments in Table [6] and Figure [3| multiple times, and the
variations are all within 0.2% CERs range.

A.3 Dataset License and Details
A.3.1 ML-SUPERB Dataset

The ML-SUPERB dataset is assembled from a wide collection of multilingual speech corpora, with
each contributing corpus being governed by one of a variety of open-source licenses, such as Creative
Commons, MIT, GNU, or Free-BSD. These licensing agreements guarantee that the dataset is openly
available and can be used freely for both commercial and scholarly research purposes. The 10-minute
training set encompasses 37.4 hours of data, and the 1-hour dataset increases the total to 222.4 hours
of data. Additionally, the dataset includes development and testing sets, containing 41.8 hours and
45.0 hours of data, respectively. This dataset is designed for multilingual speech recognition and
language identification, as used in our work.

In the original ML-SUPERB settings, there are two types of languages:

* Normal Languages: Each has 10 minutes or 1 hour of data per language, used for both LID
and ASR training with transcriptions.

» Few-Shot Languages: Each has only 5 utterances. In the original settings, these languages
are not presented in the results for LID training and are used for ASR training with available
transcriptions.

For the extended few-shot condition, we incorporate the language labels from these few-shot data
for LID training but continue using only 5 utterances with transcriptions for ASR training. Since
language labels are more accessible than transcriptions, especially in low-resource scenarios. Table[7]
summarizes the data configurations for the original and extended few-shot conditions.

Table 7: Data configurations for the original and extended few-shot conditions in ML-SUPERB.

Data Per Language Language Type LID Training ASR Training

Original Settin Normal 10 min — 1 hr 10 min— 1 hr
ginat Sethings Few-Shot Not presented in result 5 utts

Extended Few-Shot Few-Shot 10 min — 1 hr (language labels only) 5 utts

A.3.2 VoxCeleb Dataset

The VoxCeleb dataset is available under the Creative Commons Attribution 4.0 International license
and encompasses comprehensive training, development, and testing data collection. Specifically, it
contains 1092 hours of audio from 5,994 speakers for training, 110 hours from 4,933 speakers for
development, and 20 hours from 40 speakers designated for testing. Designed to facilitate speaker
verification and identification tasks, aligns with our usage in the speaker verification task. To ensure
privacy, speaker names within the dataset are anonymized and represented through unique speaker
IDs.

B CER vs. Trainable Parameters

Table [§|compares the mHuBERT model’s ASR performance against the number of trainable param-
eters, where the XLSR counterpart is shown in Fig. 3| Both CA-mHubertél:ual and CA-mHubertgu’aS1
are with 256 condition feature dimensions. Notably, the CA—mHubert(fua, model excels in few-shots

scenarios, while the CA-mHubertdLu’j yields CERs for normal languages comparable to a fully fine-
tuned 12-layer mHuBERT model using only 15.9M parameters. This efficiency demonstrates the
TCAC’s capability in the CA-SSLR framework to deliver fine-tuned levels of ASR accuracy with
notably reduced parameter count, providing an optimal balance for practical ASR applications.
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Table 8: Comparison of trainable parameters and CERs on ML-SUPERB 10min dataset, including
fine-tuning top layers, LoRA, and dual-inference condition aware mHuBERT model.
Approach Trainable Normal Few-shots
Params. CER | CER |

mHuBERT 57M 38.2 42.9
LoRA 15.2M 383 27

FT 2L) 19.0M 36.0 123

FT (4L) 34.0M 35.0 42.3

FT (6L) 48.2M 33.1 414

FT (8L) 62.6M 32.0 40.5

FT (12L) 90.8M 30.8 40.5
CA-mHubertZ ~ 10.8M 31.6 40.0
CA-mHubert.>”  15.9M 30.9 40.4

C Training Efficiency and Resource Usage

We compare the training speed and resource consumption of different adaptation methods, including
Houlsby Adapters, CA-SSLR, and full fine-tuning (FT). Table E] summarizes the bottleneck dimen-
sions, training times, and peak memory usage for each method. We evaluate the training speech
for 10k iterations with batch size 8. We found that the CA-SSLR approach ranks second compared
to the Houlsby Adapter and a fully fine-tuning approach in speed and memory usage. However, it
is important to note that CA-SSLR surpasses the Houlsby Adapter in adaptation effectiveness and
generalization ability, as demonstrated in Table[I] These results indicate that although CA-SSLR
incurs a moderate increase in training resources, it provides benefits in performance and generaliza-
tion. We acknowledge that the current implementation of CA-SSLR is not yet optimized for speed
and memory efficiency. Future work will focus on optimizing the model to reduce training time and
memory consumption without compromising performance.

Table 9: Comparison of adaptation methods in terms of bottleneck dimensions, training speed, and
peak memory usage.

Method Bottleneck Dims. Training Speed Peak Memory Usage
Houlsby Adapter 256 76 mins 58 GB
CA-SSLR* (3L) 256 120 mins 68 GB
Fine-Tuning (FT) - 135 mins 79 GB

D RTF Analysis

Tables @] and@] present the real-time factor (RTF) for each individual component, as well as for the
combined systems. In Table[T1] the term "separated tasks" refers to duplicating and fine-tuning the
SSLR for each task individually, along with the corresponding total RTF.

E Few-shots Results

Within the ML-SUPERB dataset’s 20 few-shots languages, we examine the performance of CA-SSLR
against the established SSL baselines, XLSR and mHuBERT, on models trained in the 10-minute
ML-SUPERB set. The LID results indicate a close match between CA-SSLR and the baseline, with
approximately half of the few-shot languages exhibiting improvements or matching their baseline
performance. Section[5.4]reveals that SSL-based LID models are inherently effective, and extending
full fine-tuning does not necessarily enhance results. This observation aligns with the outcomes of
other classification tasks adeptly handled by SSL models, as documented in [[Chen et al., [2023b].
Furthermore, the CA-SSLR framework demonstrates subtle enhancements for the Normal languages
in the 10-minute set in Table 3] indicating that the LID performance remains robust despite the
encoder’s additional modifications.
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Modules RTF

ASR Decoder 0.004
LID Decoder 0.001
SPK Decoder 0.003
XLSR SSL 0.016

CA-XLSR?® (6L) +0.003
CA-XLSR” (4L) +0.004
CA-XLSR’ (3L) +0.006
mHubert SSL 0.007
CA-mHubert® (6L) | +0.001
CA-mHubert” (3L) | + 0.002
Table 10: RTF for different components.

XLSR Approaches RTF mHubert Approaches RTF
ASR + LID (Table 2)

XLSR + ASR + LID 0.021 mHubert + ASR + LID 0.013

CA-XLSR(4L) 0.024 -

CA-XLSRL(3L) 0.027 CA-mHubert(3L) 0.015

Separated 2 tasks (+XLSR) 0.037  Separated 2 tasks (+mHubert) 0.020
ASR + LID + SV (Table 3)

XLSR + ASR + LID + SV 0.024 mHubert + ASR + LID + SV 0.015
CA-XLSR” 0.029 CA-mHubert” 0.017
CA-XLSRL¥ 0.032  CA-mHubert* 0.018

Separated 3 tasks (+2*XLSR) 0.055 Separated 3 tasks (+ 2*mHubert) 0.030

Table 11: Total RTFs for combined systems.

Table 12: Evaluation of LID and ASR performance in terms of Accuracy (Acc) and Character Error
Rates (CERs) for few-shot learning in low-resource languages using the ML-SUPERB 10-minute set,
comparing on XLSR and mHuBERT models.

Lang. |  XLSR CA-XLSR“S | mHuBERT  CA-mHuBERT.:S
Acct CER] Acct CERJ | Acct CERJ Acct  CERJ
bos | 820 213 700 117 | 300 290 280 26.0
ceb | 976 205 976 124 | 929 272 976 25.4
dan | 89.5 447 765 370 | 80.1 491  8§0.4 41.5
epo | 8L7 153 769 145 || 462 248 529 25.4
firr 87.5 336 893 299 | 679 404 634 37.7
ful 550 271 675 282 || 375 347 625 32.0
kaz | 980 326 993 215 | 914 378 887 36.0
kea | 841 289 909 276 | 659 352 750 33.1
lit 873 520 877 452 || 793 524 825 49.3
luo | 1000 294 951 244 | 927 294 927 30.1
Stp 648 574 509 481 || 535 567 457 56.2
sun | 93.5 264 944 191 || 944 327 935 26.2
ok | 985 154 985 13.1 || 985 232 985 19.2
tos | 1000 491 994 447 || 994 531  99.4 48.9
ts0 840 254 813 217 || 833 294 813 26.0
tsn 871 227 857 173 || 836 273 843 23.9
tur 824 600 791 370 | 626 651 577 61.7
umb | 640 246 400 233 | 440 298 361 30.1
vie 947 884 929 831 || 858 801 742 80.3
zul 60.6 204 623 144 || 537 243 520 20.4
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Regarding the ASR results, most languages achieve significant CER reductions, ranging from a
modest few percent to over 30%, when compared with SSL baselines. Notably, the Bosnian (bos)
language experiences an impressive 45.1% relative improvement in CER, while Cebuano (ceb)
improved by 39.5% with the XLSR model. With the mHuBERT model, the most substantial gains are
observed in Sundanese (sun) and Toki Pona (took), with 19.9% and 17.2% CER relative improvements,
respectively. These results underscore the CA-SSLR framework’s profound effect in bolstering ASR
performance for few-shot languages, especially demonstrating more pronounced improvements with
the XLSR model.

When examining the correlation between LID accuracy and ASR performance, it is apparent that
a lower CER does not necessarily align with high LID accuracy. For instance, Serbian (srp) on
the XLSR model, despite having a modest LID accuracy of 50.9%, shows a CER improvement
from 57.4% to 48.1%. Conversely, Fulah (ful), the sole language to exhibit a CER increase in
the XLSR model, presents a higher LID accuracy of 67.5%. This indicates that the CA-SSLR
framework’s efficacy is not solely contingent on high LID prediction accuracy. CA-SSLR’s reliance
on embeddings instead of one-hot hard labels for predictions enables the model to maintain or
improve ASR performance despite suboptimal LID scores. This approach allows the model to utilize
embeddings to distinguish between easily confused languages, enabling the ASR model to predict
the correct language accurately.

F Decode Examples

Table[13] visualizes ASR outcomes for the XLSR and CA-XLSR*® models on the ML-SUPERB
10-minute dataset, covering both few-shot and standard language scenarios. It highlights CA-SSLR’s
superior language recognition capabilities and success in rectifying the misclassifications encountered
with XLSR, often resulting in completely incorrect transcriptions. This is evident in languages
such as Lithuanian and Turkish, categorized as Few-shot, and Bulgarian, which is better resourced
(Normal). These findings demonstrate the TCA conditioner’s effectiveness in accurately managing
LID embedding features and distinguishing between languages for downstream tasks. Moreover, the
results from other samples suggest that CA-SSLR achieves better outcomes during training due to its
incorporation of language information, even when the XLLSR model correctly predicts the language.
This underscores the efficacy of the TCA conditioner in exploiting language-specific data, thereby
enabling CA-SSLR to achieve heightened accuracy across a diverse range of languages.

G Ethical Statement

We affirm our commitment to ethical research practices, including respect for privacy and the
responsible use of data. The proposed CA-SSLR model improves multilingual ASR in 143 languages,
including 20 low-resource ones with just five training utterances—thus broadening access to speech
technology for previously underserved communities. Furthermore, the model’s focus on reducing
computational costs at inference time helps lower both financial barriers and the environmental
footprint of large-scale speech applications. Our experiments rely on publicly available datasets
(ML-SUPERB and VoxCeleb), chosen for their moderate size to limit computational demands. We
also employ widely used pre-trained models (XLSR and mHuBERT) in line with their intended
research purposes, thereby adhering to community standards for reproducible and transparent research.
Nevertheless, the capability to perform speech and speaker recognition raises concerns over potential
misuse, such as the covert monitoring of private conversations by unauthorized entities or oppressive
regimes intent on identifying dissidents. We therefore underscore the importance of public awareness
and transparent dialogue about the implications of automated speech analysis, and the need for
responsible governance of emerging technologies.
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Language | Group | Ground Truth XLSR CA-XLSR%S
Es?e‘gg‘to Few-shots | LI STUDVOJAGIS | LISSTO LI STUD VOJAGIS
AL ITALIO HIS- | VOLJACIS AL | AL ITALIO HIS-
PANIO KAJ FRAN- | LITALIO HIS- | PANIO KAJ
CIO PANIO CKA! | FRANZCIO
FRANCIO
L‘ﬂz‘fft‘;“an Few-shots | KARALIUS S KARALJUS
NEISDR]ISO KALD- NE  I/DR
INTI  VARINIU | KA SO KALNEN
MONETU  KAR- TIE VORINI
ALISKOJOJE MONET
MONETU KALYK- KARALJSKOJO
LOJE JO\EB JE MONET
J KAL/KLOJE
SZE;’;‘“ Few-shots | OVO  OTKRICE | OVO ODKRICIE | OVO OD KRICCE
TAKOPE PRUZA | TAKO CE PRUZA | TAKO DE PRUZA
UVID U EVOLU- | UVID_U/EVOLUC | UVID-U EVOLUCI
CIJU PERA KOD |} JU PERA-KO! | JU PERA KOD
PTICA PTICT PTIC
Northern
Frisian | Few-shots | MEI IK TAKOM | ME K | MA IK
(frr) WIKE DAT BOEK | TAKGKOMME TAKOMME WIKE
FAN DY LIENE WIGCE DAT | DAT BOEK VAN I
BOEK VAN DIE I | LIENE
LIEENE
T‘(ltrlll‘lf)sh Few-shots | TUM ~ BUNLAR TUM  BUNLAR
ILGIMIZI CEKSE iLGIMiZI C KSE
DE UZUN KALA- DE UZUN KALA-
MAZDIK MAZDIK
B‘ﬂ(‘;‘a‘;‘lilan Normal | HA TIEPIIBIM | HA  TIEPIIIM | HA  TIEPIIIBIM
[LJTAHE ILJTAHE ILIAHE
KAPIIIHBI KAPIL H KAPIIIHBI
HAMAJISIBAHBI | HAMAJIEBAHBIM | HAMAJIIBAHBIN
TOCIII roc HA | TOCIII
HAKPBITHIA KPBITHI HAKPBITHISA
MATECTKAMI | TIJIECTK LML | TTHJTECTKAMI
PYIK PYIK PYIK
B“(lfl?f)‘an Normal | CJIEJL MAJIKO CJIEJL MAJIKO
BACUJIEHA TIAK P BACIJIEHA TTIAK
U3JIE3E u U3JIE3E
B(iflqs‘;e Normal | KORRONTE KORRONTE KORRONTE
ETIKO HORREN | ETIKO HORREN | ETIKO HORREN
HELBURUA ZO- | HELBURUA ZO- | HELBURUA ZO-
RIONTASUNA RIOANTASUNA | RIONTASUNA
LORTZEA DA LORTZEA DA LORTZEA DA
Ng;?gm Normal | UMNQOPHO UMNCOPHO UMNCOPHO
WOMSEBENZILO | OWOMSEVENDZI | WOMSEBENZI LO
LOU

Table 13: The ground truth, predictions from XLSR and CA-SSLR models. Deletions are shown with
red strikethrough text, insertions are underlined in blue, and substitutions are marked with yellow
highlighting.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA] .

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading “NeurIPS paper checklist',
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We discuss the generalization ability for the condition-aware SSLR in Sec.
and it has been thoroughly evaluating in Sec. [5} We compare the generalization ability
across different tasks, which is unseen for the SSLR model.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We discussion the limitation in Secl6]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not include theoretical results.

¢ All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We detail the dataset settings in Sec. and Sec. describes the model
architecture. The detail parameters settings is described in Sec. [A]

Guidelines:

50146 https://doi.org/10.52202/079017-1586



The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The paper provides open access to the code and pre-trained models via the
CA-SSLR GitHub repository (https://github.com/neillu23/CA-SSLR). The repository
includes integration with ESPnet and S3PRL, along with detailed instructions to help users
reproduce the main experimental results faithfully.

Guidelines:

The answer NA means that paper does not include experiments requiring code.
Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We detail the dataset settings in Sec. [4.1] and Sec. [4.2] describes the model
architecture. The detail parameters settings is described in Sec. [A]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: In Appendix[A.2] we report the error bars results while running the experiments
different times. Also, we conduct different experiments with slightly different settings, and
provide consistant ASR and SV improvements, where the variation among these experiments
is much smaller than the improvement comparing with the baseline.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
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Justification: We discuss the computation resource for training in[4.2] and RTF in Sec[5.7]

and Sec[5.3]
Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We include the code of ethics in Appendix
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discussion the broader impacts in Sec[d]
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
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12.

13.

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our model has been designed for ASR, SV, and LID, which has been welly
studied and have lower risk.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We mention the datasets and its license in Appendix [A.3]
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We detail the dataset settings in Sec. {f.1] and Sec. [4.2] describes the model
architecture. The detail parameters settings is described in Sec. [A| The model will be
released to public after the review process.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.
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* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We do not research with human subject in our experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We do not research with human subject in our experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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