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Abstract

Offline Reinforcement Learning (RL) suffers from the extrapolation error and value
overestimation. From a generalization perspective, this issue can be attributed to the
over-generalization of value functions or policies towards out-of-distribution (OOD)
actions. Significant efforts have been devoted to mitigating such generalization, and
recent in-sample learning approaches have further succeeded in entirely eschewing
it. Nevertheless, we show that mild generalization beyond the dataset can be trusted
and leveraged to improve performance under certain conditions. To appropriately
exploit generalization in offline RL, we propose Doubly Mild Generalization
(DMG), comprising (i) mild action generalization and (ii) mild generalization
propagation. The former refers to selecting actions in a close neighborhood of the
dataset to maximize the Q values. Even so, the potential erroneous generalization
can still be propagated, accumulated, and exacerbated by bootstrapping. In light
of this, the latter concept is introduced to mitigate the generalization propagation
without impeding the propagation of RL learning signals. Theoretically, DMG
guarantees better performance than the in-sample optimal policy in the oracle
generalization scenario. Even under worst-case generalization, DMG can still
control value overestimation at a certain level and lower bound the performance.
Empirically, DMG achieves state-of-the-art performance across Gym-MuJoCo
locomotion tasks and challenging AntMaze tasks. Moreover, benefiting from its
flexibility in both generalization aspects, DMG enjoys a seamless transition from
offline to online learning and attains strong online fine-tuning performance.

1 Introduction

Reinforcement learning (RL) aims to solve sequential decision-making problems and has garnered
significant attention in recent years [53, 67, 74, 63, 12]. However, its practical applications encounter
several challenges, such as risky exploration attempts [20] and time-consuming data collection
phases [35]. Offline RL emerges as a promising paradigm to alleviate these challenges by learning
without interaction with the environment [40, 42]. It eliminates the need for unsafe exploration and
facilitates the utilization of pre-existing large-scale datasets [3 1, 48, 59].

However, offline RL suffers from the out-of-distribution (OOD) issue and extrapolation error [19].
From a generalization perspective, this well-known challenge can be regarded as a consequence of the
over-generalization of value functions or policies towards OOD actions [47]. Specifically, the potential
value over-estimation at OOD actions caused by intricate generalization is often improperly captured
by the max operation [73]. This over-estimation will propagate to values of in-distribution samples
through Bellman backups and further spread to values of OOD ones via generalization. In mitigating
value overestimation caused by OOD actions, substantial efforts have been dedicated [19, 39, 38, 17]
and recent advancements in in-sample learning have successfully formulated the Bellman target
solely with the actions present in the dataset [37, 85, 92, 88, 21] and extracted policies by weighted
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behavior cloning [57, 80]. As a result, these algorithms completely eschew generalization and avoid
the extrapolation error. Despite simplicity, this way can not take advantage of the generalization
ability of neural networks, which could be beneficial for performance improvement. Until now, how
to appropriately exploit generalization in offline RL remains a lasting issue.

This work demonstrates that mild generalization beyond the dataset can be trusted and leveraged to
improve performance under certain conditions. For appropriate exploitation of mild generalization, we
propose Doubly Mild Generalization (DMG) for offline RL, comprising (i) mild action generalization
and (ii) mild generalization propagation. The former concept refers to choosing actions in the
vicinity of the dataset to maximize the Q values. However, the mere utilization of mild action
generalization still falls short in adequately circumventing potential erroneous generalization, which
can be propagated, accumulated, and exacerbated through the process of bootstrapping. To address
this, we propose a novel concept, mild generalization propagation, which involves reducing the
generalization propagation while preserving the propagation of RL learning signals. Regarding
DMG’s implementation, this work presents a simple yet effective scheme. Specifically, we blend the
mildly generalized max with the in-sample max in the Bellman target, where the former is achieved
by actor-critic learning with regularization towards high-value in-sample actions, and the latter is
accomplished using in-sample learning techniques such as expectile regression [37].

We conduct a thorough theoretical analysis of our approach DMG in both oracle and worst-case
generalization scenarios. Under oracle generalization, DMG guarantees better performance than the
in-sample optimal policy in the dataset [38, 37]. Even under worst-case generalization, DMG can
still upper bound the overestimation of value functions and guarantee to output a safe policy with a
performance lower bound. Empirically', DMG achieves state-of-the-art performance on standard
offline RL benchmarks [16], including Gym-MuJoCo locomotion tasks and challenging AntMaze
tasks. Moreover, benefiting from its flexibility in both generalization aspects, DMG can seamlessly
transition from offline to online learning and attain superior online fine-tuning performance.

2 Preliminaries

RL. The environment in RL is mostly characterized as a Markov decision process (MDP), which
can be represented as a tuple M = (S, A, P, R,~, dy), comprising the state space S, action space A,
transition dynamics P : S x A — A(S), reward function R : S x A — [0, Ryax], discount factor
v € [0,1), and initial state distribution dy [70]. The goal of RL is to find a policy 7 : S — A(A)
that can maximize the expected discounted return, denoted as J(7):

Zth(st,at)] : ey

t=0

J(m) = E50~do,at~7r(~|5t),8t+1~P(-\St,at)

For any policy m, we define the value function as V™ (s) = E. [>.,2 v R(s, a;)|so = s] and the
state-action value function (Q-value function) as Q™ (s,a) = Ex [>.,2 v R(s¢, ar)|so = s, a0 = al.

Offline RL. Distinguished from traditional online RL training, offline RL handles a static dataset
of transitions D = {(s, a;,7i,5,)}7=, and seeks an optimal policy without any additional data
collection [40, 42]. We use 3 (a]s) to denote the empirical behavior policy observed in D, which
depicts the conditional distributions in the dataset [19]. Ordinary approximate dynamic programming
methods minimize temporal difference error, according to the following loss [70]:

LTD(G) = ]E(S,a,s’)ND [(Q@(Sa CL) - R(S7 a) - ’YH}?X QG/(Slv a/))2i| ) 2

where 7, is a parameterized policy, Qg (s, a) is a parameterized () function, and Qg (s, a) is a target
@ function whose parameters are updated via Polyak averaging [53].

3 Doubly Mild Generalization for Offline RL

This section discusses the strategy to appropriately exploit generalization in offline RL. In Section 3.1,
we introduce a formal perspective on how generalization impacts offline RL and discuss the issues of

'Our code is available at https:/github.com/maoyixiu/DMG.
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over-generalization and non-generalization. Subsequently, we propose the DMG concept, comprising
mild action generalization and mild generalization propagation in Section 3.2. Following this, we
conduct a comprehensive analysis of DMG in both oracle generalization (Section 3.3) and worst-case
generalization scenarios (Section 3.4). Finally, we present the practical algorithm in Section 3.5.

3.1 Generalization Issues in Offline RL

Offline RL training typically involves a complex interaction between Bellman backup and generaliza-
tion [47]. Offline RL algorithms vary in backup mechanisms to train the Q function. Here we denote
a generic form of Bellman backup as 7T, where « is a distribution in the action space.

EQ(S,G) = R(Saa’) +’YES/NP(<|S,(I) /m%}li/) Q(8I7al) (3)

During offline training, this backup is exclusively executed on (s, a) € D, and the values of (s,a) ¢ D
are influenced solely via generalization. A crucial aspect is that (s’,a’) in the Bellman target can
be absent from the dataset D, depending on the choice of u. As a result, Bellman backup and
generalization exhibit an intricate interaction: the backups on (s,a) € D impact the values of
(s,a) ¢ D via generalization; the values of (s, a) ¢ D participates in the computation of Bellman
target, thereby affecting the values of (s, a) € D.

This interaction poses a key challenge in offline RL, value overestimation. The potential overestima-
tion of values of (s,a) ¢ D, induced by intricate generalization, tends to be improperly captured by
the max operation, a phenomenon known as maximization bias [73]. This overestimation propagates
to values of (s,a) € D through backups and further extends to values of (s, a) ¢ D via generaliza-
tion. This cyclic process consistently amplifies value overestimation, potentially resulting in value
divergence. The crux of this detrimental process can be summarized as over-generalization.

To address value overestimation, recent advancements in the field have introduced a paradigm
known as in-sample learning, which formulates the Bellman target solely with the actions present
in the dataset [37, 85, 92, 88, 21]. Its effect is equivalent to choosing u in 7, to be exactly B,
i.e., the empirical behavior policy observed in the dataset. Following in-sample value learning,
policies are extracted from the learned Q functions using weighted behavior cloning [57, 9, 55]. By
entirely eschewing generalization in offline RL training, they effectively avoid the extrapolation
error [19], a strategy we term non-generalization. However, the ability to generalize is a critical
factor contributing to the extensive utilization of neural networks [41]. In this sense, in-sample
learning methods seem too conservative without utilizing generalization, particularly when the offline
datasets do not cover the optimal actions in large or continuous spaces.

3.2 Doubly Mild Generalization

The following focuses on the appropriate exploitation of generalization in offline RL.

We start by analyzing the generalization effect under the generic backup operator 7,,. We consider a
straightforward scenario, where Q) is updated to (Q¢/ by one gradient step on a single (s, a) € D with
learning rate o. We characterize the resulting generalization effect on any (s, a) ¢ D” as follows.

Theorem 1 (Informal). Under certain continuity conditions, the following equation holds when the
learning rate « is sufficiently small and a is sufficiently close to a:

Qo (s,a) = Qo(s,a) + C1 (TuQo(s,@) — Qo(s,a) + Calla—al) + O (|0 = 6]) @
where Cy € [0, 1] and Cs is a bounded constant.

The formal theorem and all proofs are deferred to Appendix B.

Note that Eq. (4) is the update of the parametric Q function (Qy — (g/) at state-action pairs
(s,a) ¢ D, which is exclusively caused by generalization. If & is within a close neighborhood of
a, then Cs||a — al| is small. Moreover, as Cy € [0, 1], Eq. (4) approximates an update towards the
true objective 7, Qo (s, @), as if Qy(s, a) is updated by a true gradient step at (s,a) ¢ D. Therefore,

’The interplay between backup and generalization does not involve states out of the dataset (Bellman target
does not contain OOD states), hence we do not consider (§, a) ¢ D, though the analysis of Q(§, @) is similar.
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Theorem | shows that, under certain continuity conditions, Q functions can generalize well and
approximate true updates in a close neighborhood of samples in the dataset. This implies that mild
generalizations beyond the dataset can be leveraged to potentially pursue better performance. Inspired

by Theorem 1, we define a mildly generalized policy S as follows.

Definition 1 (Mildly generalized policy). Policy 3 is termed a mildly generalized policy if it satisfies

supp(B(-|s)) C supp(B(-|s)), and max  min |la; — as < e, (5)
ar~B(-|s) az~B(-|s)

where B is the empirical behavior policy observed in the offline dataset.

It means that 3 has a wider support than /3 (the dataset), and for any a; ~ B(|s) we can find
ag ~ B(:|s) (in dataset) such that ||a; — as|| < €4. In other words, the generalization of 3 beyond
the dataset is bounded by ¢, when measured in the action space distance. According to Theorem 1,
there is a high chance that Qg can generalize well in this mild generalization area 3(a|s) > 0.

However, even in this mild generalization area, it is inevitable that the learned value function will incur
some degree of generalization error. The possible erroneous generalization can still be propagated
and exacerbated by value bootstrapping as discussed in Section 3.1. To this end, we introduce an
additional level of mild generalization, termed mild generalization propagation, and propose a novel
Doubly Mildly Generalization (DMG) operator as follows.

Definition 2. The Doubly Mild Generalization (DMG) operator is defined as

BMGQ(& a’) = R(S7 a) +’YES’~P(~|S,CL) A IanJX )Q(Slv CL/) + (1 - /\) max Q(Slv (LLI) (6)
a’~B(:|s’ a’~B(:|s")

where B is the empirical behavior policy in the dataset and B is a mildly generalized policy.

Note that in typical offline RL algorithms, extrapolation error and value overestimation caused by
erroneous generalization are propagated through bootstrapping, and the discount factor of this process
is v. DMG reduces this discount factor to Ay, mitigating the amplification of value overestimation.
On the other hand, in contrast to in-sample methods, DMG allows mild generalization, utilizing the
generalization ability of neural networks to seek better performance, as Theorem 1 suggests that
value functions are highly likely to generalize well in the mild generalization area.

To summarize, the generalization of DMG is mild in two aspects: (i) mild action generalization:
based on the mildly generalized policy (3, which generalizes beyond B, DMG selects actions in a
close neighborhood of the dataset to maximize the Q values in the first part of the Bellman target;
and (ii) mild generalization propagation: DMG mitigates the generalization propagation without
hindering the propagation of RL learning signals by blending the mildly generalized max with the
in-sample max in the Bellman target. This reduces the discount factor through which generalization
propagates, mitigating the amplification of value overestimation caused by bootstrapping.

To support the above claims, we provide a comprehensive analysis of DMG in both oracle and
worst-case generalization scenarios, with particular emphasis on value estimation and performance.

3.3 Oracle Generalization

This section conducts analyses under the assumption that the learned value functions can achieve
oracle generalization in the mild generalization area 3(a|s) > 0, formally defined as follows.

Assumption 1 (Oracle generalization). The generalization of learned Q functions in the mild
generalization area ((a|s) > 0 reflects the true value updates according to Tpymc-

The mild generalization area $(a|s) > 0 may contain some points outside the offline dataset, and
Tome might query Q values of such points. This assumption assumes that the generalization at
such points reflects the true value updates according to 7pp. The rationale for such an assumption
comes from Theorem 1, which characterizes the generalization effect of value functions in the mild
generalization area. Now we analyze the dynamic programming properties of the operators Tpyic
and 7Ty, where 7Ty, is the in-sample Q learning operator [37, 88, 21] defined as follows.
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Definition 3. The In-sample Q Learning operator [37] is defined as

TimQ(s,a) := R(s,a) + YEg < p(.|s,a) [ ,r%?}‘(,,) Q(s’,a’)] @)

where B is the empirical behavior policy in the dataset.

Lemma 1. Ty, is a ~-contraction operator in the in-sample area [3 (als) > 0 under the L, norm.

Following Lemma 1, we denote the fixed point of Ty, as Jf,, and its induced policy as =7, . Here Qf,,
is known as the in-sample optimal value function [37], which is the value function of the in-sample
optimal policy 7y, . We refer readers to [37, 38, 88] for more discussions on the in-sample optimality.
Now we present the theoretical properties of DMG for comparison.

Theorem 2 (Contraction). Under Assumption I, Tpmc is a y-contraction operator in the mild

generalization area B (a|s) > O under the L, norm. Therefore, by repeatedly applying Toma, any
initial Q function can converge to the unique fixed point Q-

We denote the induced policy of Q)i as Thyq, Whose performance is guaranteed as follows.
Theorem 3 (Performance). Under Assumption I, the value functions of i\ and 7y, satisfy:

VTG (5) > Vin(s), Vs € D. ®)

Theorem 3 indicates that the policy learned by DMG can achieve better performance than the
in-sample optimal policy under the oracle generalization condition.

3.4 Worst-case Generalization

This section turns to the analyses in the worst-case generalization scenario, where the learned value
functions may exhibit poor generalization in the mild generalization area 3(a|s) > 0. In other words,

this section considers that Tpyic is only defined in the in-sample area 3(als) > 0 and the learned
value functions may have any generalization error at other state-action pairs. In this case, we use the
notation 7pmg to tell the difference.

We make continuity assumptions about the learned Q function and the transition dynamics.
Assumption 2 (Lipschitz Q). The learned Q function is Kqg-Lipschitz. Vs ~ D, Vai,as ~ A,
|Q(s,a1) — Q(s,a2)| < Kglla1 — az|

Assumption 3 (Lipschitz P). The transition dynamics P is K p-Lipschitz. Vs, s’ ~ S, Vay,as ~ A,
[P(s']s,a1) — P(s']s, az2)| < Kpllag — as|

For Assumption 2, a continuous learned Q function is particularly necessary for analyzing value func-
tion generalization and can be relatively easily satisfied using neural networks or linear models [24].
Assumption 3 is also a common assumption in theoretical studies of RL [13, 87, 61].

Now we consider the iteration starting from arbitrary function Q°: Q’BMG = %MGQH/}G and
QF = TiuQ¥ 71, Vk € ZF. The possible value of Qf,¢ is bounded by the following results.

Theorem 4 (Limited overestimation). Under Assumption 2, the learned Q function of DMG by
iterating Tpmq satisfies the following inequality

. Aeo K
Qhi(s,0) < Qbua(s0) < Qhis,0) + =T (1 =o%), Vs.an D, vEEZE. )
Since in-sample training eliminates the extrapolation error [37, 921, Q¥ can be considered a relatively

accurate estimate [37]. Therefore, Theorem 4 suggests that DMG exhibits limited value overesti-
mation under the worst-case generalization scenario. Moreover, the bound becomes tighter as ¢,
decreases (milder action generalization) and A\ decreases (milder generalization propagation). This is
consistent with our intuitions in Section 3.2.

Finally, we show in Theorem 5 that even under worst-case generalization, DMG guarantees to output
a safe policy with a performance lower bound.
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Theorem 5 (Performance lower bound). Let Tpni be the learned policy of DMG by iterating %Mg,
7" be the optimal policy, and ep be the inherent performance gap of the in-sample optimal policy
ep := J(n*) — J(nf,,). Under Assumptions 2 and 3, for sufficiently small €,, we have

. CKP Rmax

J(fTDM(})ZJ(W*) 1=

€a — €D. (10)
where C'is a positive constant.

3.5 Practical Algorithm

This section puts DMG into implementation and presents a simple yet effective practical algorithm.
The algorithm comprises the following networks: policy 74, target policy mg/, @ network @y, target
Q network Q, and V' network V.

Policy learning. Practically, we expect DMG to exhibit a tendency towards mild generalization
around good actions in the dataset. To this end, we first consider reshaping the empirical behavior

policy {3 to be skewed towards actions with high advantage values 3*(a|s) o ((als) exp(A(s, a)).
Then we enforce the proximity between the trained policy and the reshaped behavior policy to
constrain the generalization area. We define the generalization set 15 as follows.

I = {m | KL(3"([s)llm(-|s)) < €} (11)
Note that forward KL allows 7 to select actions outside the support of B *, enabling I15 to generalize
beyond the actions in the dataset. With I15 defined, the next step is to compute the maximal ¢) within

IIs. To accomplish this, we adopt Actor-Critic style training [70] for this part.

m(?XESND@N,%HS)QQ(S, a), s.t.myellg (12)

By treating the constraint term as a penalty, we maximize the following objective.
mgx ESND,GNM(.MQQ(S, a) — I/]ESN'DKL(B* (19)lme(-1s)) (13)
Through straightforward derivations, Eq. (13) is equivalent to the following policy training objective.

I (o) = ES~D7a~w¢(-|S)Q9($, a) — VE(s,q0)~p [exp(a(Qpr (s,a) — Vip(s))) log mg(als)]  (14)

where « is an inverse temperature and Qg (s, a) — Vi, (s) computes the advantage function A(s, a).

Value learning. Now we turn to the implementa- .
tion of the Tpnq operator for training value func- Algorithm 1 DMG

tions. By introducing the aforementioned policy, 1: Initialize mg, mg/, Qg, Qg’, and V.
we can substitute max, 5 in Toma with E,.. 2: for each gradient step do

Regarding max, 5 in Tpumc, any in-sample learn-  3: Update ¢ by minimizing Eq. (15)

ing techniques can be employed to compute the ~ + Update 0 by minimizing Eq. (16)

in-sample maximum [37, 88, 85, 21]. In particular, 5: Update ¢ by maximizing /Eq. (14) ,
6:  Update target networks: 0’ + (1-&)6'+

based on IQL [37], we perform expectile regression.
£0, 0" (1 -€)¢' + &0

Ly()= E_ L3 (Qu(s,a) = Vo(s)] (15) 7: end for

where L7 (u) = |7 — 1(u < 0)|u? and 7 € (0,1). For 7 ~ 1, V, can capture the in-sample maximal
@ [37]. Finally, we have the following value training loss.

LQ(H) = IE:(s,a,s/)'\‘D |:<Q0(57 a) - R(sv a) - 7)‘Ea’~ﬂ¢' QG/(S/; a/) - 7(1 - )‘)V¢(8/))2:| (16)

Overall algorithm. Integrating all components, we present our practical algorithm in Algorithm 1.
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4 Discussions and Related Work

Summary of offline RL work from a generalization perspective. As analyzed above, DMG is
featured in both mild action generalization and mild generalization propagation. Within the actor-
critic framework upon which most offline RL algorithms are built, these two aspects correspond to
the policy and value training phases, respectively. Action generalization concerns whether the policy
training intentionally selects actions beyond the dataset to maximize Q values, while generalization
propagation involves whether value training propagates generalization through bootstrapping. Table 1
presents a clear comparison of offline RL works in this generalization view. The table shows one
representative method of each category and we elaborate on others as follows.

Table 1: Comparison of offline RL work from the generalization perspective.

IQL AWAC TD3BC TD3 DMG (Ours)

Action generalization none  none mild Sull mild

Generalization propagation  none full full Sull mild

Concerning policy learning, AWR [57], AWAC [55], CRR [80], 10% BC [8], IQL [37], and other
works such as [78, 9, 66, 21, 88] extract policies through weighted or filtered behavior cloning,
thereby lacking intentional action generalization to maximize Q values beyond the dataset. Typical
policy-regularized offline RL methods like TD3BC [17], BRAC [84], BEAR [38], SPOT [83], and
others such as [79, 61, 72] introduce regularization terms to Q maximization objectives to regularize
the trained policy towards the behavior policy and allows mild action generalization. Online RL
algorithms like TD3 [18] and SAC [27] have no constraints and maximize Q values in the entire action
space, corresponding to full action generalization. Regarding value training, in-sample learning
methods including OneStep RL [7], IQL [37], InAC [85], IAC [92], XQL [21], and SQL [88]
completely avoid generalization propagation and accumulation via bootstrapping, whereas typical
offline and online RL approaches allow full generalization propagation through bootstrapping. In the
proposed approach DMG, generalization is mild in both aspects.

Recently, Ma et al. [47] have also drawn attention to generalization in offline RL and the issue of over-
generalization. They mitigate over-generalization from a representation perspective, differentiating
between the representations of in-sample and OOD state-action pairs. Lyu et al. [44] argue that
conventional value penalization like CQL [39] tends to harm the generalization of value functions and
hinder performance improvement. They propose mild value penalization to mitigate the detrimental
effects of value penalization on generalization.

Connection to heuristic blending approaches. Our approach also relates to the framework of
blending heuristics into bootstrapping [10, 81, 71, 28, 82, 22]. In offline RL, HUBL [22] blends
Monte-Carlo returns into bootstrapping and acts as a data relabeling step, which reduces the degree
of bootstrapping and thereby increases its performance. In contrast, DMG blends the in-sample
maximal values into the bootstrapping operator. DMG does not reduce the discount for RL learning
but reduces the discount for generalization propagation.

For extended discussions on related work, please refer to Appendix A.
5 Experiments

In this section, we conduct several experiments to justify the validity of the proposed method DMG.
Experimental details and extended results are provided in Appendices C and D, respectively.

5.1 Main Results on Offline RL Benchmarks
Tasks. We evaluate the proposed approach on Gym-MuJoCo locomotion domains and challenging

AntMaze domains in D4RL [16]. The latter involves sparse-reward tasks and necessitates “stitching”
fragments of suboptimal trajectories traveling undirectedly to find a path to the goal of the maze.

Baselines. Our offline RL baselines include both typical bootstrapping methods and in-sample
learning approaches. For the former, we compare to BCQ [19], BEAR [38], AWAC [55], TD3BC [17],
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Table 2: Averaged normalized scores on Gym locomotion and Antmaze tasks over five random seeds.
m = medium, m-r = medium-replay, m-e = medium-expert, e = expert, r = random; u = umaze, u-d =
umaze-diverse, m-p = medium-play, m-d = medium-diverse, 1-p= large-play, I-d = large-diverse.

Dataset-v2 BC BCQ BEAR DT AWAC OneStep TD3BC CQL IQL DMG (Ours)
halfcheetah-m 42.0 46.6 43.0 426 47.9 50.4 48.3 47.0 47.4 54.9+0.2
hopper-m 562 594 51.8 67.6 59.8 87.5 59.3 53.0 66.2 100.6+1.9
walker2d-m 71.0 71.8 -0.2 740 83.1 84.8 83.7 73.3 78.3 92.4+2.7
halfcheetah-m-r 364 42.2 36.3 36.6 44.8 42.7 44.6 45.5 44.2 51.4+0.3
hopper-m-r 21.8 60.9 522 827 69.8 98.5 60.9 88.7 94.7 101.9+1.4
walker2d-m-r 249 57.0 7.0 66.6 78.1 61.7 81.8 81.8 73.8 89.7+5.0
halfcheetah-m-e  59.6 95.4 46.0 86.8 64.9 75.1 90.7 75.6 86.7 91.1+4.2
hopper-m-e 51.7 106.9 50.6 107.6 100.1 108.6 98.0 105.6 91.5 110.4+3.4
walker2d-m-e 101.2 107.7 22.1 108.1 110.0 111.3 110.1 1079 109.6 114.4+0.7
halfcheetah-e 929 89.9 92.7 87.7 81.7 88.2 96.7 96.3 95.0 95.9+0.3
hopper-e 1109 109.0 546 942 109.5 106.9 107.8 96.5 109.4 111.542.2
walker2d-e 107.7 106.3 106.6 108.3 110.1 110.7 110.2  108.5 109.9 114.7+0.4
halfcheetah-r 2.6 2.2 2.3 2.2 6.1 2.3 11.0 17.5 13.1 28.8+1.3
hopper-r 4.1 7.8 39 54 9.2 5.6 8.5 7.9 79  20.4+104
walker2d-r 1.2 49 12.8 2.2 0.2 6.9 1.6 5.1 54 4.84+2.2
locomotion total 784.2 968.0 581.7 972.6 9753 1041.2 1013.2 1010.2 1033.1 1182.8
antmaze-u 66.8 78.9 73.0 542 80.0 54.0 73.0 82.6 89.6 92.4+1.8
antmaze-u-d 56.8 55.0 61.0 412 52.0 57.8 47.0 10.2 65.6 75.4+8.1
antmaze-m-p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 59.0 76.4 80.2+5.1
antmaze-m-d 0.0 0.0 8.0 0.0 0.2 0.6 0.2 46.6 72.8 77.2+6.1
antmaze-l-p 0.0 6.7 0.0 0.0 0.0 0.0 0.0 16.4 42.0 55.446.2
antmaze-1-d 0.0 2.2 0.0 0.0 0.0 0.2 0.0 3.2 46.0 58.8+4.5
antmaze total 123.6 142.8 142.0 954 1322 112.6 120.2 218.0 3924 439.4
and CQL [39]. For the latter, we compare to BC [58], OneStep RL [7], IQL [37], XQL [21], and
SQL [88]. We also include the sequence-modeling method Decision Transformer (DT) [&].

Comparison with baselines. Aggregated results are displayed in Table 2. On the Gym locomotion
tasks, DMG outperforms prior methods on most tasks and achieves the highest total score. On
the much more challenging AntMaze tasks, DMG outperforms all the baselines by a large margin,
especially in the most difficult large mazes. For detailed learning curves, please refer to Appendix D.3.
According to [56], we also report the results of DMG over more random seeds in Appendix D.2.

Runtime. We test the runtime of DMG and other baselines on a GeForce RTX 3090. As shown in
Appendix D.1, the runtime of DMG is comparable to that of the fastest offline RL algorithm TD3BC.

5.2 Performance Improvement over In-sample Learning Approaches

DMG can be combined with various in-

sample learning approaches. Besides Table 3: DMG combined with various in-sample ap-

proaches, showing averaged scores over 5 seeds.

IQL [37], we also apply DMG to two re-
cent state-of-the-art in-sample algorithms, ~ .o 5 XQL (+DMG)  SQL(+DMG)
XQL [21] and SQL [88]. As shown in Ta-
ble 3 (and Table 2), DMG consistently and halfcheetah-m 477 — 55.3 48.3 — 54.5
substantially improves upon these in-sample ho%ger;; ;i é - gg; ;Z; - g;;
methods, particularly on sub-optimal datasets K;fcizetéﬁl_m_r 448 : 51'1 448 : 51.8
where generalization plays a crucial role in -~ opper-m-r 973 — 102' 5 1017 — 10'1 8
the pursuit of a better policy. This provides walker2d-m-r 759 _5 90.0 770 5 95.2
compelling empirical evidence that the per-  palfcheetah-m-e ~ 89.8 — 92.5 94.0 — 93.5
formance of in-sample methods is largely  hopper-m-e 107.1 — 1111 111.8 — 110.4
confined by eschewing generalization beyond  walker2d-m-e 110.1 — 111.3  110.0 — 109.6
the dataset, while DMG effectively exploits  — ./ 7253 7927 747.5 — 804.2
generalization, achieving significantly im-
proved performance across tasks.
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Figure 1: Performance and Q values of DMG with varying mixture coefficient A over 5 random
seeds. The crosses x mean that the value functions diverge in several seeds. As A increases, DMG
enables stronger generalization propagation, resulting in higher and probably divergent learned Q

values. Mild generalization propagation plays a crucial role in achieving strong performance.
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Figure 2: Performance and Q values of DMG with varying penalty coefficient v over 5 random
seeds. As v decreases, DMG allows broader action generalization, leading to larger learned Q values.
Mild action generalization is also critical for attaining superior performance.

5.3 Ablation Study for Performance and Value Estimation

Mixture coefficient \. The mixture coefficient A controls the extent of generalization propagation.
We fix v = 0.1 and vary A € [0, 1], presenting the learned Q values and performance on several
tasks in Figure 1. As X increases, DMG enables increased generalization propagation through
bootstrapping, and the learned Q values become larger and probably diverge. A moderate A (mild
generalization propagation) is crucial for achieving strong performance across datasets. Under the
same degree of action generalization, mild generalization propagation effectively suppresses value
overestimation, facilitating more stable policy learning.

Penalty coefficient ». The penalty coefficient v regulates the degree of action generalization. We fix
A = 0.25 and vary v. The results are shown in Figure 2. As v decreases, DMG allows broader action
generalization beyond the dataset, which results in higher learned values. Regarding performance, a
moderate v (mild action generalization) is also crucial for achieving superior performance.

5.4 Online Fine-tuning after Offline RL

Ber;e ﬁti.ng from its %ﬁglity.in both gen- Table 4: Online fine-tuning results on AntMaze tasks,
eralization aspects, enjoys a seam- ¢ ,wing normalized scores of offline training and 1M

ESS transition from qfﬂme to online learn- steps online fine-tuning, averaged over 5 seeds.
ing. This is accomplished through a grad-

ual enhancement of both action generaliza-  pgiaset-v?2 TD3 IQL DMG (Ours)

tion and generalization propagation. Since JE—— 00 8965962 92.4 = 934
IﬁQL 57 has demonstrated superior online "0 0 T 00 65565620 754 892
ne-tuning performance compared to previ- o0 0 00 7645898 802 — 96.8
ous methods [55, 39 inits paper, we follow  ymgze.mq 00 7285902 772 962
the experimental setup of IQL and compare  ypimaze-l-p 0.0 420786 554 — 86.8
to IQL. We also train online RL algorithm  antmaze--d 0.0 46.0 — 734  58.8 — 89.0
TD3 [ 18] from scratch for comparison. We
use the challenging AntMaze domains [16], antmaze total 0.0 3924 — 490.4 439.4 — 556.4
given DMG’s already high offline perfor-
mance in Gym locomotion domains. Results are presented in Table 4. While online training from
scratch fails in the challenging sparse reward AntMaze tasks, DMG initialized with offline pretraining
succeeds in learning near-optimal policies, outperforming IQL by a significant margin. Please refer
to Appendix C.2 for experimental details, and to Appendix D.4 for learning curves.
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6 Conclusion and Limitations

This work scrutinizes offline RL through the lens of generalization and proposes DMG, comprising
mild action generalization and mild generalization propagation, to exploit generalization in offline RL
appropriately. We theoretically analyze DMG in oracle and worst-case generalization scenarios, and
empirically demonstrate its SOTA performance in offline training and online fine-tuning experiments.

While our work contributes valuable insights, it also has limitations. The DMG principle is shown to
be effective across most scenarios. However, when the function approximator employed is highly
compatible with a specific task setting, the learned value functions may generalize well in the entire
action space. In such case, DMG may underperform full generalization methods due to conservatism.
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A Extended Related Work

Model-free offline RL. In offline RL, a fixed dataset is provided and no further interactions are
allowed [40, 42]. As a result, conventional off-policy RL algorithms suffer from the extrapolation
error due to OOD actions and exhibit poor performance [19]. To address this challenge, various
offline RL algorithms have been developed, primarily categorized into model-free and model-based
approaches. In model-free solutions, value regularization methods introduce conservatism in value
estimation through direct penalization [39, 36, 46, 86, 11, 64, 51], or via value ensembles [2, 3, 89].
Policy constraint approaches enforce proximity between the trained policy and the behavior policy,
either explicitly via divergence penalties [84, 38, 30, 17, 83], implicitly by weighted behavior
cloning [9, 57, 55, 80, 49], or directly through specific parameterization of the policy [19, 23, 93].
Some recent efforts focus on learning the optimal policy within the dataset’s support (known as in-
support or in-sample optimal policy) in a theoretically sound manner [49, 51, 83]. These approaches
are less influenced by the the dataset’s average quality. Another popular branch of algorithms opts for
in-sample learning, which formulates the Bellman target without querying the values of any unseen
actions [7, 45, 37, 85, 92, 88, 21]. Among these, OneStep RL [7] evaluates the behavior policy
via SARSA [70] and performs only one step of constrained policy improvement without off-policy
evaluation. IQL [37] modifies the SARSA update, using expectile regression to approximate an
upper expectile of the value distribution and enables multi-step dynamic programming. Following
IQL, several recent works such as InAC [85], TAC [92], XQL [21], and SQL [88] have developed
different in-sample learning frameworks, further enhancing the performance of in-sample learning
approaches. However, this work shows that the performance of in-sample approaches is confined
by eschewing generalization beyond the offline dataset. In contrast, the proposed approach DMG
utilizes doubly mild generalization to appropriately exploit generalization and achieves significantly
stronger performance across tasks.

Model-based offline RL. Model-based offline RL methods involve training an environmental
dynamics model, from which synthetic data is generated to facilitate policy optimization [69, 29, 32].
In the context of offline RL, algorithms such as MOPO [90] and MOReL [33] propose to estimate
the uncertainty within the trained model and subsequently impose penalties or constraints on state-
action pairs characterized by high uncertainty levels, thus achieving conservatism in the learning
process. Some model-based approaches incorporate conservatism in a similar way to those model-
free ones. For example, COMBO [91] leverages value penalization, while BREMEN [52] employs
behavior regularization. More recently, MOBILE [68] introduces uncertainty quantification via the
inconsistency of Bellman estimations within a learned dynamics ensemble. SCAS [50] proposes a
generic model-based regularizer that unifies OOD state correction and OOD action suppression in
offline RL. However, typical model-based methods often involve heavy computational overhead [29],
and their effectiveness hinges on the accuracy of the trained dynamics model [54].

Recently, Bose et al. [5] explores multi-task offline RL from the perspective of representation learning
and introduced a notion of neighborhood occupancy density. The neighborhood occupancy density
at a given stata-action pair in the dataset for a source task is defined as the fraction of points in the
dataset within a certain distance from that stata-action pair in the representation space. Bose et al.
[5] use this concept to bound the representational transfer error in the downstream target task. In
contrast, DMG is a wildly compatible idea in offline RL and provides insights into many offline RL
methods. DMG balances the need for generalization with the risk of over-generalization in offline
RL. Generalization to stata-action pairs in the neighborhood of the dataset corresponds to mild action
generalization in the DMG framework.

B Proofs

In this section, we provide the proofs of all the theories in the paper.

B.1 Proof of Theorem 1

This section presents the formal theorem for the Theorem 1 in the main paper, along with its proof.

We first make several common continuity assumptions for Theorem 1.
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Assumption 4 (Lipschitz Q)). The learned value function Qg is K o-Lipschitz and is upper bounded
by Qumax. Vs ~ D, Vai,as ~ A, [Qo(s,a1) — Qo(s,a2)| < Kgllai — az|.

Assumption 5 (Lipschitz () gradient). The learned value function Qg is smooth, i.e, has a K 4-
Lipschitz continuous gradient. Vs ~ D, Vayi,as ~ A, ||VoQo(s,a1) — VoQo(s,a2)|| < K4llar —
(IQ”.

Assumption 6 (Bounded ) and ) gradient). Vs, a, |Qo(s,a)| < Qmax and ||[VoQo(s, a)|l < gmax-
Assumption 7 (Lipschitz P). The transition dynamics P is K p-Lipschitz. Vs, s’ ~ S, Va1, as ~ A,
|P(s'|s,a1) — P(s'|s,a2)| < Kplla; — as||.

Assumption 8 (Lipschitz R). The reward function R is Kgr-Lipschitz. Vs ~ S, Yai,as ~ A,
|R(sla1) — R(s,az2)| < Kglla; — az].

A continuous learned Q function is particularly necessary for the analysis of value function general-
ization. Since we often use neural networks or linear models to parameterize the value function )y,
Assumptions 4 and 5 can be relatively easily satisfied [24]. Assumptions 6, 7, and 8 are also common
in the theoretical studies of RL [13, 87, 61] and optimization [6].

Before we start the proof of Theorem 1, we prove the following lemma.
Lemma 2. Vs ~ D, Vaj,as ~ A, [T,Qo(s,a1) — TuQo(s, a2)| < Kr|la1 — az||. where K7 is a
positive bounded constant.
Proof. Vs ~ D, Vay,as ~ A,
|7;Q9(S, a’l) - 7;@9(3’ a2)‘

=|R(s,a1) — R(s,a2) + YEyp(|s,a1) [ max Q(s’,a’)} — VEg P(|5,a2) L max Q(s',a')”

a’~u(-]s") r~u(’]s)

< |R(S>a1) - R(‘Sv a2)‘ +

a’ ~u(- a’~u(-|s’)

Q(s’,a’)} —Egp([s,a2) [ max Q(s’,a’)”

=IR(s,a1) = R(s,a2)| +7 |3 (P(/[s,01) = P(/[s,02))  max Q(s',a')

S

<|R(s,a1) — R(s,az)| + 72 [(P(s|s,a1) — P(s']s,a2))|| max Q(s',a’)

a’~u(']s")

<Kglar — az| +7 Y Kpllar — az||Qmax

=(Kr +vKp|S|Qmax)llar — az||
where the last inequality holds by Assumptions 6, 7, and 8.
Therefore, for any s ~ D, a1, as ~ A, it holds that

[TuQo(s,a1) — TuQo(s, a2)| < Krllar — as, (17)
where K7 := K + 7K p|S|Qmax is a positive bounded constant. O
We restate the scenario analyzed in Theorem 1: @y is updated to (Qy- by one gradient step on a single

state-action pair (s, a) € D, which affects the Q-value of an arbitrary state-action pair (s, a) ¢ D.
The parameter update is

0" =0+ a(T.Qo(s,a) — Qo(s,a))VeQo(s, a) (18)
where « is the learning rate.

Now we start the proof of Theorem I in the main paper.

Theorem 6 (Theorem 1). Under Assumptions 4 to 8, the following equation holds when the learning
rate o is sufficiently small and a is sufficiently close to a:

Qo (5,a) = Qo(s,a) + C1 (TuQo(s,@) — Qo(s,d) + Calla —al) + O (6" = 0]%) (19
where Ol € [0, 1} and 02 S [—KQ — KR — ’)/Kp|8|Qmax, KQ + KR + ’YKP|S|Qmax]-
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Proof. We formalize Qg (s, @) by Taylor expansion at the parameter 0:
Qo' (5,a) = Qo(s,0) + VoQo(s,) " (6" = 0) + O (0" — 0]|*) (20)
By plugging Eq. (18) into Eq. (20), we have
Qo (s,a) = Qo(s,a)+aVeQo(s,d) " VoQo(s,a) (TuQo(s,a) — Qo(s,a))+0O (|0’ — 0]%) (21)

According to Assumption 4 and Lemma 2, it holds that

|Qo(s,a) — Qo(s,a)| < Kglla — a| (22)
[TuQo(s,a) — TuQo(s,a)| < Krlla — al (23)
where K1 := K + 7K p|S|@max is a positive bounded constant.
Therefore,
|(TuQo(s,a) — Qo(s,a)) — (TuQo(s,a) — Qo(s, a))|
=[(TuQo(s,a) — TuQo(s, a)) + (Qo(s,a) — Qo(s,a))|
<(TuQo(s, @) — TuQo(s,a))| + [(Qo(s,a) — Qo(s, a))|
< Krlla —al| + Kqlla — af|
As a result,
TuQo(s,a) — Qo(s,a) < TuQo(s,a) — Qo(s,a) + (Kq + K7)lla — a
TuQo(s,a) — Qo(s,a) = TuQo(s, a) — Qo(s,a) — (Kq + K7)lla — a|

Thus we can let

%QG(Sa a) - Q9(57 (l) = 7;@9(8’ a) - Q9(57&) + OQH& - (IH, (24)
where Cy € [-Kq — K7, Kg + K7 is a bounded constant.

Now we shift our focus to aV Qg (s,ad) " VoQo(s,a). Letv = VQq(s,a)—VQa(s,a). According
to the smoothness of (Jy in Assumption 5, it holds that

[0l = IVeQa(s,a) — VoQo(s, a)|| < Kylla —al. (25)
Therefore,
VoQo(s,a) " VoQo(s,a)
=(VoQs(s,a) + )" VeQu (s, a)
=||VoQo(s,a)|*> + v VoQo(s,a)
>[[VeQo(s,a)[I* — [[v]l[VoQo(s, a)ll
>[[VeQo(s,a)|I* — Kylla — al[[[VeQo(s, a)|
Therefore, for sufficiently close @ and a such that ||@a — a|| < [|[VeQo(s,a)|/Ky, it holds that
aVeQo(s,a)' VeQo(s,a) > 0.
On the other hand, because ||VgQy|| is bounded by gmax according to Assumption 6, it holds that
aVeQo(s,a)"VeQo(s,a) < ag?..
By choosing a small learning rate o such that o < 1/¢2,, .,
aVoQu(s,a) " VeQo(s,a) <1
In such cases (sufficiently close a and a, and sufficiently small «), let

Cy = aVeQo(s,a) VeQo(s,a) (26)
We have C € [0, 1].

By plugging Equations (24) and (26) into Equation (21), the following equation holds.
Qo (s,a) = Qo(s,a) + C1 (TuQo(s,@) — Qo(s,a) + Cella —al) + O (I = 0l*) @7
where C; € [0, 1}, Cy € [—KQ — K7, KQ + KT], and K+ = Kp + 'VKP|S|Qmax-

This concludes the proof.
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B.2 Proofs under Oracle Generalization

We first restate the several definitions in the main paper.

Definition 4 (Mildly generalized policy, Definition 1). Policy B is termed a mildly generalized policy
if it satisfies

supp(B(-|s)) C supp(B(-|s)), and max  min |la; — as < e, (28)
a1~5("5) az~pB(-|s)

where B is the empirical behavior policy in the offline dataset.
Definition 5 (Definition 2). The Doubly Mildly Generalization (DMG) operator is defined as

TomcQ(s,a) := R(s,a) + YEs~P(s,0) [/\ max Q(s',a')+ (1 —)) max Q(s/7a/)‘|

a'~B(-|s") a'~B(-|s")

R } 29)
where 3 is the empirical behavior policy in the dataset and 3 is a mildly generalized policy.
Definition 6 (Definition 3). The In-sample Q Learning operator [37] is defined as

TimQ(s,a) := R(s,a) + YEy<p(|s,a) [ max Q(s',a')‘| (30)
a’~B(:|s")

where B is the empirical behavior policy in the dataset.

In this subsection, we assume that the learned value function can make oracle generalization in the
mild generalization area 5(a|s) > 0, which is formally defined as follows.

Assumption 9 (Oracle generalization, Assumption 1). The generalization of learned Q functions in
the mild generalization area 3(a|s) > 0 reflects the true value updates according to Tpme. In other
words, Toma is well defined in the mild generalization area 3(als) > 0.

This assumption can be considered reasonable according to the results presented in Theorem 6 above.
In such cases, we can analyze the dynamic programming properties of operators 71, and Tpymc.
Before we start the proofs of Lemma | and Theorem 2 in the main paper, we prove a lemma.
Lemma 3. For any function f1, fo, any variant x € X, the following inequality holds:
— < - . 31
max f1(2) —max fo(2)| < max |fi(x) — fa2(2)] €29)
Proof. Define z1 := argmax, y fi(z) and x5 := argmax, y fo(z).

According to the definition, the following inequality holds:

fi(z2) = fa(z2) < filz1) = fo(z2) < fi(21) — fa(z1) (32)
Therefore,
max f1(x) — max f(z)
=[fi(z1) = fa(z2)|
<max {[f1(x2) — fa(@2)], [f1(21) = falz1)[}
< max|fy(x) — fo(a)|
This concludes the proof of Lemma 3. O

Lemma 4 (Lemma 1). 7y, is a vy-contraction operator in the in-sample area B (als) > 0 under the
Lo norm.
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Proof. Let f; and f> be two arbitrary functions.
For all (s,a) s.t. B(als) > 0, we have
[ Tinf1(s,a) — Tinf2(s, a)]

—R(s,a) —VEgp(|s,a) | max fao(s',a’)
a’~B(|s")

R(s,a) +YEgp(|se | max fi(s',a")
a'~B(ls")

=y

Eyop(isa | max fi(s',a')— max fo(s',a’)
a'~B(-|s") a’~B(:|s’)

max fi(s’,a’) — max fao(s',a’)
a'~B(:|s") a’~pB(-]s")

S’YES/NP("S,Q) l

~B(s

<y max |f1(s,a) — fa(s,a)]
(s,0):B(als)>0

where the second inequality holds by Lemma 3.

<YEg ~p(|s,a) l max )Ifl(s/,a/) - fz(S’,a’)I]

Therefore, in the in-sample area 3 (al]s) > 0, Ty is a y-contraction operator under the £, norm.
This concludes the proof for Tr,. O

Thus, by repeatedly applying 71y, any initial Q function can converge to the unique fixed point Q7.
We denote its induced policy by =, :

Qha(s,a) = R(5,a) + 1By wp(|s.a) l Jmax O (s, a’)] . Blals) >0, (33)
71, (8) := argmax Q7 (s, a). 34)
a~p(-|s)
Here, ()1, is known as the in-sample optimal value function [38, 37], which is the value function of
the in-sample optimal policy 77,,. We refer readers to [83, 37, 49, 51] for more discussions on the

in-sample or in-support optimality.
Now we start the proof of Theorem 2 in the main paper.

Theorem 7 (Contraction, Theorem 2). Under Assumption 9, Tpma is a y-contraction operator in

the mild generalization area B (als) > 0 under the L, norm. Therefore, by repeatedly applying
Towma, any initial Q function can converge to the unique fixed point Q-

Proof. By the oracle generalization assumption (Assumption 9), Tpmc is well defined in the mild
generalization area (als) > 0.

Let f1 and f5 be two arbitrary functions. For all (s, a) s.t. 3(a|s) > 0, we have
Toma f1(s; @) — Tome fa(s, )

:R(Sa a) + ’YES’NP(-|s,a) [A max fl(s/v a/) + (1 - )‘) max fl(s/v a/)‘|
a’~B(|s") a’~B(]s’)

- R(Sv a) - PYES/NP(~\s,a) [A max f2(5/7 al) + (1 - >‘) max fQ(slv al)‘|
a’~B(:|s") a’~B(:|s")

:,}/AES/NP("S,G) max fl(slva/) — max f2(5/7al)
a’~B(:|s") a'~B(:|s")

+ ’7(1 - /\)]ES’NPHS,CL) max fl(s/a a/) — max fQ(S/a a/)
a’~fB(-|s") a’~fB(-|s")
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Therefore, for all (s, a) s.t. B(als) > 0,
|Toma f1(s, @) — Toma fa(s, a)

SUVAEgap(fsa) | max fi(s',a') = max fo(s',a")
a’~B(-|s") a’~B(:|s")
+ 7(1 - )\)ES’NP(-L?,a) max fl(s/a a/) — max f2(slval)
a’~B(-|s") a’'~B(-|s")

max fi(sha)~ max fo(s,a)
a’~f(-|s") a’~B(-|s")

S'y)\Es’NPHs,a) [

|

max fi(s',a') = max fo(s',a’)
a’~B(:|s’) a’~p(-|s")

+ ’7(1 — )\)ES/NP(~‘S7Q) l

|

SPYAES/NP('ls,G) [ ’H,lé%}r ) |f1(5/7a/) - f2(5/7a/)|]

@/l

§7)‘Es’~P(~|s,a) max |f1(57a) - fg(S,CL)‘
(s,a):B(als)>0

+ ’Y(l - )‘>ES’NP(-\s,a) max |f1(85 a) - f2(8v a)|
(s,a):8(als)>0

=y max |fi(s,a) = fa(s,a)|
(5,0):6(als) >0

+(1 - )‘)ES’NP('\S,G) l max ) |f1(s',a") = fa(s', a/)|‘|

where the third inequality holds by Lemma 3.
Therefore, in the mild generalization area 3(als) > 0, Thug is a y-contraction operator under the

L~ norm. This concludes the proof. O

As a result, by repeatedly applying Tpma, any initial Q function can converge to the unique fixed
point Q- We denote the induced policy of Qi bY ™Hme-

Q]*DMG(& a’) = R(Sa Cl) + VES’NP(-\s,a) II;;H(J‘( )QEMG(SI, a/) ) /é(a‘|8) > 07 (35)
a’~B(-|s’

Thma(8) = argmax Qpya (s, a). (36)
a~p(-|s)

Before we start the proof of Theorem 3, we prove two lemmas.

Lemma 5. Under Assumption 9, for any function f, the following inequality holds:

Tomcf(s,a) > Tinf(s,a), V(s,a) s.t. B(a|s) > 0. (37)

Proof. The oracle generalization assumption (Assumption 9) implies that 7y, is also well defined in

the mild generalization area 3(als) > 0. Because supp(5(-|s)) C supp(3(-|s)), T requires less
information than Tpyg. Therefore, Tpng being well defined in the mild generalization area implies
T also being well defined in that area.

According to the definitions, for all (s, a) s.t. 8(als) > 0,

EMGf(saa) = R(S, a) + 'VES/NP(~\S,11)

A max f(s,d)+(1—A) max f(s',d")| (38)
a’~B(-|s") a’~B(-|s")

ﬁnf(sa a) = R(Sa a) + ’Y]ES’NP(~|s,a) [ max f(slv al)‘| (39
a’'~pB(:]s")
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Therefore, for all (s, a) s.t. f(a|s) > 0, we have
EMGJC(‘S’ a) - ﬁllf<s7 a)

=VEsp(|s,a) |A max f(s',a’)—A max f(s',d)
a'~B(-s") a'~B(-|s")

>0
where the last inequality holds because £ has a wider support than B. O

Lemma 6. Under Assumption 9, for any function fi,fo such that fi(s,a) > fa(s,a),
V(s,a) s.t. B(a|s) > 0, the following inequality holds:

Toma f1(s,a) > Toma f2(s,a), Y(s,a) s.t. B(a|s) >0 (40)

Proof. By Assumption 9, Thuic is well defined in the mild generalization area /3 (als) > 0.

According to the definition, for all (s, a) s.t. 3(als) > 0,

Toma f(s,a) = R(s,a) + YEy o p(|s,a) l)\ max f(s',a’)+(1—2)) max f(s’,a')] 41)
a'mB(]s") a'~B(]s")

f1 and f5 satisfy

fl(sva) > f2(saa)>v(sva) s.t. ﬁ(a|s) > 0. (42)
Therefore, for all (s, a) s.t. f(als) > 0,
Tome fi(s;a) — Toma f2(s, a)

=VEgp(|s,a) |[A max fi(s',a')— A max fo(s',a)
a’~B(:|s") a’~fB(-|s")

+ ’YES’NP(~\S,¢1) [(1 - )\) max fl(sla a/) - (1 - )\) max fZ(S/a a/)]
a’~B(-|s") a’~B(-|s")

>0

Now we start the proof of Theorem 3 in the main paper.

Theorem 8 (Performance, Theorem 3). Under Assumption 9, the value functions of o and 77,
satisfy:
Voue (g) > V™in(s), Vs e D. (43)

Proof. We first prove the following inequality:
(Tome) ¥ f(s,a) > (Tw)* f(s,a), Yk € ZT, Vf, Y(s,a) s.t. B(als) > 0. (44)

When k = 1, according to Lemma 5, it holds that

(Tome) f(s,a) > (Ti)' f(s,a), Vf, Y(s,a) s.t. B(als) > 0.
Suppose when k = i, the following inequality holds:

(Tome) f(s,a) > (T)' f(s,a), Vf, V(s,a) s.t. B(als) > 0.

Then (Tpmc)®f and (71,)°f are the two functions fi, fo that satisfy the condition in Lemma 6.
Therefore, by Lemma 6, it holds that

Toma (Tome)' f(s,a) > Toma (Tin)' f(s,a), Vf, Y(s,a) s.t. Bals) > 0. (45)
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Now considering (77,)" f as the function f in Lemma 5. By Lemma 5, it holds that
Toma (Tin) ' f(s,a) > Tin(Tin) f(s,a), Vf, ¥(s,a) s.t. Ba|s) > 0. (46)
Combining Equations (45) and (46), we have
(Tome) T f(s,a) > (Ti) T4 f(s,a), Vf, V(s,a) s.t. Bals) > 0.
Therefore, for all k € Z*, the following inequality holds:
(Toma)¥ f(s,a) > (T f(s,a), Vf, V(s,a) s.t. B(als) > 0. 47

Lemma 4 states that 7y, is a y-contraction operator in the in-sample area B (als) > 0. Thus we have

Q. (s,a) = lem ('En)kf(s,a), V(s,a) s.t. B(a|s) > 0. (48)

Under Assumption 9, Theorem 7 states that 7pyc is a y-contraction operator in the mild generaliza-
tion area 3(a|s) > 0. Thus we have

Qbmc(s,a) = lerr;O(BMg)kf(s,a), V(s,a) s.t. B(als) > 0. (49)

As /3 has a wider support than 3, supp(3(-|s)) € supp(B(-|s)), the following inequality holds by
combining Equations (47) to (49):

Qbmec(s,a) > Q1.(s,a), Y(s,a) s.t. B(als) > 0. (50)

Therefore, for any s ~ D,
VMG (5) = Ve (5) = Qbmic (5, Thma ()

>Qpma (s T, (s))

> Q1 (8,710 (8)) = Vi (s) = Vi (s)
where the first inequality holds because 7\ (s) = argmax, 5|, @bmc(s,a) and 7, (s) €
B(-|s) (thus 77, (s) € B(-|s)), and the second inequality holds by Equation (50).
This concludes the proof. O

Theorem 8 indicates that the policy induced by the DMG operator can behave better than the in-sample
optimal policy under the oracle generalization condition.

B.3 Proofs under Worst-case Generalization

In this section, we focus on the analyses in the worst-case generalization scenario, where the learned
value functions may exhibit poor generalization in the mild generalization area 3(als) > 0. In other
words, this section considers that Tpyic is only defined in the in-sample area 3(a|s) > 0 and the
learned value functions may have any generalization error at other state-action pairs. In this case, we
use the notation EMG for differentiation.

In this case, we make the following continuity assumptions about the learned () function and the
transition dynamics P.

Assumption 10 (Lipschitz Q). The learned Q function is Kqg-Lipschitz. ¥s ~ D, Vai,as ~ A,
1Q(s,a1) — Q(s,a2)| < Kglla1 — az||

Assumption 11 (Lipschitz P). The transition dynamics P is K p-Lipschitz. Vs, s’ ~ S, Vay,as ~ A,
|P(s]s,a1) — P(s']s, a2)| < Kpllax — az|

For Assumption 10, a continuous learned Q function is particularly necessary for the analysis of value
function generalization and can be relatively easily satisfied [24], since we often use neural networks
or linear models to parameterize the value function. For Assumption 11, continuous transition
dynamics is also a standard assumption in the theoretical studies of RL [13, 14, 87, 61]. Several
previous works assume the transition to be Lipschitz continuous with respect to (w.r.t) both state and
action [13, 14]. In our paper, we need the Lipschitz continuity to hold only w.r.t. action.

Before we start the proof of Theorem 4, we prove two lemmas.
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Lemma 7. Under Assumption 10, for any function f and s ~ D, the following inequality holds:

max f(s,a) — max f(s,a) <eKg. (51)
arpB(:|s) a~B(-]s)

Proof. For any s ~ D, we define a*, a*, a as follows:

a* = argmax f(s,a) (52)
a~p(-|s)

a* = argmax f(s,a) (53)
a~B(-|s)

a' = argmin ||a* — al| (54)
a~B(-|s)

According to the definition of mildly generalized policy 3 (Definition 4), it holds that ||a* — &' < e,.
Further by Assumption 10, it holds that

[f(s,a") — f(s,d")| < Kqlla® — &/|| < eaKq, Vs~ D.

Therefore,
f(s,a) = f(s,a") < f(s,a") — f(s,0') <eaKgq, Vs~ D.

O

Lemma 8. For any function f1, fo such that fi1(s,a) > fa(s,a), V(s,a) s.t. B(a|s) > 0, the
following inequality holds:

Tinfi(s,a) > Tinfa(s,a), V(s,a) s.t. B(als) > 0. (55)
Proof. According to the definitions, for all (s, a) s.t. 8(als) > 0,

Tinf(s,a) = R(s,a) + VEsp(.s,a) [ m?‘c )f(S’,a’)] (56)
a’Nﬁ s’

f1 and f5 satisfy

fi(5.0) > fols,a),¥(s,a) s.t. Bals) > 0.
Therefore, for all (s, a) s.t. 5(als) > 0,
ﬁnfl (57 a) - ﬂan(sv CL)

:’yEs’NP(~|s,a) max fl(sl7 al) — max f2(3/7 a/)
a’'~B(:]s") a’~B(:|s")

>0

Now we start the proof of Theorem 4 in the main paper.

We consider the iteration starting from arbitrary function Q°: Q’BMG = ’fngQ%ﬁG and QF =
’EHQ{C; !, Vk € Z*. The possible value of Q’ISMG is upper bounded by the following results.

Theorem 9 (Limited over-estimation, Theorem 4). Under Assumption 10, the learned Q function of
DMG by iterating Tpmq satisfies the following inequality

/\€(LKQ’)/

- (1—-9%), Vs,a~D,VkeZt. (57

Qicn(& a‘) S QAI]%MG(& CL) S Q{fn(saa) +
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Proof. Under worst-case generalization, %MG is only defined in the area B (als) > 0, i.e., the
dataset, and may have any generalization error at other (s, a).

For any function f and any s,a ~ D,
%MGf(‘& CL) - ﬁnf(sv a)

=R(s,a) +YEyp(jsa) [X max f(s',a')+ (1 —X) max f(s',a)
a’~B(:|s") a’~p(-|s")

— R(s,a) = VEgp(|s,a) [ max f(s',a’)
a’~B(:]s")

=Egp(|s,a) |A max f(s',a’) =X max f(s',a")
a’~B(-|s") a'~B(-|s")

<A Kq
where the last inequality holds by Lemma 7.

On the other hand, because /3 has a wider support than B, we also have
7A])MGrf(s7a') - ﬂnf(sa a) Z 0
Therefore, for any function f, the following inequality holds:

Tinf(s,a) < 7AdDMGf(S, a) < Tinf(s,a) +vAea Kg, Vs,a~D. (58)

Let f in Equation (58) be Q. We have

)\GQKQ’}/

Q1u(s,@) < Qbui(s,@) < Qnu(s,a) + 5——(1-1), Vs,a~D. (59)

This is the same as Equation (57) with & = 1. Therefore, Equation (57) holds when k£ = 1.
Suppose when k = ¢, Equation (57) holds:

Aea Ky

T (1 -4, Vs,a ~ D. (60)

Q%n(saa) S QZ.DMG(‘S?CL) S Q%n(saa) +

Then let f in Equation (58) be QEMG. We have

TiuQbwmc (5, a) < Qbhic(s,a) = TomeQhua (5, @) < TwQbnia(s:a) + YAeaKg, Vs,a ~ D.

(61)
On the one hand, according to Lemma 8 and Equation (60), for any s, a ~ D, we have
,EnQ%)MG(Sa a)
; Aeo K .
<Tin (@) + 2551 -9
-
, Aeo K _
(5, Bapiny | max Q)+ A1)
a/~B(|s") 1=y
- e K
=R(s,0) +1Eyp(ioa | max Qh(s,a) | +75 =2 (1)
a'~B(|s") 1—7
. e K .
=T Qm(s,a) + foyﬂ(l -7
Ao K -
=Qp (s:0) + === 737(1 -7 (62)

51460 https://doi.org/10.52202/079017-1628



Combining Equations (61) and (62), for any s,a ~ D, we have
Qpc(s,0)

i Aeg K
<Qif(s,0) + 7=

. (1—~")+ YA K¢

QHl(s, a) + Ae Koy (7(11:3) + 1)

/\€aKQ7

1_ 1+1
T, L=

=Qit'(s,a) +
On the other hand, according to Lemma 8 and Equation (60), for any s, a ~ D, we have
TinQbia (5,0) > TQiu(s,a) = Q1 (s, a) (63)
Combining Equations (61) and (63), for any s,a ~ D, we have
dbnia(s,0) = Qi (s, a). (64)

Hence, Equation (57) still holds when k = ¢ + 1:

) N e K,

i (5.0) < Qe (s.0) < Qf (s.0) + =2 37(1 ~1), Vs, a ~ D. (65)
Therefore, Equation (57) holds for all k¥ € ZT, which concludes the proof. L]
Since in-sample training eliminates extrapolation error completely [37, 92], Q¥ can be considered a

relatively accurate estimate. Therefore, Theorem 9 indicates that DMG has limited over-estimation
under the worst generalization case. Moreover, the bound gets tighter as ¢, gets smaller (more mild
action generalization) and A gets smaller (more mild generalization propagation). This is consistent
with our intuitions in Section 3.2.

Finally, Theorem 5 in the main paper shows that even under worst-case generalization, DMG is
guaranteed to output a safe policy with a performance lower bound.

We give a lemma before we start the proof of Theorem 5,

Lemma 9. Let w1 and 7o be two deterministic policies. Under Assumption 11, the following

inequality holds:
TV (d™||d™) < CKp max ||m1(s) — m2(s)]| (66)
where C'is a positive constant and d” (s) is the state occupancy induced by .
d™(s) = (1=7) > V' Ex [I[s; = s]]. (67)
t=0
Proof. Please refer to Lemma A.5 in [61] and Lemma 1 in [87]. O

Theorem 10 (Performance lower bound, Theorem 5). Let ipna be the learned policy of DMG by

iterating Tome, 7™ be the optimal policy, and ep be the inherent performance gap of the in-sample
optimal policy ep := J(m*) — J(nt,). Under Assumptions 10 and 11, for sufficiently small €,, we

have CKoR
J(Fpmc) > J(n*) — %;“a"ea —ep. (68)
where C'is a positive constant.
Proof. Following previous works [38, 83, 37, 49], we define the in-sample optimal policy as 7y, :
7in(s) = argmax Qr, (s, a) (69)
anB(:|s)
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We also use ep to denote the performance gap between the in-sample optimal policy and the globally
optimal policy, which is fixed once the dataset is provided.

ep = J(n*) — J(nf,)- (70)

We use QDMG to denote the learned Q function of DMG with sufficient iteration steps Q’BMG,
k — oo. And Tppg is the output policy of Qpuma:

#pmc(s) = argmax Qpuc (s, ) (71)
a~f(-|s)

It holds that
|J(7*) — J(7pma)|
=|J(7*) = J(nfy) + J(7fy) — J (Fpmc)|
<|J(7*) = J(7fp)| + [ (71n) — J (FpMmc)|
=ep + |J(7]y) — J(Fpmc)| (72)

In the following, we bound the term |J(7},) — J (Apma)|-
|J(71) — J(Fpme)|

1 1
= ‘ Esaromc [1(8)] —

T T
5 |2 (@) - ) r6s)
< T et - m)
gf‘j—ij (a7 (s)1 i (5))
<O p max oo () — i (5)| 73)

where the last inequality holds by Lemma 9.

According to Theorem 9, QDMG satisfies the following inequality:

Qikn(sa a) < QDMG(S7 CL) < Qikn(s, a) +

K,
AaQY v 4~ D. (74)
I

It means that for any (s, a) ~ D, with sufficiently small e,, Qpyic (s, a) sufficiently approximates
Q5, (s, a). By Definition 4, (3 is a mildly generalized policy. That is, for any s ~ D, 3 satisfies

supp(B(-|s)) C supp(B(|s)), and max min [a; — a2| < €,
ar~B(-|s) az~B(-|s)

As Tpma(s) € B(+]s), it implies that we can find ay, € 3(-|s) (in dataset) such that ||7ppc(s) —
ain” S €q-

Now suppose aiy is not the maximum point of @5, (s, -) at a certain s. We use 7}, (s) to denote the
maximum point of Q7 (s, -). Let eg: be the gap between Q7 (s, ain) and Q7 (s, 77, (8)):

€an (S) = an(sv 71';}1(5)) - Q;(n(sv a'in) > 0. (75)
By Assumption 10 (Lipschitz Q), we have

Qpma (s, ipma(s)) — Qoma(s, aim) < Kolltpma(s) — ail|| < Kgéa. (76)
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Therefore,
Qpmia(s, () — Qomc (s, Foma(s))
ZQDMG(& Ta(8)) — QDMG(S, ain) — Kq€q
* * * )\€aK v
ZQIn(svﬂ-In(s)) - an(svain) - ﬁ - KQGa
Aeo K
EELLC L
-7
where the first inequality holds by Equation (76), the second inequality holds by Equation (74), and
the last equality holds by Equation (75).

=eq;, (5)

_ AeaKgy

Hence, for sufficiently small €, such that eg: (s) j—

— KQea > 0,1i.e.,

(1 —7)eq;, ()

o < ——t (77)
Ko(l—v+M\y)

it holds that Qpyia (s, 71, (s)) — Qpmc (s, ipma(s)) > 0. As wf,(s) € B(:|s), it also satisfies
71 () € B(-|s). This contradicts the definition of Appmc(s) in Equation (71):

#pma(s) = argmax Qpuc (s, )
a~pB(-|s)

Therefore, a;y, is the maximum point of Qf, (s, -). In other words, the maximum point of QF, (s, )
(denoted by 77, (s)) is the closest neighbor of Tpmc (s) in the dataset (5(-|s) > 0):
T1u(s) = argmin [la — Apma(s)||
a~p(-|s)
As Tpma(s) € B(+]s), the following inequality holds by Definition 4:

lTpma(s) — 71y (8) < €a-

Therefore, we have

[T(i) = I(iona)| < T2 CKe 78)

By combining Equations (72) and (78), we have
J(fpmg) = J(7*) — Cj{%}?‘w(ea —€p. (79)
This concludes the proof. O

C Experimental Details

C.1 Experimental Details in Offline Experiments

Our evaluation criteria follow those used in most previous works. For the Gym locomotion tasks,
we average returns over 10 evaluation trajectories and 5 random seeds, while for the AntMaze tasks,
we average over 100 evaluation trajectories and 5 random seeds. Following the suggestions in the
benchmark [16], we subtract 1 from the rewards for the AntMaze datasets. And following previous
works [17, 37, 83, 88], we normalize the states in Gym locomotion datasets. We choose TD3 [1§]
as our base algorithm and optimize a deterministic policy. Thus we replace the log likelihood in
Eq. (14) with mean squared error in practice, which is equivalent to optimizing a Gaussian policy
with fixed variance [17]. The reported results are the normalized scores, which are offered by the
D4RL benchmark [16] to measure how the learned policy compared with random and expert policy:

D4RL score — 100 x learned policy return — random policy return

expert policy return — random policy return
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Table 5: Hyperparameters of DMG.

Hyperparameter Value
Optimizer Adam [34]
Critic learning rate 3x 1074
Actor learning rate 3 x 10~* with cosine schedule
Batch size 256
Discount factor 0.99
DMG Number of iterations ~ 10°
Target update rate 0.005
Number of Critics 2

Penalty coefficient v {0.1,10} for Gym-MuJoCo
{0.5} for Antmaze
Mixture coefficient A 0.25

Expectile T 0.7 for Gym-MuJoCo
0.9 for Antmaze

IQL Specific Inverse temperature o« 3.0 for Gym-MuJoCo
10.0 for Antmaze
. Actor input-256-256-output
Architecture Critic input-256-256-1

As we implement our main algorithm based on IQL [37], we use the hyperparameters suggested in
their paper for fair comparisons, i.e., 7 = 0.7 and o« = 3 for Gym locomotion tasks and 7 = 0.9
and a = 10 for AntMaze tasks. For the results of YQL+DMG and SQL+DMG, we also adopt the
suggested hyperparameters in their papers [2 1, 88] for fair comparisons. In detail, we choose [ in
XQL [21] as 5.0 in medium, medium-replay, and medium-expert datasets, and v in SQL [88] as 2.0
for medium, medium-replay datasets, and 5.0 for medium-expert datasets.

DMG has two main hyperparameters: mixture coefficient A and penalty coefficient v. We use
A = 0.25 for all tasks. We use v = 0.5 for Antmaze tasks and v € {0.1, 10} for Gym locomotion
tasks (0.1 for medium, medium-replay, random datasets; 10 for expert and medium-expert datasets).
All hyperparameters of DMG are included in Table 5.

C.2 Experimental Details in Offline-to-online Experiments

For online fine-tuning experiments, we first run offline RL for 1 x 10° gradient steps. Then we
continue training while collecting data actively in the environment and adding the data to the replay
buffer. We perform online fine-tuning for 1 x 10° steps with 1 update-to-data (UTD) ratio, and
collect data with exploration noise 0.1 as suggested by TD3 [18]. During offline pre-training, we
fix the mixture coefficient A = 0.25 and the penalty coefficient v = 0.5, while in the online phase,
we exponentially adjust A and v, as DMG with A = 1 and v = 0 corresponds to standard online RL.
In the challenging AntMaze domains characterized by high-dimensional state and action spaces, as
well as sparse rewards, the extrapolation error remains significant even during the online phase [83].
Therefore, we decay A from 0.25 to 0.5 and v from 0.5 to 0.005 (1% of its initial value), employing
a decay rate of 0.99 every 1000 gradient steps. Additionally, following previous works [83, 72], we
set v = 0.995 when fine-tuning on antmaze-large datasets, for both DMG and IQL to ensure a fair
comparison. All other training details remain consistent between the offline RL phase and the online
fine-tuning phase.

D Additional Experimental Results

D.1 Computational Cost

We test the runtime of offline RL algorithms on halfcheetah-medium-replay-v2 on a GeForce RTX
3090. The results of DMG and other baselines are shown in Figure 3. It takes 1.7h for DMG to finish
the task, which is comparable to the fastest offline RL algorithm TD3BC [17].
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Figure 3: Runtime of algorithms on halfcheetah-medium-replay-v2 on a GeForce RTX 3090.

D.2 Offline Training Results of DMG on More Random Seeds

The experimental results in the main paper show the mean and standard deviation (SD) over five
random seeds. According to [56], we conduct experiments to test DMG on additional random seeds,
reporting 95% confidence interval (CI) over 10 random seeds. Table 6 shows the comparison between
the new results (10seeds/95%CI) and the previously reported results (5seeds/SD in Table 2) on the
D4RL offline training tasks. The results show that our method achieves about the same performance
as under the previous evaluation criterion.

Table 6: Comparison of DMG under different evaluation criteria on D4RL offline training tasks.

Dataset-v2 DMG (5seeds/SD)  DMG (10seeds/95%CI)
halfcheetah-m 54.9+0.2 54.9+0.3
hopper-m 100.6+1.9 100.5+1.0
walker2d-m 92.4+2.7 92.0£1.2
halfcheetah-m-r 51.4+0.3 51.4+0.4
hopper-m-r 101.9+14 102.1+0.6
walker2d-m-r 89.7+5.0 90.3+2.8
halfcheetah-m-e 91.1+4.2 92.9+2.1
hopper-m-e 110.4+3.4 109.0£2.6
walker2d-m-e 114.4+0.7 113.94+1.2
halfcheetah-e 95.9+0.3 95.9+0.2
hopper-e 111.5£2.2 111.8+1.3
walker2d-e 114.7+0.4 114.5+0.3
halfcheetah-r 28.8+1.3 28.7+1.2
hopper-r 20.4+10.4 21.6£6.6
walker2d-r 4.8+2.2 7.74+3.0
locomotion total 1182.8 1187.2
antmaze-u 92.4+1.8 91.8+1.6
antmaze-u-d 75.4+8.1 73.0+5.0
antmaze-m-p 80.2+5.1 80.5+£2.1
antmaze-m-d 77.21+6.1 76.7+3.6
antmaze-1-p 55.4+6.2 56.7£3.6
antmaze-1-d 58.8+4.5 57.242.7
antmaze total 439.4 4359

D.3 Learning Curves of DMG during Offline Training

Learning curves during offline training on Gym-MuJoCo locomotion tasks and Antmaze tasks are
presented in Figure 4 and Figure 5, respectively. The curves are averaged over 5 random seeds, with
the shaded area representing the standard deviation across seeds.
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D.4 Learning Curves of DMG during Online Fine-tuning

Learning curves during online fine-tuning on Antmaze tasks are presented in Figure 6. The curves are
averaged over 5 random seeds, with the shaded area representing the standard deviation across seeds.

E Broader Impact

Offline reinforcement learning (RL) presents a promising avenue for enhancing and broadening the
practical applicability of RL across various domains including robotics, recommendation systems,
healthcare, and education, characterized by costly or hazardous data collection processes. However, it
is imperative to recognize the potential adverse societal ramifications associated with any offline RL
algorithm. One such concern pertains to the possibility that the offline data utilized for training may
harbor inherent biases, which could subsequently permeate into the acquired policy. Furthermore, it is
essential to contemplate the potential implications of offline RL on employment, given its contribution
to automating tasks conventionally executed by human experts, such as factory automation or au-
tonomous driving. Addressing these challenges is essential for fostering the responsible development
and deployment of offline RL algorithms, with the aim of maximizing their positive impact while
mitigating negative societal consequences.

From an academic perspective, this research scrutinizes offline RL through the lens of generalization,
balancing the need for generalization with the risk of over-generalization. The proposed approach
DMG potentially offers researchers a new perspective on appropriately exploiting generalization in
offline RL. Besides, DMG also holds the promise to be extended to safe RL [1, 26, 20], multi-agent
RL [43, 62, 65, 60, 25], and meta RL [15, 76, 77, 75, 4].
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Figure 4: Learning curves of DMG on Gym locomotion tasks during offline training. The curves are
averaged over 5 random seeds, with the shaded area representing the standard deviation across seeds.

51466 https://doi.org/10.52202/079017-1628



antmaze-umaze-v2 antmaze-umaze-diverse-v2 antmaze-medium-play-v2

100 100 100
£ £ £
2 2 2
< ) <
© S0 o 50 o 50
k=] k] <
2 2 2
Z Z Z
&3] ia) 3
0 0
0.00 025 050 0.75 1.00 0.00 025 0.50 075 1.0 (p 0 025 050 0.75 1.0
Gradient Steps (X 10°) Gradient Steps (X 10°) Gradient Steps (X 10°)
100 antmaze-medium-diverse-v2 100 antmaze-large-play-v2 100 antmaze-large-diverse-v2
£ £ £
2 2 2
& < &
o 50 o S0 o> S0
] k] <
2 2 2
& & sy
0 0
Qoo 025 050 075 Lo 0.00 025 050 0.75 1.0 0.00 025 050 0.75 1.0
Gradient Steps (X 10°) Gradient Steps (X 10°) Gradient Steps (X 10°)

Figure 5: Learning curves of DMG on Antmaze tasks during offline training. The curves are averaged
over 5 random seeds, with the shaded area representing the standard deviation across seeds.
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Figure 6: Learning curves of DMG on Antmaze tasks during online fine-tuning. The curves are
averaged over 5 random seeds, with the shaded area representing the standard deviation across seeds.
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* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Please refer to Appendix B.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Please refer to Appendix C.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Please refer to the code in the supplemental material.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please refer to Appendix C.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The results in the paper are accompanied by standard deviations across multiple
seeds.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Please refer to Appendix D.1.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Please refer to Appendix E.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

https://doi.org/10.52202/079017-1628 51471


https://neurips.cc/public/EthicsGuidelines

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets used in the paper are properly credited
and the license and terms of use are explicitly mentioned and properly respected.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The code is well documented and anonymized.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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