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Abstract

The computational challenges of Large Language Model (LLM) inference remain
a significant barrier to their widespread deployment, especially as prompt lengths
continue to increase. Due to the quadratic complexity of the attention computation,
it takes 30 minutes for an 8B LLM to process a prompt of 1M tokens (i.e., the
pre-filling stage) on a single A100 GPU. Existing methods for speeding up pre-
filling often fail to maintain acceptable accuracy or efficiency when applied to
long-context LLMs. To address this gap, we introduce MlInference (Million-
tokens Inference), a sparse calculation method designed to accelerate pre-filling
of long-sequence processing. Specifically, we identify three unique patterns in
long-context attention matrices—the A-shape, Vertical-Slash, and Block-Sparse—
that can be leveraged for efficient sparse computation on GPUs. We determine
the optimal pattern for each attention head offline and dynamically build sparse
indices based on the assigned pattern during inference. With the pattern and
sparse indices, we perform efficient sparse attention calculations via our optimized
GPU kernels to significantly reduce the latency in the pre-filling stage of long-
context LLMs. Our proposed technique can be directly applied to existing LLMs
without any modifications to the pre-training setup or additional fine-tuning. By
evaluating on a wide range of downstream tasks, including InfiniteBench, RULER,
PG-19, and Needle In A Haystack, and models including LLaMA-3-1M, GLM-
4-1M, Yi-200K, Phi-3-128K, and Qwen2-128K, we demonstrate that MInference
effectively reduces inference latency by up to 10x for pre-filling on an A100, while
maintaining accuracy. Our code is available at https://aka.ms/MInferencel
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Figure 1: Attention weights, especially in long-context LLMs, exhibit up to 96.8% sparsity in contexts of 128K.
We propose MInference, leveraging dynamic sparse attention to accelerate the pre-filling stage of long-context
LLM inference. It achieves up to 10x speedup for 1M contexts on a single A100, as shown in (b), and matches
or surpasses baselines, as demonstrated by Needle In A Haystack in (a) on LLaMA-3-8B-1M [Gra24].
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1 Introduction

Large language models (LLMs) have entered the era of long-context processing, with some of them
supporting context windows ranging from 128K to 10M tokens [[Gra24| [RST 24| [CYZA24] ' YCL ™24,
AJAT24 [DA24]. These extended context windows enable LLMs to unlock a multitude of complex
real-world applications, such as repository-level code understanding [BSK*24, IYW 23| POC*23],
long-document question-answering [CPG™23|.ZD ™" 24], self-play reasoning [Ope24], extreme-label
in-context learning [LZD™24], and long-horizon agent tasks [Wen23]).

However, due to the quadratic complexity of attention, it can take several minutes for the model to
process the input prompt (i.e., the pre-filling stage) and then start to produce the first token, which
leads to unacceptable Time To First Token experience, thus greatly hinders the wide application of
long-context LLMs. As shown in Fig. [2a] when serving LLaMA-3-8B on a single A100 machine,
the model would keep users waiting for 3 minutes to finish the pre-filling stage given a prompt of
300K tokens, and this number increases to 30 minutes for a prompt of 1M tokens. The overhead
of self-attention computation exceeds 90% of the total pre-filling latency, which makes it the major
bottleneck in long-context processing of LLMs. Previous research has shown that the attention
matrices are highly sparse [LQCT22| [DSY24], which has led to the development of fixed sparse
attention methods such as Longformer [BPC20]] and BigBird [ZGD™20|]. However, prior studies have
also noted that attention distributions vary significantly across different inputs [LCW21, LQC*22].
This dynamic nature prevents prior sparse methods from being used directly on long-context LLMs
without expensive training or fine-tuning. But if the dynamic sparse attention patterns could be
efficiently predicted online, the pre-filling latency of long-context LLMs could be significantly
reduced by calculating only the most important part of the attention weights.

Building upon this idea, we present MInference, a technique that reduces 95% of FLOPs in the
attention computation to significantly accelerate the pre-filling stage of long-context LLM inference
via dynamic sparse attention. Unlike existing dynamic sparse attention methods that introduce large
computational overhead to estimate attention patterns with low-rank hidden dimensions [LQC™22,
RCHG™24], our method is designed specifically for long-context scenarios with minimal overhead in
estimation. Specifically, we conduct extensive analysis and identify three general patterns of sparse
attention in long-context LLMs: A-shape pattern, Vertical-Slash pattern, and Block-Sparse pattern.
Based on these findings, we introduce a kernel-aware search method to assign the optimal attention
pattern for each head. Importantly, instead of fixed attention masks in prior studies, we perform
an efficient online approximation to build a dynamic sparse mask for each head according to their
assigned pattern and particular inputs. For example, to build a dynamic sparse mask for a specific
prompt on one Vertical-Slash head, we use a partial of attention weight consisting of the last last_q
query and key vectors (i.e. Q[_1.st_q] and K) to estimate the most important indices of the vertical
and slash lines globally on the attention matrix. For Block-Sparse heads, we perform mean pooling on
both query and key vectors in blocks of 64 and calculate the block-level attention weights to determine
the most important blocks and thereby obtain a block-sparse dynamic mask. After obtaining the
dynamic sparse mask, three optimized GPU kernels are used, which we developed for the above
three sparse patterns. These kernels are based on the dynamic sparse compilers PIT [ZJZ723]],
Triton [TKC19] and FlashAttention [[Dao24], which enable extremely efficient computation of
dynamic sparse attention.

Extensive experiments are conducted on various Long-context LL.Ms, including LLaMA-3-8B-
IM [[Gra24], GLM-4-9B-1M [GZX"24], and Yi-9B-200K [YCL™24], across benchmarks with
context lengths over 1M tokens, such as InfiniteBench [ZCH™24{, RULER [HSK™24], Needle In
A Haystack [Kam?23||, and PG-19 [RPJ"20]. Needle In A Haystack was also tested on Phi-3-Mini-
128K [AJAT24] and Qwen-2-7B-128K [BBC™23||. Results show that MInference speeds up the
pre-filling stage by up to 10x for 1M contexts with LLaMA-3-8B on a single A100, reducing latency
from 30 minutes to 3 minutes per prompt, while maintaining or improving accuracy.

2 Attention Heads: Dynamic, Sparse, and Characteristic

2.1 Attention is Dynamically Sparse

The sparsity of attention weights in pre-trained LLMs, especially in long-context scenarios, has been
well-documented [LQCT22, RCHG ™24, LWD™ 23, [ XTC"24]. As shown in Fig.|2b, for an attention
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(a) Attention incurs heavy cost. (b) Attention is sparse. (c) Sparsity of attention is dynamic.

Figure 2: (a) Latency breakdown of the pre-filling stage. (b) How much attention scores can top-k (k=4096)
columns cover in a 128k context. (c) Less attention scores are retrieved when reusing the top-k indices from
another examples, indicating its dynamic nature. Visualizations are based on LLaMa-3-8B with a single A100.

matrix of size 128k x 128k, retaining only the top 4k columns recalls 96.8% of the total attention.
In other words, each token is attending to a limit number of tokens despite the long sequence it is
processing.

On the other hand, although the sparse nature of attention matrices is shared across different inputs,
the exact distributions of sparse pattern are highly dynamic. That is to say, a token at a given position
only attends to a subset of the sequence in self-attention, and the exact tokens it attends to are
highly context-dependent and vary significantly across different prompts. This dynamism has been
mathematically demonstrated in prior studies [LCW23]. As depicted in Fig.[2d] if we take
the top 4k columns found in Fig.[2bland apply it on another prompt of 128k, the recall of attention
would drop largely to 83.7%.

2.2 Attention Sparsity Exhibits Patterns

Table 1: Comparison of different sparse patterns.

Patterns \ A-shape Vertical-Slash Block-Sparse | Top-K
Spatial Distribution Static structured Dynamic structured Dynamic structured | Dynamic fine-grained
Latency on GPU Low Medium Low High
Time to build the index Zero Small Small High

Although the sparsity distribution of attention matrix is dynamic, previous works [XTC*24,
HWP™24] have shown that they exhibit certain patterns in the two-dimensional space such as

spatial clustering. Through our analysis of long-context prompts of various lengths and tasks, we have
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Figure 3: (a) Visualization of attention weights from different attention heads. For different prompts and
tasks, the pattern of the same head is relatively consistent, but the sparse indices are dynamically changing.(b)
Distance of the top-10 nearest non-zero element in the attention matrix. (c) Attention recall distribution using our
identified patterns, where FLOPs in the kernel refer to the real FLOPs required for sparse attention computing
using on GPUs. Here, a 1x64 block size is used for the Vertical-Slash pattern, and a 64x64 block size is used for
others on GPUs. All visualization are based on LLaMA-3-8B-Instruct-262K [Gra24].
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categorized such attention sparse patterns into the A-shape, Vertical-Slash (VS), and Block-Sparse
patterns, as shown in Fig.[3aland Fig.[d] Table[I]details the characteristics and differences between
these three patterns.

A-shape pattern The attention weights of these types of heads are concentrated on initial tokens and
local windows [XTC" 24, [HWPT24], exhibiting relatively higher stability.

Vertical-Slash (VS) pattern The attention weights are concentrated on specific tokens (vertical
lines) [MJ23]] and tokens at fixed intervals (slash lines). The positions of vertical and slash lines in
this pattern dynamically change with the context content and exhibit a certain sparsity, making them
difficult to be encompassed by local windows and A-shape patterns.

Block-Sparse pattern This sparsity pattern is the most dynamic, exhibiting a more dispersed distribu-
tion. Despite its dynamism, the attention weights maintain some characteristics of spatial clustering,
which we identify as the block-sparse pattern. We analyzed the distances between non-zero attention
weights and their top-k nearest non-zero neighbors within a 128k prompt as shown in Fig.[3b] The
results indicate that across layers and heads, the distances between nearest non-zero values are
generally concentrated around 5, suggesting a strong spatial clustering of the attention weights.

The point of these three patterns is that we can leverage them to perform highly efficient sparse
computing for the attention matrix in long-context LLMs. In Fig. we test how efficient is our
indentified patterns retrieving attention scores with limit computing cost on GPU (FLOPs). First,
attention heads are labeled with one of the sparse pattern (detail see §3.2). Then we demonstrate our
patterns are significantly more efficient compared to other sparse methods [RCHG™ 24, [XTC™24,
PPJE24]). Specifically, with the same amount of FLOPs, our patterns achieve a notable higher recall
on attention scores, which can potentially lead to better accuracy. For example, previous Top-K
methods [RCHG ™24, [XTC"24, [PPJF24] struggle with the Block-Sparse pattern as they focus on
specific tokens globally, while our pattern retrieves attention scores more efficiently and accurately.
We example how we use these patterns on long-context LLMs and how we implement optimized
GPU kernels for these patterns in

3 Minference 1.0

Following the analysis in we propose MInference to accelerate the pre-filling stage of long-
context LLMs, consisting of three steps: 1) Offline attention pattern identification for each head; 2)
Dynamic build of sparse indices w.r.t. the pattern; 3) Sparse attention calculation with optimized

GPU kernels.
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Figure 4: The three sparse methods in MInference.

3.1 Problem Formulation

When accelerating the pre-filling stage of long-context LLMs with sparse attention computing, the
attention matrix can be formulated as follows:

1
Vd

where M; ; € {0, 1} represents the dynamic sparse mask for item ¢, j of the attention matrix. Here, ¢
is a large constant, such as 1e5, ensuring that the less important attention weights for which M; ; = 0
have values approaching zero after the softmax, i.e., 4; ; ~ 0.

A(M) = Softmax(—QK " — ¢(1 — M)), (1)
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The goal of the dynamic sparse attention system is to achieve greater speedup with minimal overhead
while retaining as much of the attention weights as possible. Formally, this can be expressed as:

min

‘A(M) - Adenselv
min tspa:se(M> + toverhead(M)a

@

where fsparse and foverhead represent the time spent on dynamic sparse attention computation and
estimation of the approximate dynamic sparse pattern, respectively.

3.2 Speedup of Long-context LLM Inference via Dynamic Sparse Attention

Kernel-Aware Optimal Sparse Pattern Search To
achieve the best accuracy with limited FLOPs budget,
we propose an offline Kernel-Aware Optimal Sparse Pat-
tern Search method. In this step, we determine which
sparse pattern will be used for each attention head, and
the optimal setting for the pattern in real calculation
(e.g., the number of vertical/slash lines in VS pattern; or
the number of top-k blocks in BS patterns). As shown in
Algorithm [I] we first create the search space based on
a target FLOPs for each pattern, ensuring all potential
candidates (i.e., different patterns with different settings)
have similar computational cost. Kernel-aware here in-
dicates the computational cost reflects the real FLOPs in
GPU kernels, instead of conceptual estimations, which
is crucial to achieve the optimal acceleration.

Next, we go through the search space with a reference ex-
ample to decide the optimal pattern and setting. Specif-
ically, we use recall of the attention output as the objec-
tive criterion when searching for the best pattern. This
approach leverages FlashAttention [Dao24]] to reduce
GPU memory overhead and incorporates the informa-
tion from the V' matrix, enabling end-to-end selection

of the best pattern, which further enhances performance.

Algorithm 1 Kernel-Aware Sparse Pattern
Search

Input: Q, K,V € R%%% patterns p,
search space p, target FLOPs ¢, initial-
ized search space o

# Build kernel-aware search space
for i «+ 1to|o| do
t; < FLOPs_in_kernel(o;)
while |t; — t| > edo
o; < ChangeSpace(o;, p;)
t; <— FLOPs_in_kernel(o;)
end while
p < pUo;
end for
# Search for optimal head pattern
Pbest < ¢
y « Softmax(QK " /\/d)
for i + 1to|p| do
yi  SparseAttention(QK ' /\/d, p;)
Phest < argmin(yi — Y, Phest)
end for
return Puest

Sparsity Indices Approximation and Dynamic Sparse Attention Calculation During the infer-
ence stage, we will perform an online estimation on the attention matrix to dynamically determine the

Algorithm 2 Vertical-Slash Head

Algorithm 3 Block-Sparse Head

Input: Q, K,V € R [k k., €N

# Approximate vertical and slash pattern (last_q
=64)

A <+ softmax (Q[—]ast_q:]-[{—r/\/g + mcasual)

# Indices of top k., vertical line, sum in vertical
1, < argtopk (sumv(A), kv)
# Indices of top ks slash line, sum in slash

15 < argtopk (sums(A), ks)
# Build sparse attention index
tvs — sparseformat (i, ¢s)

# Final dynamic sparse attention scores (only
index block)

A < softmax (sparse(QKT, zvs)/\/a)

# Sparse mixed scores and values
y < sparse(AV,iys)

Input: Q, K,V € R¥*% [, € N

# Approximate block-sparse pattern (block_size
=64)

Q < MeanPooling(Q, block_size)

K <+ MeanPooling (K, block_size)

A\ < softmax (Qk\T/\/g + mcasual)

# Indices of top k blocks
1, < argtopk (2, kb)
# Build sparse attention index
1, < sparseformat (i)

# Final dynamic sparse attention scores (only
index block)

A + softmax (spaurse(QK'T7 'Lb)/\/&)
# Sparse mixed scores and values

y <« sparse(AV i)
return y

return y
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spatial distribution our sparse indices, based on the assigned patterns and the exact input. After that,
we conduct the sparse attention computations with our optimized GPU kernels. The implementation
details of our kernels can be found in Appendix [C.4] Noted that the sparse mask is static for A-shape
heads, so there is no overhead in building the dynamic masks, and only sparse calculation is required.

(i) Vertical-Slash head. As shown in Algorithm 2] due to the continuity of vertical and slash lines,
we matmul the last query vector Q|_ju_q; and key vector K to produce the estimated attention

matrix A, which, in turn, is used to determine the indices for the vertical %, and slash %, lines. After
obtaining the sparse indices for the vertical and slash lines, we convert them into a sparse format
2,5. Using these sparse indices, we perform block-sparse calculations of the attention weights and
attention output.

(ii) Block-Sparse head. Per Algorithm mean pooling is applied on @ and K to obtain Q and K ,

~

respectively. The two matrices are multiplied to get the estimated block-level attention weights A.
Since the mean pooling and matrix multiplication operations are commutative, the resulting attention
weights are approximately equivalent to the actual attention weights after mean pooling. This allows
us to approximate the actual attention weights’ block-sparse pattern with minimal overhead. Similarly,
we build a sparse index 2, and use it to compute the sparse attention weights and attention output.

4 Experiments

In this section, we investigate two questions: (i) How effective is MInference? We evaluate our
method on three general long-context benchmarks: InfiniteBench [ZCHT24], RULER [HSK"24],
and the Needle In A Haystack task [Kam23], as well as the long-context language modeling
task [RPJT20]]. These benchmarks cover long-context QA, multi-hop QA, math reasoning, aggrega-
tion tasks, summarization, retrieval tasks, and code debugging, allowing us to assess MInference’s
effectiveness across a wide range of long-context scenarios. (ii) How efficient is MInference?
We delve into the end-to-end latency and its breakdown to evaluate the efficiency of MlInference.
Additional experimental, latency results, and analysis can be found in Appendix and[F|

Implementation Details Our experiments use four state-of-the-art long-context LLMs: LLaMA-
3-8B-Instruct-262K"] LLaMA-3-8B-Instruct-1048k%, GLM-4-9B-1M [GZX724], and Yi-9B-
200K [YCL™24]. Additionally, we tested Needle in A Haystack [Kam23] on Phi-3-Mini-
128K [AJAT 24| and Qwen2-7B-128K [BBC' 23|}, as detailed in Appendix To guarantee stable
results, we use greedy decoding in all experiments. We provide a simple custom implementation of
our method in PyTorch, built on FlashAttention [Dao24]], Triton [TKC19], and the dynamic sparse
compiler PIT [ZJZ723||. We set the target FLOPs ¢ to 1k global tokens and 4k local windows in the
A-shape pattern. We set last_q = 64 and block_size = 64 in the Vertical-Slash and Block-Sparse
patterns, respectively. The latency experiments are conducted on a single Nvidia A100 GPU in the
bfloat16 format. More details are provided in Appendix [C.2]

Dataset & Evaluation Metrics We use the provided metrics and scripts from the following
benchmarks for evaluation. More details about dataset can be found in Appendix [C.1]

(i) InfiniteBench [ZCH™24]: This benchmark consists of 10 tasks, including retrieval tasks such
as PassKey retrieval, Number retrieval, and KV retrieval, as well as representative realistic tasks
like question-answering, coding, dialogue, and summarization. The average context length of
InfiniteBench is about 214K tokens.

(ii) RULER [HSK™24|: A challenging long-context benchmark consisting of 4 categories and 13
complex tasks, including retrieval, multi-hop tracing and aggregation, and QA tasks. It contains
subsets with different prompt lengths up to 128k tokens, allowing us to determine the actual context
window size of the model based on the results.

(iii) Needle In A Haystack [Kam23]: A long-context retrieval benchmark testing LLMs’ performance
with context window sizes up to 1M tokens where information placed at various positions.

"https://huggingface.co/gradientai/Llama-3-8B-Instruct-Gradient-262k
“https://huggingface.co/gradientai/Llama-3-8B-Instruct-Gradient-1048k
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Table 2: Performance of different methods with different base models on InfiniteBench [ZCH™ 24].

Methods \En.Sum En.QA En.MC En.Dia Zh.QA Code.Debug Math.Find Retr.PassKey Retr.Num Retr.KV\Avg.
LLaMA-3-8B-262K 202 124 673 60 129 22.1 26.6 100.0 100.0 14.4 382
StreamingLLM 21.0 82 402 100 104 25.9 30.0 86.8 5.1 08 (238
StreamingLLM w/ dilated| 20.1 94 445 155 112 20.5 27.5 5.0 87.5 05 (242
StreamingLLM w/ strided| 17.3 82 275 145 112 19.5 27.5 4.0 2.1 1.0 |133
InfLLM 241 78 450 60 114 19.5 329 100.0 100.0 12 |34.8
Ours w/ static 199 86 432 35 8.9 20.6 25.1 92.4 96.3 02 |31.9
Ours 205 129 659 75 125 223 33.1 100.0 100.0 12.8 |38.8
Yi-9B-200K 8.2 106 642 1.0 173 21.3 23.4 99.8 100.0 28.8 [37.5
StreamingLLM 5.4 142 380 40 188 18.8 223 39.2 6.1 1.6 [16.8
StreamingLLM w/ dilated| 5.7 4.2 150 0.0 182 0.0 29 0.0 0.0 0.0 |42
StreamingLLM w/ strided| 6.1 45 9.8 00 169 0.0 3.1 1.5 0.0 00 |46
InfLLM 6.3 13.0 459 25 215 20.6 34.6 85.3 88.1 1.4 (319
Ours w/ static 5.8 126 485 3.0 126 20.8 25.1 60.9 38.5 1.0 |22.9
Ours 79 112 642 10 179 24.1 23.1 99.5 100.0 27.6 |37.7
GLM-4-9B-IM 283 97 686 395 121 29.4 38.9 100.0 100.0 41.0 |46.7
StreamingLLM 277 64 402 125 108 27.7 21.1 97.1 25.6 0.6 [27.0
InfLLM 280 73 450 140 107 27.9 39.4 98.0 100.0 26 (373
Ours 288 96 68.6 385 12.0 30.7 39.1 100.0 100.0 43.0 |47.0

(iv) PG-19 [RPJ20]: Following StreamingLLM [XTC™ 24/ and H20 [ZSZ" 24|, we use PG-19 for
long-context language modeling tasks with prompts up to 100k tokens.

Baselines We include five training-free sparse attention approaches as our baselines: 1)
StreamingLLM [XTC™24], which corresponds to the A-shape pattern. We use 1k global tokens and
4k local windows in all our experiments; 2) StreamingLLM w/ dilated [BPC20], which sets dilated
local windows with intervals in the local windows direction. We use 1k global tokens and 8k dilated
attention windows with an interval of 1; 3) StreamingL.LM w/ strided [CGRS19]], which retains local
windows while adding dilated attention. We use 1k global tokens, 2k local windows, and 4k dilated
attention windows with an interval of 1; 4) InfLLM [XZH™24], which uses a memory unit to process
streaming long sequences. Following the paper, we set 128 global tokens and 8k local windows
in all experiments; 5) Ours w/ static, which utilizes static sparse indices in the Vertical-Slash and
Block-Sparse heads. For all baselines, we perform sparse computation only during the pre-filling
stage, while retaining dense computation during the decoding stage.

InfiniteBench As shown in Table 2] MInference achieves the best overall performance on In-
finiteBench compared to baseline methods. Remarkably, MInference matches or even slightly
surpasses the performance of the original full attention baseline on some tasks, despite the significant
acceleration it provided. From the perspective of different tasks, our method not only performs
well in natural language tasks such as summarization, QA, and code, but also maintains the original
model’s performance on retrieval-related tasks. Baseline methods such as StreamingLLLM, on the

Table 3: Performance (%) of different models and different methods on RULER [HSK™24] evaluated at lengths
from 4k to 128k.

Methods | Claimed Effective 4K 8K 16K 32K 64K 128K | Avg.
LLaMA-3-8B-262K 262K 16K 972 918 873 808 774 722 | 844
StreamingLLM - 4K 972 381 375 172 142 94 35.0
StreamingL.LM w/ dilated - <4K 234 07 14 188 165 156 | 127
StreamingLLM w/ strided - <4K 20 07 06 06 07 1.3 1.0
InfLLM - 4K 894 79.8 70.1 556 43.0 395 | 629
Ours - 32K 97.7 912 885 850 823 77.6 | 87.0
Yi-9B-200K 200K 8K 919 902 788 763 68.1 629 | 78.1
StreamingLLM - 4K 919 378 339 186 13.0 12.8 | 343
StreamingL.LM w/ dilated - <4K 448 428 385 298 268 239 | 344
StreamingLLM w/ strided - <4K 26 07 06 06 1.2 0.5 1.1

InfLLM - <4K 80.3 839 60.7 452 386 302 | 565
Ours - 8K 92.3 89.7 790 738 647 569 | 74.7
GLM-4-9B-1M IM 64K 938 91.6 893 874 852 808 | 88.0
StreamingLLM - 4K 938 669 585 514 459 391 | 593
InfLLM - 8K 947 895 764 665 568 535 | 729
Ours - 64K 946 931 910 89.6 855 84.0 | 89.6
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contrary, struggle with these retrieval tasks. Additionally, on tasks such as dialogue QA, using
local attention mechanisms can better handle these tasks, while our performance is closer to the
original results, indicating that our method is not solely based on local windows. Extending the local
windows’ intervals in StreamingLLM, i.e., w/ dilated and w/ strided, has minimal impact on the
model’s performance.

RULER To further reveal the true potential of our method in long-context LLMs, we evaluate MIn-
ference with the state-of-the-art long-context challenge, RULER. As shown in Table 3] MInference
effectively maintains the long-context performance even in complex multi-hop or aggregation tasks
in RULER. It even outperforms the original full attention for testing lengths beyond 32K, achiev-
ing effective context windows of 32K and 64K (context with performance over 85% is considered
effective [HSKF24]) in LLaMA-3-8B-262K and GLM-4-9B-1M.

Language Modeling Following the approach of Streamingl.LM and H20 [ZSZ24],
we evaluate our methods against baselines on the language modeling task based on the PG-19
dataset [RPIT20]. As shown in our method yields best results compared to other sparse approaches,
and exhibits minimal divergence compared to the full attention baseline. For prompts of 100K token,
our perplexity is only 0.2 higher than the full attention, but lower than StreamingLLLM for 0.25 and
0.75 on the Yi-9B-200K and LLaMA-3-262K models respectively.
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Figure 5: Perplexity results on PG-19 [RPI™20] using different models and methods.

Needle In A Haystack Comparing Fig. [Ta]  Needle in A Haystack LLaMA-3-88-1M w/ StreamingLLM 1M Context, |
to Fig. [f] our method effectively retains the o .
ability to process information at different po-
sitions across various context windows, ranging
from 1k to 1M tokens. In contrast, methods like
StreamingLLM and InfLLM (as shown in Ap-
pendix [D.T), while effective at reducing latency,
experience a sharp decline in performance once
critical information extends beyond the range of
global tokens and local windows.

Depth Percent (%)

Figure 6: Results on Needle In A Haystack of

Ablation Study To evaluate the contributions StreamingLLM [XTC¥24] in LLaMA-3-8B-1M.

of different components in MInference, we in-

troduce four variants for the ablation study: (1) Ours w/ static, which uses a static sparse mask
in the Vertical-Slash and Block-Sparse patterns; (2) Ours w/ only A-shape, which is equivalent to
StreamingLLLM; (3) Ours w/ only block-sparse, which uses only the Block-Sparse pattern in the
dynamic sparse calculation. (4) Ours w/ only vertical-slash, which uses only the Vertical-Slash pattern
in the dynamic sparse calculation.

Tables [2] 3] and [] present the ablation results. It first proves that using static indices significantly
degrades LLM performance, especially in highly dynamic tasks like KV retrieval, where accuracy
nearly drops to zero. This highlight the necessity of our dynamic strategy and the effectiveness of our
dynamically built sparse indices. Additionally, remove any pattern from the three leads to varying
degrees of performance degradation. Specifically, "only A-shape" can only capture information
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Table 4: Performance of different ablation methods using LLaMA-3-8B-Instruct-262K on In-
finiteBench [ZCH™24].

Methods |En.Sum En.QA En.MC En.Dia Zh.QA Code.Debug Math.Find Retr.PassKey Retr.Num Retr.KV|Avg.
Ours 205 129 659 75 125 223 33.1 100.0 100.0 12.8 [38.8
Ours w/ only block-sparse | 12.4 34 5.7 6.0 3.1 12.2 24.0 59.5 60.3 0.0 |18.7
Ours w/ only vertical-slash| 19.6 120 62.1 95 117 21.6 29.1 100.0 100.0 50 |37.1

within local windows. The "only block-sparse" variant using only the BS pattern, also results in
significant performance declines. On the other hand, "only vertical-slash" manages to preserve most
of the performance due to its balance between dynamicity and the StreaminglLLM pattern, but still
fall behind the full version of our method.

Latency Fig.[Ib|and [I0]shows the latency and breakdown of MInference across different context
windows on a single A100. At 100K, 300K, 500K, and 1M tokens, our method achieves speedups
of 1.8x, 4.1x, 6.8x, and 10x, respectively. It reduces the pre-filling latency from 30 mins to 3
mins on a single A100 for a prompt of 1M token. By further utilizing tensor parallel [LMZ™24] and
context parallel [LZA24.J TZ*24], this latency can be reduced to 22 seconds on 8x A100 GPUs. This
significantly lowers the deployment cost of long-context LLMs and enhances user experience. And
since our kernel is implemented based on Triton, it can be easily ported to other devices and achieve
similar speedups, such as on the H100 or MI300X. Additionally, analyzing the latency breakdown, we
found about 5%-20% of the overhead is spent on dynamic sparse index building, while the remaining
time is spent on dynamic sparse calculation.

Integrate with KV cache compression methods We also combined MInference with a state-of-
the-art KV cache compression method SnapKV [LHY ™24, as shown in Table[5| This proves our
method is compatible with KV cache compression techniques. For most tasks, performance remains
nearly unchanged, with the average score even showing a slight increase, which further demonstrates
the potential practical value of our method as an optimization for serving long-context LLMs. This
phenomenon is also observed in other works, such as ShadowKV [SCBT24].

Table 5: Performance of different methods on InfiniteBench [ZCH™24] using SnapKV [LHY"24] in the
decoding stage.

Methods |En.Sum En.QA En.MC En.Dia Zh.QA Code.Debug Math.Find Retr.PassKey Retr.Num Retr.KV|Avg.
LLaMA-3 w/ SnapKV| 18.0 11.8 655 25 120 213 26.6 100.0 100.0 1.8 [36.0
Ours w/ SnapKV 189 11.7 664 65 121 21.8 33.1 100.0 100.0 2.0 (373

Scaling-up on Larger LLMs We also evaluated MInference on larger LLMs, such as LLaMA-
3-70B-1MP| As shown in Table E], Mlinference maintains strong performance even in larger models.
Notably, in dynamic tasks such as KV retrieval, MInference can match or even slightly improve
performance compared to full attention. In contrast, baselines like InfLLM generally struggle with
tasks such as KV retrieval.

Table 6: Performance of different methods using LLaMA-3-70B-Instruct-262K on InfiniteBench [ZCH™24].

Methods \En.Sum En.QA En.MC En.Dia Zh.QA Code.Debug Math.Find Retr.PassKey Retr.Num Retr.KV‘AVg.
LLaMA-3-70B-262K| 20.7 103 842 95 140 332 61.7 97.0 100.0 34.0 |46.5
StreamingLLM 20.5 85 520 10.0 126 27.4 61.1 14.0 10.0 0.0 |[21.6
InfLLM 24.1 81 570 10.0 129 27.4 523 100.0 100.0 0.0 [39.2
Ours 206 101 834 100 14.1 34.1 61.9 100.0 100.0 39.0 |47.3

5 Related Works

Sparse Attention Due to the quadratic complexity of the attention mechanism, many previous
works have focused on sparse attention to improve the efficiency of Transformers. These meth-
ods include static sparse patterns, cluster-based sparse approaches, and dynamic sparse attention.

*https://huggingface.co/gradientai/Llama-3-70B-Instruct-Gradient-262k
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Static sparse patterns include techniques such as sliding windows [JSM™23| |AJAT24], dilated at-
tention [CGRST9, [SGR™21, IDMD™ 23], and mixed sparse patterns [BPC20, [ZGD™20, [LCSR21].
Cluster-based sparse methods include hash-based [KKL20] and kNN-based [RSVG2T], INL.CT24]
methods. All of the above methods require pre-training the model from scratch, which makes
them infeasible to be directly used as a plugin for reay-to-use LLMs. Recently, there has been
work [DG24) [ZAW?24]] to unify state space models [GGR22| |GD24| [DG24], and linear atten-
tion [KVPE20, ISDH™23|| into structured masked attention. Additionally, some works [WZH2T],
LQC™22, RCHG " 24] leverage the dynamic nature of attention to predict sparse patterns dynami-
cally. However, these approaches often focus on low-rank hidden states during the dynamic pattern
approximation or use post-statistical methods to obtain the sparse mask, which introduce substantial
overhead in the estimation step, making them less useful for long-context LLMs.

Scaling Context Windows of LLMs Recent research has focused on expanding the context window
of pre-trained LLMs, that enables LLMs to handle more complex real-life applications [JYW 23|
POCT23]. These methods can be categorized into: 1) Staged pre-training [NXH™ 23, [FPN™24]; 2)
Modifying or interpolating position embeddings [PSL22,[CWCT23|[PQFS24, IDZZ."24]; 3) Utilizing
external memory modules for context storage [BANG23| [TSP*23|[XZH"24]; 4) Expanding com-
putations across multiple devices in a distributed manner [LZA24]]. However, these methods do not
alleviate the high inference costs in long-context processing.

Long-Context LLM Inference Recent studies [Fu24] have tackled the high computational
cost of attention and substantial KV cache storage in long-context scenarios from two angles:
pre-filling and decoding. Pre-filling optimizations are primarily categorized as State Space
Models [GGR22, [GD24], linear attention methods [SDH'23| [PAAT23], memory-based meth-
ods [MFG24, [HBK™"24], hybrid methods [LLB™24, RLL."24], and prompt compression meth-
ods [LDGL23, JWL 23| JW 24, PWJIT24]. However, these approaches require training from
scratch or additional overhead and are difficult to implement directly in pretrained long-context
LLMs. Recently, some studies [MEL24, XZH ™24, LCL"24] have focused on using kNN or cluster-
based sparse attention to accelerate LLM inference. However, these methods often lead to reduced
accuracy, limited speedup, or are restricted to CPU scenarios.

In contrast, optimizations for the decoding stage are divided into [LJW "24]: 1) Reusing attention
KV to reduce KV cache storage [Shal9,|ALTdI ™23, ISDZ 24, DA24] INEC"24]); 2) Static KV cache
dropping [XTCT24, HWP™24]]; 3) Dynamic KV cache dropping [ZSZ"24, [LDL 24, |GZL"24,
OHY ™24} [LHY ™24} |APB™24]|); 4) Dynamic KV cache offloading [RCHG™ 24, DHJ " 24, [TZZ 24,
LCL™24,|CSY 24, ISCB™24]); 5) Methods for restoring performance loss due to KV cache compres-
sion [AAJT24| [DYZT24]); 6) Hierarchical speculative decoding methods [SCY ™24, |CTST24]; 7) KV
cache quantitation [LYJ"24]. Nevertheless, these methods do not address the heavy computational
burden of the attention in the pre-filling stage.

6 Conclusion

This paper addresses the expensive computational cost and the unacceptable latency of the attention
calculations in the pre-filling stage of long-context LLMs. We propose MInference, a method that
accelerates the pre-filling stage by leveraging dynamic sparse attention with spatial aggregation
patterns. Specifically, we categorize attention heads into three types: A-shape, Vertical-Slash, and
Block-Sparse. Using a kernel-aware optimal sparse pattern search method, we identify the optimal
pattern for each head. Subsequently, we utilize a fast approximation approach to build dynamic
sparse masks for different inputs, and then apply these mask to perform sparse attention calculations.
Experimental results on benchmarks such as InfiniteBench, RULER, language modeling, and Needle
In A Haystack demonstrate that our method effectively maintains the long-context capabilities of
LLMs while achieving up to a 10x speedup, reducing the latency from 30 minutes to 3 minutes
per prompt for 1 million token prompts on a single A100 GPU. Additionally, we have found that
similar dynamic sparse attention patterns also exist in both multi-modal LLMs [WWLT24] and
encoder-decoder LLMs [RSR™20|]. Using MInference for pre-filling stage inference acceleration
holds great promise.
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A Limitations

As the context length decreases, the time required to build the dynamic index becomes more significant
as attention computation time decreases. For example, with a 10k context, the time spent on building
the index increases from 5% to 30%, resulting in overall end-to-end latency approaching that of
FlashAttention. However, this overhead proportion gradually decreases as the prompt lengthens.
Additionally, when using a higher sparsity rate, the model performance may noticeably decline.

B Broader Impacts

Mlnference effectively accelerates the inference of long-context LLMs, facilitating their deployment
and application. By enabling lower latency, it can reduce the deployment costs of LLMs, especially
for long-context LL.Ms, helping to democratize access to advanced Al It also promotes further
research and development in related fields.

C Experiment Details

C.1 Dataset Details

InfiniteBench [ZCH™24] includes 10 tasks designed to test various aspects of long-context pro-
cessing. Specifically, these tasks cover entire novel summarization, open-form question answering
based on novels, multiple-choice question answering on novels, question answering on long drama
scripts, question answering on Chinese texts, debugging large code repositories, identifying the
largest/smallest number in arrays, and retrieval tasks with varying pattern lengths. The average token
length for these tasks is 214k, and they include 3,992 examples.

RULER [HSK'24] is a recent synthetic benchmark suite for long-context evaluation with 13
complex tasks across four categories. The retrieval category includes Single Needle-in-a-Haystack
(S-NIAH), where a single key-value pair is inserted into noisy text, and the model must retrieve
the value. Multi-keys Needle-in-a-Haystack (MK-NIAH) involves multiple keys, and the model
retrieves one specific value among hard distractors. The Multi-values Needle-in-a-Haystack (MV-
NIAH) task requires retrieving all values associated with a single key, while the Multi-queries
Needle-in-a-Haystack (MQ-NIAH) task involves retrieving values for multiple keys. The Multi-hop
Tracing category includes Variable Tracking (VT), where the model traces and returns all variable
names pointing to the same value through variable bindings. The aggregation category introduces
Common Words Extraction (CWE), where the model identifies the top-K common words from a
mixture of common and uncommon words, and Frequent Words Extraction (FWE), where the model
identifies the most frequent words from a Zeta distribution. The Question Answering (QA) category
extends existing short-context QA datasets by adding distracting paragraphs, challenging the model
to answer questions based on relevant information surrounded by distractors. These tasks provide
a comprehensive evaluation of long-context modeling capabilities, covering multi-hop reasoning,
aggregation, and complex question answering. Following [HSK™24], we test models on 4K, 8K,
16K, 32K, 64K, and 128K context lengths, including 2,600 examples per length.

Needle In A Haystack task [Kam23] evaluates the performance of retrieval-augmented generation
(RAG) systems by embedding specific, targeted information (the "needle") within a large, complex
body of text (the "haystack"). The test assesses a language model’s ability to identify and utilize this
specific piece of information amidst a vast amount of data. Both RULER and the needle test iterate
over various context lengths and document depths (where the ground-truth is placed in the prompt) to
measure the long-context performance. Here we scale the Needle In A Haystack task to 1M context
length, including 750 examples.

PG-19 [RPJ720] The perplexity on long text is also often used by researchers to evaluate the
language modeling performance of long-context LLMs. PG-19 is a suitable test set for this task, as it
includes texts as long as 500K tokens. Perplexity is used as the metric indicating how well a model
predicts the next token in a sequence. Our experiments are conducted on 1,000 random samples from
PG-19 that are longer than 100K tokens.
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C.2 Additional Implementation Details

Our experiments are based on a number of state-of-the-art long-context LLMs: 1) LLaMA-3-8B-
Instruct—262 is a LLaMA-3 variant with further NTK-aware interpolation and minimal fine-tuning
with Ring Attention, which achieved SOTA results on long-context assessments such as the Needle
In A Haystack test; 2) LLaMA-S—SB-Instruct-lO48kE] is similar to LLaMA-3-8B-Instruct-262k,
but supports context lengths up to 1M tokens; 3) Yi-9B-200K [YCL™24] is a SOTA LLM that
balances long-context performance with general capabilities; 4) Phi-3-Mini-128K [AJA™24] a small
but powerful language model that offers capabilities equivalent to models ten times its size with
up to 128K context window powered by LongRoPE [DZZ™24]; 5) Qwen2-7B-128K [BBC™23]]
is a recently release update of Qwen series model with up to 128K context window that achieve
superior or comparable performance compared to LLaMA-3; 6) GLM-4-9B-1M [GZX 24| has been
improved from its predecessor in terms of a 1M context window, performance on downstream tasks
and inference efficiency. To guarantee stable results, we use greedy decoding in all tests. Our kernel
implementations are developed and optimized based on the dynamic sparse compiler PIT [ZJZ 23]
in the Triton language [TKC19]. The latency experiments are done on a single Nvidia A100 GPU
using bfloat16. We provide a simple custom implementation of attention in PyTorch, building on
FlashAttention and Triton.

We set the target FLOPs ¢ to be the same as 1k global tokens and 4k local window tokens in the
A-shape pattern. The step size of ChangeSpace is set to 50, with the corresponding search space
shown in Table[7] Additionally, we use only one sample as our validation set from KV retrieval
synthetic data with 30k token inputs, which exhibits strong generalization and stability across different
lengths and domains. The search time is approximately 15 minutes on a single A100. Additionally,
we use the same optimal sparse pattern configuration for both the LLaMA-3-8B-Instruct-262K model
and the LLaMA-3-8B-Instruct-1M model. The specific distribution is shown in Fig.

Table 7: Kernal-aware optimal head pattern search space. In this context, A-shape represents the global tokens
and local window number, Vertical-Slash represents the Top-K number of vertical and diagonal lines, and
Block-Sparse represents the Top-K number of blocks retained.

Patterns \ Search Space

A-shape {(1024, 4096)}

Vertical-Slash | {(30,2048), (100, 1800), (500, 1500), (3000, 200)}
Block-Sparse {100}

C.3 Single A100 Implementation Details

The original PyTorch implementatiorﬂ of the LLaMA model causes an out-of-memory error on a
single A100 (80G) when the prompt exceeds 50k tokens. To enable running 1M prompt inference on
a single A100, we implemented the following optimizations:

1. Tensor Splitting: We split the Attention by head and the MLP by sequence dimension.
In long-context scenarios, where computation is the bottleneck, this splitting keeps GPU
utilization at 100%, and the overhead of splitting is negligible;

2. Reduction of Intermediate Variables: We minimized intermediate variable allocation by
removing the attention mask and implementing causal mask logic directly within the kernel;

3. Elimination of Unnecessary Computations: In long-context scenarios, only the logits
corresponding to the last token in the prompt phase are meaningful. Thus, we only retain
the computation of the LM Head Linear layer for the last token.

“https://huggingface.co/gradientai/Llama-3-70B-Instruct-Gradient-262k
Shttps://huggingface.co/gradientai/Llama-3-8B-Instruct-Gradient-1048k
Shttps://github.com/huggingface/transformers/blob/main/src/transformers/models/llama/modeling_llama.py
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C.4 Kernel Implementation

C.4.1 Block-Sparse Flash Attention

Our Block-Sparse kernel implementation is based on the Triton version of the FlashAttention ker-
nel [tri23]. With the selected block index as an additional input, each thread block loops through
the top-K blocks in a row. As discussed in FlashAttention [Dao24], the latency of the block-sparse
FlashAttention kernel is linearly related to the number of blocks, and the speedup ratio (compared to
the dense FlashAttention kernel) is approximately as,

S

— _ 3
% 2B x ky )
C.4.2 Vertical-Slash Attention

The Vertical-Slash attention includes two custom kernels: the Vertical-Slash sparse index kernel and
the Vertical-Slash sparse FlashAttention kernel.

Figure 7: The dynamic sparse mask for the vertical-slash pattern using LLaMA-3-8B in the summarization
task [ZCH™24]]. Yellow areas indicate the computed parts. Slash lines use 64 x 64 blocks, while vertical lines
use 1 x 64 blocks.

The Vertical-Slash sparse index kernel in Algorithm ] builds the index for each row of blocks. Since
a slash line segment can be masked by a square block, our attention mask is a mix of blocks and
columns, as shown in Fig.[7] We apply a point-range two-way merge algorithm where vertical indexes
are treated as points and slash indexes are converted to ranges given the row index. The output
consists of two parts: merged ranges and separate column indexes, where the ranges are represented
by block indexes. The time complexity to build an index for a row is O(k, + k).

The Vertical-Slash sparse FlashAttention kernel in Algorithm [3]is a mix of the block-sparse attention
kernel and the PIT sparse attention kernel. PIT is a technology that loads sparse data into
dense compute blocks via a Permutation Invariant Transformation. A thread block first loops through
the block indexes as described in the previous section (block part) and then loops through the column
indexes grouped by block size (PIT part). The latency of this hybrid kernel is linearly related to the
total area of blocks and columns.

D Additional Experiment Results

1.0

Needle in A Haystack LLaMA-3-8B-1M w/ InfLLM 1M Context

D.1 Needle In A Haystack

-0.8
In addition to the Needle In A Haystack re-
sults for LLaMA-3-Instruct-1M shown in §4]
we also present the LLaMA-3-Instruct-1M using g
InfLLM results in Fig.[§] and results for GLM- & o [0‘2
4-9B-1M, Yi-9B-200K, Phi-3-Mini-128K, and 00
Qwen2-7B-128K, shown in Fig.[9] Compared to
Full Attention, using MInference has minimal

impact on the ability to understand semantic in- Figure 8: Results on Needle In A Haystack using In-
formation across different context windows and 1 [ M in LLaMA-3-8B-Instruct-1M.

-0.6

-0.4

th Percent (%)
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needle depths. There is even a slight performance improvement around the 100k context length using
Yi-9B-200K and Phi-3-Mini-128K.

Depth Percent (%)
Depth Percent (%)

w
Context Length Context Length

(a) GLM-4-9B-1M (b) GLM-4-9B-1M w/ MInference

Needle in A Haystack Yi-9B-200K 200K Context 10 Needle in A Haystack Yi-9B-200K w/ Minference 200K Context
o~ I I O

1.0
0.8
0.6
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Depth Percent (%)
Depth Percent (%)

0.2

0.0

Context Length Context Length

(¢) Yi-9B-200K (d) Yi-9B-200K w/ MlInference

0.8

0.6

0.4

Depth Percent (%)
Depth Percent (%)

Context Length Context Length

(e) Phi-3-Mini-128K (f) Phi-3-Mini-128K w/ Mlnference

Needle in A Haystack Qwen2-7B-128K 128K Context
I I I I

Depth Percent (%)
Depth Percent (%)

Context Length Context Length

(g) Qwen2-7B-128K (h) Qwen2-7B-128K w/ MInference

Figure 9: Needle In A Haﬁstack [Kam23] results using GLM-4-9B-1M [GZXF24], Yi-9B-200K [YCLT24],

Phi-3-Mini-128K , and Qwen2-7B-128K

D.2 Latency Breakdown

Fig.[10]shows the micro-benchmark results of the three attention patterns proposed in this paper, as
well as FlashAttention. It can be seen that Vertical-Slash is the slowest among the three patterns,
but it still achieves a 13x speedup compared to FlashAttention under 1M context windows. A-
shape is slightly faster than Vertical-Slash, but at 1M, A-shape is 50% slower than Vertical-Slash.
Block-Sparse is the fastest, achieving a 30x speedup over FlashAttention under 1M context windows.

https://doi.org/10.52202/079017-1663 52502



1 A-shape Block-Sparse E= FlashAttention-2
Vertical-Slash EEE Block-Sparse Index =23 InfLLM
EEE Vertical-Slash Index
1500
1000+
500 B, éﬁ

100~

g
Qg

1
[t

P
W

80

60

iea o e v e v e e o e e o s

40

T O T T

Latency(ms)

204

GO GBBBBBGBOBGGIE

GG e Eaaaataataaa0!

) 10 100 5K 600 700K 80 900K
Context Windows

Figure 10: The latency breakdown of a single attention kernel for three patterns and FlashAttention [Dao24]

across different context windows in a single A100, including the index time for dynamic sparse approximation

and building dynamic sparsity. At 10k tokens, the latency of the four kernels is very close and all are less than

Ims. At 1M tokens, the latency for A-shape is 164ms.

The estimation and index-building time for the dynamic sparse pattern accounts for approximately
5%-15% and 25% of the total time for Vertical-Slash and Block-Sparse patterns, respectively. The
index-building overhead is higher for Block-Sparse mainly due to the time-consuming MeanPooling
and block-level matmul computations. Additionally, the memory overhead for sparse indexing is
relatively small, remaining within 160MB for a LLaMA-3-8B model in 1M context.

D.3 Additional Ablation Study

Table 8: Performance of different ablation methods using LLaMA-3-8B-Instruct-262K on In-
finiteBench [ZCH™24]. It is important to note that due to kernel limitations, we must retain at least one
vertical and one slash. Therefore, "ours w/ only vertical" retains the top-1 slash, and "ours w/ only slash" retains
the top-1 vertical.

Methods \En.Sum En.QA En.MC En.Dia Zh.QA Code.Debug Math.Find Retr.PassKey Retr.Num Retr.KV‘AVg.
Ours 205 129 659 75 125 223 33.1 100.0 100.0 12.8 [38.8
Ours w/ only vertical| 13.7 62 301 20 6.5 79 1.7 65.4 527 0.0 |[18.6
Ours w/ only slash 184 115 60.1 30 114 22.1 28.4 100.0 100.0 42 |359

To further analyze the role of dynamic vertical and slash lines in the Vertical-Slash pattern for sparse
computation, we introduce a new set of ablation studies as follows: 1) Ours w/ only vertical, which
only uses vertical lines and the top-1 slash line in Vertical-Slash pattern. 2) Ours w/ only slash, which
only uses slash lines and the top-1 vertical line in Vertical-Slash pattern. The corresponding top-K
quantities are set after converting based on FLOPs in kernel.

As shown in Table 8] using only vertical lines results in a significant performance drop, especially in
retrieval tasks, where performance is similar to only using block-sparse. In contrast, using only slash
lines retains most of the performance, but in highly dynamic tasks such as KV retrieval, performance
further decreases, with an average performance drop of 2.9% compared to Ours.

E Pattern Distribution

Fig.[T1]shows the distribution of the optimal head configuration obtained through our search. Firstly,
most of the patterns are the Vertical-Slash pattern (>90%). However, according to the ablation study,
using only the Vertical-Slash pattern significantly impacts performance in highly dynamic tasks like
KV retrieval. Secondly, the Block-Sparse pattern is primarily distributed in several intermediate to
later layers, while the A-shape pattern is found in the middle layers. Although the optimal patterns
vary slightly across different models, they generally align with these observations.

Additionally, we used the same configuration for two versions of LLaMA in our experiments, and the
results show that the 1M model also performs very well, with nearly perfect results in the Needle In
A Haystack task. This demonstrates the generalizability of the optimal sparse pattern.
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Figure 11: Distribution of three sparse head patterns in different models. We use the same optimal sparse pattern
configuration for both LLaMA-3-8B-Instruct-262K and LLaMA-3-8B-Instruct-1M.
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Figure 12: The distribution of sparsity in the kernel across different context windows refers to the proportion of
the kernel that is actually computed after block coverage, compared to the sparsity rate when using FlashAttention
with a causal mask.

As shown in Fig.[T2] the sparsity distribution of the three patterns during the actual kernel computation
process is displayed. It can be seen that when the context windows exceed 200k, the actual sparsity
of all three patterns surpasses 90%. Even considering a 20% index-building overhead, this ensures
that the kernel achieves a speedup of over 8 x. Furthermore, when the context windows exceed 500k,
the sparsity relative to FlashAttention exceeds 95%, with a theoretical speedup of over 15x.

G Does This Dynamic Sparse Attention Pattern Exist Only in
Auto-Regressive LLMs or RoPE-Based LLMs?

Similar vertical and slash line sparse patterns have been discovered in BERT [SGR*21]] and multi-
modal LLMs [WWL*24]. Additionally, as shown in Fig.[13] . we analyzed the distribution of attention
patterns in T5 across different heads. It is evident that there are vertical and slash sparse patterns even
in bidirectional attention.

Recent studies [WWL™24] have analyzed sparse attention patterns in multi-modal LLMs, re-

vealing the presence of vertical and slash patterns in models like LLaVA [LLWL24]] and In-
ternVL Using Mlnference for pre-filling stage inference acceleration holds great

promise.
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Figure 13: The sparse pattern in T5-style Encoder Attention using Flan-UL2 [TDT™23] on the Summarization
dataset [ZCH™24].

H Case Study

Table[9] presents a comparison of the generation performance for various methods on the EN.SUM
task (200K input length) from InfiniteBench based on the LLaMA-3-8B-262K model. The orig-
inal summary provides a comprehensive and coherent narrative, detailing the Bronwyn family’s
trip to the Kindergarten and touching on themes such as nostalgia, loss, and the passage of time.
StreamingL.LM’s summary, although looks coherent, introduces elements that are not present in the
original story, leading to serious factual errors. For example, it mentions a boat trip to a school for
boys and specific details like fishermen, sandwiches, and a spot where men were drowned. These
details deviate from the original story, which is about the Bronwyn family preparing for a trip to the
Kindergarten. In addition, the summaries generated by Streamingl.LM with dilated and strided tech-
niques are largely incoherent, consisting primarily of repetitive and nonsensical characters, indicating
a failure to produce meaningful content. In stark contrast, the summary generated by our proposed
method offers a detailed and coherent narrative, comparable to the original, with a clear depiction of
the story’s main events and themes. This includes the preparation of the Bronwyn family for their
trip, the characterization of family members and guests, and the exploration of deeper themes such as
love, marriage, and the search for meaning. The results demonstrate the superiority of our proposed
method in generating high-quality, human-like summaries over the baseline methods.

Table [T0]compares the performance of various methods on the Retrieve. KV task (200K input length)
using the LLaMA-3-8B-262K model. The original method demonstrates perfect retrieval, correctly
predicting the exact strings of the ground truth for both examples. Streamingl.LM, again, generates
predictions that looks coherent and real, but factually incorrect. In addition, StreaminglL. LM with
dilated and strided techniques, and our method with a static pattern, fail significantly, producing
outputs that are either repetitive sequences of characters or nonsensical strings, indicating their
inability to accurately retrieve the required key-value pairs. Our method, however, performs on par
with the original, accurately retrieving and predicting the exact key-value pairs for both examples.
This demonstrates the superior capability of our method in handling KV retrieval tasks, providing
precise and reliable outputs consistent with the ground truth. The results highlight our method’s
effectiveness and robustness compared to the baselines, making it a reliable choice for such tasks.
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Table 9: Comparison of generated results by different methods using LLaMA-3-8B-Instruct-262K in summariza-
tion task [ZCH™24].

Methods | Summary

Original The story follows the Bronwyn family and their guests as they prepare for a day
trip to the Kindergarten, a mysterious destination that holds great significance
for them. The story is told from multiple perspectives, including that of Pete
Lucy, who is staying with the family and is struggling to find her place in their
lives. As the day progresses, the family members prepare for their trip, and Pete
reflects on her own past experiences with the Bronwyns. The story ends with the
family setting off on their journey, leaving Pete alone on the lawn to contemplate
her own feelings and the meaning of life. The Kindergarten is a symbol of the
family’s past and their memories, and the story explores themes of nostalgia,
loss, and the passage of time. Ultimately, the story suggests that even though the
past cannot be changed, it can still be celebrated and remembered.

StreaminglLLM | The story follows a family on a boat trip to the Kindergarten, a school for boys.
The father, Mr Bronwyn, is reading a book and seems to be in a trance. The
children, Seb and Annalisa, are excited about the trip but also a little scared.
They pass by a group of fishermen and Mr Bronwyn shares out sandwiches. They
come across a spot where three men were drowned and Mr Bronwyn takes out
his watch, making a calculation. They reach the Kindergarten and Mr Bronwyn
jumps out of the boat, holding a parcel. The story ends with Pete Lucy, who has
been watching the family from the shore, feeling relieved that the trip is over and
that Mr Bronwyn has reached his destination. The story is told from multiple
perspectives, including Pete Lucy’s, who is watching the family from the shore
and reflecting on his own life and relationships.

StreamingLLM | A ((CCCCCCCCCCccccccccccccccccccccccccccccccccccccccccc

w/ dilated ccecccccccccccccccccccccccccccccccccceccccccccececccccc
ceccccccccccccccccccccccccccccccccccccecccccccceccccecc
ccecccccccccccccccccccccccccccccccccceccccccccececccccc
cecceccccccccccccccccccccccccccccccccc

StreamingLLM | The GraphicsUnit36.00AKA new ( ( ((( (((CCCCCCCCCCCeccecccccccc

w/ strided ccecccccccccccccccccccccccccccccccccceccccccccececccccc
ceccccccccccccccccccccccccccccccccccccecccccccceccccecc
cececccccccccccccccccccccccc

Ours w/ static def solverome2 def solverome2 def solverome2 def solverome2 def
solverome?2 def solverome2 def solverome?2 def solverome?2 def solverome2 def
solverome?2 def solverome2 def solverome?2 def

Ours The story follows the Bronwyn family and their guests as they prepare for a trip

to the Kindergarten, a remote island off the coast of Scotland. The family is
made up of Mr. Bronwyn, a philosopher, and his wife, Mrs. Bronwyn, who is
known for her beauty and her ability to surround and protect her family. The
guests include Kevin Emma, a young man who is studying for a fellowship, and
Castor Kiki, a botanist who is also a widower. The story explores themes of love,
marriage, and the search for meaning in life. It also touches on the idea of the
other, or the person who is different from oneself and cannot be understood or
judged by conventional standards. Ultimately, the story is about the search for
truth and the desire to connect with others on a deeper level.
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Algorithm 4 Vertical-Slash Index

Algorithm 5 Vertical-Slash Flash Attention

Input: vertical indexes 2, € N kv slash indexes

s € Nbs

# Sort vertical and slash indexes
v < IncrementalSort (. )
s < DescendingSort (i)

# Calculate block number (block_size B)
S
N« [3]
# Initialize outputs
block count ey € NV, block index dui €
column count ceo NV , column index 2co € NV xky

# Parallelized in GPU
for i < 1to N do
Jv 1
# Find the first slash line that crosses the row
Js < biset_left(is,7 X B)
# Define the range by slash index
T < (21— 1) X _B — s
Tend < & X B — ¢%¢

# Merge points (vertical indexes) and ranges (slash

indexes)
while s, < ks do
if j, < k, and 2J¥ < Tena then

# Record the point if not in the range
if 'l"Z]U < Tstart then

Clo < Coo + 1, izg,fw' — Y
end
Jv & Jv+1
else
Sy — Sy + 1

# Update the range
if (i — 1) X B — 42°* > repa then

# Record the last range
8 < Tstart
while s < 7¢q do
7 7
Cpik < Cpi + 1
.i,cglk
Ty S
s s+ B
end while

# Calculate the new range
Tstart $— (’L — 1) X B — Z‘;S
Tend < & X B — 4Js

else

# Extend the range
Tend < Tend + B
end
end
end while

# Record the last range

8 < Tstart

while 5 < 7eng do
Coix < Coi + 1
igiﬁ“ﬂ 5,8+ s+B
end while

end for

return Coix, 2oik, Ceol, Zeol

Nxks
N s,

Input: Q,K,V € R%% block count
o € NV, block index 4y € NV*ks | col-

umn count ¢ € NV, column index i, €
NN X ko

Scale 7 + di
h

Initialize O + (0)%%dn ¢ RS> dn

# Parallelized in GPU

fori < 1to N do
Load Qchip P QixB:(i+1)xB c RBth
Initialize Ochip — (0)Z*4r € RBE*n
Initialize m < (—inf)” € R”?
Initialize I + (0)” € R?

# Loop through block indexes: block sparse flash
attention
for j < 1to ciy do
Block start s < 477
Load K < KT8 ¢ RE*dn
Load Vipp ¢ V58 ¢ RBXn
S TQching}:ip
S <+ mask(S)
mb,,, < max(m', rowmax(S)) € R?
S« 8 —mi,,
P +— exp(S)
I}, < rowsum(S))
a +— exp(m’ —mi,,)
I'—al"+1i,,
Ochip < aOchip + P Vonip
end for

# Loop through column indexes : PIT sparse

flash attention

J0 ,

while j < ¢, do
cols + i77TP ¢ NP
Load Ky < K% € RE*n
Load V;hip — VCOlS € RBth
S «+— TQchichjl:ip
S « mask(S)
mb., < max(m’ rowmax(S)) € R?
S+ S —mi.,
P + exp(S)
li\e + rowsum(S))
a <+ exp(m’ —mb,,)
' ad® + 1,
Ochip — aOchip + P Vinp
j«<Jj+B

end while

# Write outputs

Ochip — diag(ll)ilochip

Save O; < Ochip

end for
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Table 10: Comparison of generated results by different methods using LLaMA-3-8B-Instruct-262K in KV
Retrieval task [ZCH™24].

Methods | Summary

Original 1. Ground Truth: 5e6b7b90-710d-4953-9b18-3e96b2cadbf2
Prediction: "5e6b7b90-710d-4953-9b18-3e96b2cadbf2"

2. Ground Truth: flec3dd8-b6e7-4af5-a589-fda0b7693f93
Prediction: "flec3dd8-b6e7-4af5-a589-fda0b7693f93" (a string of length 32).

StreaminglLLM | 1. Ground Truth: 5e6b7b90-710d-4953-9b18-3e96b2cadbf2
Prediction: 2b114db0-d87e-42d2-9b4c-0b1f115976ad.assistant

2. Ground Truth: bbf3fa73-6217-4e6e-923c-8349bd286c3d
Prediction: "d829ce18-6339-4f77-8c04-31fc7ec33619".

StreamingLLM | 1. Ground Truth: 5e6b7b90-710d-4953-9b18-3e96b2cadbf2
w/ dilated Prediction: 5 (((((CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCeeeceeccd

2. Ground Truth: flec3dd8-b6e7-4af5-a589-fdaOb7693f93
Prediction: "def solverome?2 def solverome2 def solverome?2 def solverome?2 def
solverome?2 def solverome2 def solverome?2 def solverome2 def solverome2 def

solverome2

StreamingLLM | 1. Ground Truth: 5e6b7b90-710d-4953-9b18-3e96b2cadbf2

w/ strided Prediction: "def solverome?2 def solverome?2 def solverome?2 def solverome?2 def
solverome2

2. Ground Truth: flec3dd8-b6e7-4af5-a589-fda0b7693193
Prediction: "0 ( (((CCCCCCCCCCCCCCCCCCCCCCCCC

Ours w/ static 1. Ground Truth: 5e6b7b90-710d-4953-9b18-3e96b2cadbf2
Prediction: "def solverome?2 def solverome?2 def solverome2 def solverome2 def

2. Ground Truth: flec3dd8-b6e7-4af5-a589-fdaOb7693f93
Prediction: "def solverome?2 def solverome2 def solverome?2 def solverome?2 def

Ours 1. Ground Truth: 5e6b7b90-710d-4953-9b18-3e96b2cadbf2
Prediction: "5e6b7b90-710d-4953-9b18-3e96b2cadbf2"

2. Ground Truth: flec3dd8-b6e7-4af5-a589-fda0b7693f93
Prediction: "flec3dd8-b6e7-4af5-a589-fda0b7693f93" (a string of length 32).
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We discuss the contributions and scope in detail and accurately in the abstract
and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of MInference in Appendix
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The methods discussed and proposed in this paper are based on empirical
observations and do not involve theoretical proof.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide detailed descriptions of our experiments and implementation
in §4| and Appendix |C} Additionally, we have released our code at https://aka.ms/
MInference.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide detailed descriptions of our experiments and implementation
in §4] and Appendix [C] Additionally, we have released our code at https://aka.ms/
MInference.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide detailed descriptions of our experiments and implementation
in §4] and Appendix [Cl Additionally, we have released our code at https://aka.ms/
MInference.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: We follow previous works by conducting tests on public benchmarks, without
including error bars or similar information.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide detailed descriptions of our experiments and implementation
details including computation resources in §4]and Appendix [C]

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We follow the guidelines of the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the broader impacts of MInference in Appendix [B]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our work does not involve the release of new models or data.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The LLMs, datasets, and codebase used in our work comply with open-source
licenses and can be used for scientific research.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We have released our code at https://aka.ms/MInference,
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve data annotation or crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

52515 https://doi.org/10.52202/079017-1663





