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Abstract

We consider the overfitting behavior of minimum norm interpolating solutions
of Gaussian kernel ridge regression (i.e. kernel ridgeless regression), when the
bandwidth or input dimension varies with the sample size. For fixed dimensions,
we show that even with varying or tuned bandwidth, the ridgeless solution is
never consistent and, at least with large enough noise, always worse than the null
predictor. For increasing dimension, we give a generic characterization of the
overfitting behavior for any scaling of the dimension with sample size. We use
this to provide the first example of benign overfitting using the Gaussian kernel
with sub-polynomial scaling dimension. All our results are under the Gaussian
universality ansatz and the (non-rigorous) risk predictions in terms of the kernel
eigenstructure.

1 Introduction

A central question in learning theory is how learning algorithms can generalize well even when
returning models that perfectly fit (i.e. interpolate) noisy training data. This phenomenon was
observed empirically by Zhang et al. [63], and does not align with the traditional belief from
statistical learning theory that overfitting to noise leads to poor generalization. Consequently, it
attracted significant interest in recent years, and there has been much effort to understand the
overfitting behavior of linear models, kernel methods, and neural networks.

In this paper, we study the overfitting behavior of Kernel Ridge Regression (KRR) with Gaussian
kernel, namely, the behavior of the limiting test error when training on noisy data as the number
of samples tends to infinity by insisting on interpolation (achieving zero training error). When the
input dimension and bandwidth are fixed, the overfitting behavior is known to be “catastrophic” [37],
i.e. for any nonzero noise, the test risk tends to infinity as the sample size increases. However,
this is not how Gaussian Kernel Ridge Regression is typically used in practice. In fixed dimension,
the bandwidth is tuned, that is decreased, when the sample size increases [51, 19]. Additionally, it
makes sense to study the behaviour when the input dimension increases with sample size (as in, e.g.
linear models with proportional scaling [42]). This could be because when more data is available,
more input features are used, even with a kernel; because as more resources are available we scale
up both the input dimension and amount of data used; or to capture the fact that very large scale
problems typically involve both more samples and higher input dimension. But unlike with linear
models, where the dimension must scale linearly with the number of samples in order to allow for
interpolation, when a kernel is used we can study the behaviour even when the input dimensionality
increases much slower, and ask how slowly it could increase without catastrophic overfitting. Previous
studies on kernel ridgeless regression considered polynomial increasing dimension (i.e. dimension
o sample-size®, for 0 < a < 1) [4, 64, 24, 38, 40], but not subpolynomial scaling.

We aim to provide a more comprehensive picture of overfitting with Gaussian KRR by studying
the overfitting behavior with varying bandwidth or with arbitrarily varying dimension, including
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sub-polynomially. In particular, we show that for fixed dimension, even with varying bandwidth,
the interpolation learning is never consistent and generally not better than the null predictor (either
the test error tends to infinity or is finite but it is almost always not better than the null predictor).
For increasing dimension, we give an upper and lower bound on the test risk for any scaling of the
dimension with sample size, which indicates in many cases whether the overfitting is catastrophic
(test error tends to infinity), tempered (test error tends to a constant), or benign (consistent). Our
result agrees with the polynomial scaling of the dimension with sample size, showing tempered
overfitting for an exponent that is a reciprocal of an integer and benign overfitting for any other
exponent [4, 64]. Moreover, our result goes further, as we show the first example of sub-polynomially
scaling dimension that achieves benign overfitting for the Gaussian kernel. Additionally, we show that
a class of dot-product kernels on the sphere is inconsistent when the dimension scales logarithmically
with sample size. All our results are under the Gaussian universality ansatz and the non-rigorous but
well-established risk predictions in terms of the kernel eigenstructure [50, 66, 8, 57].

Related work

The test performance of overfitting models has been extensively studied for linear regression [27, 6,
3,43, 45, 16, 32, 58, 53, 65, 30, 54, 13, 2, 49, 25], linear classification [12, 55, 10, 44, 42, 49, 36, 52,
56, 18], neural networks [20, 21, 11, 34, 60, 61, 39, 33, 23, 31, 29], and kernel methods. Below we
focus on overfitting in kernel ridge regression.

Overfitting in fixed dimension with fixed kernel. In Mallinar et al. [37], the authors show
that the minimum norm interpolating solution for Gaussian kernel with fixed bandwidth overfits
catastrophically. In [15, 4, 64], the authors derive bounds on the test risk of minimum norm interpolant
with a fixed kernel under various assumptions. Our result for fixed dimension will only apply to the
Gaussian kernel, but it allows for any varying or adaptively chosen bandwidth.

Inconsistency of Kernel Ridge Regression. The case of varying bandwidth has been considered
in Beaglehole et al. [5], Rakhlin and Zhai [47], Haas et al. [26]. In Beaglehole et al. [5], the authors
show that there exists a specific data distribution for which the minimum norm interpolanting solution
for a particular set of translation invariant kernels is not consistent. In Rakhlin and Zhai [47], the
authors show that for input distributions on the unit ball, the Laplace kernel is inconsistent, even with
varying bandwidth. In Haas et al. [26], the authors show that under different assumptions on the data
distribution, for a general class of (potentially varying) kernels in fixed dimension, any differentiable
function that overfits the data and is not much different from the minimum norm interpolant is
inconsistent. All of these works only consider whether we can achieve consistency. None of these
results apply in the case of data distributions that we are considering, and even if the predictor is
not consistent, we ask how bad is it by comparing it to the null predictor and whether it might be
tempered.

Overfitting in increasing dimensions. Many papers have studied the setup where the dimension
increases with sample size [4, 64, 66, 38, 40, 28, 59], in particular when the dimension is a function
of sample size (or vice versa), but they all consider only the case of a polynomial scaling of dimension
and sample size. It was shown that in this case the minimum norm interpolating solution of dot
product kernels on the sphere can be benign, depending on if the exponent is not an integer. We
generalize these results to any scaling of the dimension and sample size. Our results recover the
existing results in the case of polynomially scaling dimension and show benign overfitting in a certain
sub-polynomial scaling. Having sub-polynomimal scaling of the dimension allows us to expand
the set of possible target functions from only polynomials of a bounded degree, as in the case of
polynomial scaling of dimension [4, 64, 66, 38, 40], to, in our case of sub-polynomially increasing
dimension, polynomials of any degree and even non-polynomial functions.

2 Problem formulation and assumptions

Kernel ridge(less) regression and the Gaussian kernel. Let D be an unknown distribution over
X x Y CR? x Rand let {(z;,y;)}™, ~ D™ be a dataset consisting of m samples. For simplicity,
we will assume that the distribution of the target is given by a target function f* of the input x € X
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with zero mean independent noise ¢ with variance o2, that is y ~ f*(x) + £&. We note that our results
can be extended to a distribution agnostic setting, as analyzed by Zhou et al. [66].

Let K : X x X — R be a positive semi-definite kernel function. Let || f|| x be the norm of f in the
RKHS H i corresponding to K. For a predictor f, let R(f) and R(f) be the test and training risk of
fs

%Z yi)? and R(f) = Ep [(f(z) —y)?] .

Two important risks to consider are the risk of the null predictor, f = 0, which we will denote by
R(0) = Ep|(y)?], and the Bayes (or irreducible) risk, which we will denote o2 or R(f*). Using this
notation, the risk of the null predictor is R(0) = o 4+ Ep[(y)?]. Bayes risk represents the minimum
possible risk that can be achieved by any predictor. For a regularization parameter ¢, the regularized

ridge solution ﬁ; is given by

f5 = argming 4, ( )+ *HfHK
We are interested in the minimum norm interpolating (ridgeless) solution fo = lims 0+ f5, namely

fo = argming o, e 171l

l|lz1—=2]l3

m

We will focus on the Gaussian kernel, which is given by K (x1,x2) = exp (— ), where m

is the sample size and 7, is a predetermined bandwidth parameter that can vary with sample size.
The Gaussian kernel is widely used and achieves good error rates for a variety of learning tasks
[51, 19]. Gaussian KRR achieves optimal convergence to the best possible (Bayes) error for learning
any function in a Besov space of high enough order (essentially bounded and twice differentiable in
the weak sense) under very mild assumptions on the distribution of the input and target X' x ) [19].
For ridge regression with the Gaussian kernel and under a standard data distribution assumption, the
minimum distance between samples decreases with sample size so it makes sense to also decrease 7, .
Additionally, decreasing 7,,, with sample size helps to achieve good convergence rates theoretically
[19].

Main question We will consider the problem of learning using the minimum norm interpolating
solution fu of KRR. We want to understand the limiting behavior of test risk R( fo) as the sample
size increases m — oo, that is limy,_,e R(fo). It suffices to understand limsup,, .. R(fo) and
lim inf,,— o0 R( fo) and this way we do not assume the existence of the limit. In this work, we use
the taxonomy of benign, tempered, and catastrophic overfitting from Mallinar et al. [37], which

indicates whether lim,,,_, o, R(fo) is the Bayes (optimal) error, a non-optimal but constant error, or
infinity. Note that in this taxonomy, the null predictor can be classified as tempered. Therefore, we
will compare the limiting risk to the risk of the null predictor R(0) in order to understand whether the
performance of the interpolating solution is non-trivial.

Main tool: Eigenframework and a closed form of the test risk. Our main tool will be the closed
form of the test risk predicted by the eigenframwork [50]. Under the eigenframework, we can write
down the closed form of the test risk using Mercer’s theorem decomposition of a kernel function K.

Given a positive semi-definite kernel function K : X x X — R, we can decompose it as

K(z1,2) Z)\Mbk 1) ok (22), (D

k=1

where )\ and ¢, are the eigenvalues and eigenfunctions of the integral operator associated to K. The
eigenfunctions {¢, } are an orthonormal basis of L7, (X), where Dy is the marginal distribution of
X. We denote the Bayes optimal target function by f*, and expand it in the kernel basis {¢; }$2; as
[ (z) = Y2, Bidi(x). To state the close form of the test risk we will introduce a few quantities. Let

—|— - = m. Furthermore, let £; 5 = i_ﬁw

effective regularization, ks, be the solution to > o

= 1/\+f€5
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and & = m—2+£2 Then, the predicted risk, i.e. the predicted closed form of the test risk of fg,
i=1"%4,5

is given by

R(fs) = & (Z (1—Lis5)? B+ 02) , 2)

i=1

where o is the Bayes error of D. Equation (2) was initially heuristically derived using the replica
method or continuous approximations to the learning curves inspired by the Gaussian process
literature [7]. In [50], it is dervied using a conservation law. Note that [66] shows that the predicted
closed form of the test risk from [50] extends to general target distributions. There is strong evidence
that the predicted risk is a good estimate of the true test risk, namely R(f5) ~ R(fs). Indeed, a
number of works use the predicted risk closed form to estimate the test risk of KRR [58, 8, 66]. The
following assumption on Gaussian design ansatz is used by all of these works.

Assumption 1 (Gaussian design ansatz, cf. Zhou et al. [66]). When sampling (x, -) ~ D, we have that
the Gaussian universality holds for the eigenfunctions in the sense that the expected risk is unchanged

if we replace ¢ with $, where ¢ is Gaussian with appropriate parameters, i.e. d~N (0, diag{\;}).

This assumption appears to hold for real datasets as well, namely, the predictions computed for
Gaussian design agree well with the experiments on kernel regression using real data [8, 50, 57].
As discussed in Zhou et al. [66], under this assumption, the equivalence R(f5) ~ R(fs) holds in a
few ways. First, in an appropriate asymptotic limit in which the sample size m and the number of
eigenmodes in a given eigenvalue grow proportionally, the equivalence holds [27, 1]. Second, if the
eigenstructure of the task is fixed, the error between the two can be bounded by a decaying function
of m [14]. Finally, various numerical experiments show that the error between the two is small even
for a small sample size m [8, 50]. Specifically, Canatar et al. [8] (see Figure 5 there) gives empirical
evidence that the predicted risk closely approximates the true risk for the Gaussian kernel with data
uniform on a sphere, which is the setting that we consider in some of our results.

There has been some recent progress in bounding the error between R( f(;) and R( f(;) unconditionally.
Misiakiewicz and Saeed [41] shows that the error will tend to zero if the dimension d grows fast
enough with the sample size. Additionally, they provide strong empirical evidence that the predicted
risk is close to the test risk for a real dataset (MNIST) and Gaussian kernel, see Figure 1 in [41].

Formally, we will prove results about the predicted risk E’,( ﬁ;), but as previously presented evidence
suggests, treating R(f5) ~ R(fs) as equivalence is sufficient for understanding the behavior of KRR.

We note that using the eigenframework might introduce restrictions for which kernels some of our
results apply, as concurrent work showed that the eigenframework prediction might not hold for the
NTK in fixed dimension [4, 15]. Our two main results concern the Gaussian kernel, for which we
described ample empirical evidence that the eigenlearning predictions hold [8, 41]. Understanding
the limitations of the eigenframework is an important future research direction.

3 Fixed dimension: Gaussian kernel with varying bandwidth

We will assume that the source distribution is uniform on a d dimensional sphere, that the target
function is square integrable, and that the target distribution is given by the target function with an
independent noise.

Assumption 2 (Target function and data distribution). Let D be the distribution over X x Y =
S4-1 x R, such that the X marginal, denoted by Dy, is Unif(Sd_l). We will assume that for a target
function f* € L}, (S*"!), the marginal Y distribution is given by y ~ f*(z) + £, where ¢ has
mean zero and variance o > 0. We write f* = Y. Bi¢;, where {¢; } is the L3, (S?~!) eigenbasis
corresponding to the kernel K (Equation (1)). If we write 8 = (531, 82,...), then we have that
18113 =Ep, ((f*(2))?). We will use the notation || /*[|* = || 3]|3.

The assumption on the distribution on &’ is common in the literature on KRR [38, 4, 64, 22]. The
assumption that z ~ Unif (S?~') can be relaxed to a more general setting where x is uniformly
distributed on other manifolds that are diffeomorphic to the sphere using the results of Li et al. [35],
although that will not be the focus of this paper.
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Note that here we vary the bandwidth 7,,, so both f and R(fy) will depend on the bandwidth 7,,,
as well as m. We will identify three different regimes of bandwidth scaling. We will show that the
minimum norm interpolating solution exhibits either tempered or catastrophic overfitting, and we
will argue that it is almost always worse than the risk of the null predictor.

Theorem 3 (Overfitting behavior of Gaussian kernel in fixed dimension). Under Assumption 2, the

following bounds hold for the predicted risk R(fo) of the minimum norm interpolating solution of
Gaussian KRR:

1. If 7 = o(m~77), then R(0) < lim inf,,_,00 R(fo) < limsup,, ... R(fo) < .
More precisely, if 7, < m*ﬁt(m), where t(m) — 0 as m — oo, then there is a scalar cq
that depends only on the dimension and m, that depends on ¢(m) such that for all m > my
we have R(fo) > 02 + (1 — cqt(m)“= )| £*|1%

2. Ifryy, = w(mfﬁ), then lim,,_, 00 R(fo) = oco. Hence, for large enough m we have
R(fo) > R(0).

3.If 7, = @(m_ﬁ), then limsup,,, .., R(fo) < oco. Moreover, Suppose that
C’lm_ﬁ <Tm < Cgm_ﬁ for some constants C and C's, then there exist 7, 1 > 0 that
depend only on d, C, and C, such that for all m we have R(fo) > p||f*||2+ (1+n)o2.
Consequently, R(fo) > R(0) as long as o2 > 1_T“||j"*||2

Theorem 3 shows that the minimum norm interpolating solution of Gaussian KRR cannot be consistent
when data is distributed uniformly on the sphere, even with varying or adaptively chosen bandwidth.
Additionally, in the first two modes of bandwidth change, the minimum norm interpolating solution is
never better than the null predictor. In the third case, the interpolating solution is worse than null for
noise that is not too small. This shows that even though the minimum norm interpolating predictor is
classified as tempered in the first and third cases of scaling of the bandwidth, it is still worse than the
trivial null predictor. Note that our analysis does not exclude the possibility that for 7,,, = @(mﬁ)
there exists small enough o2 for which the interpolating solution is better than the null predictor.
We leave this as an open question. In Appendix A, we provide further empirical justification for
Theorem 3.

4 Increasing dimension

For the case of increasing dimension, we consider the problem of learning a sequence of distributions
D) over X x Y = RY x R given by y ~ fi(x) + &, using a sequence of kernels K (¥). Here, &, is
independent noise with mean 0 and variance o2 > 0. Formally, the kernel and the target function
can change with the dimension d, but we will think of it as the same kernel and target with higher
dimensional input. Furthermore, d will increase with sample size m, i.e. d = d(m) (or analogously
m will increase with d). A common assumption, which we also adopt, is that the projections of the

target function f] onto the eigenfunctions QS,(Cd) of the kernels K (9 are uniformly bounded [4, 64].

Assumption 4 (Target function and distribution in increasing dimension). Consider learning a
sequence of target functions f;; with a sequence of kernels K (d), Let the target function f; have only

S nonzero coefficients (where S; can change with d), so f; = ijl Z-(d)qbl(-d)

Equation (1) and |Bi(d)| < B,ie. ||B]lo < B, for B that is independent of d.

where ¢§d> are from

The functions that can be represented in this form depend on the number of nonzero coefficients, Sy,
and the kernel that we are using. In particular, for dot-product kernels on the sphere it includes all
polynomials of degree k < kg where kg is such that the multiplicities of first k4 eigenfunctions are at
most Sy. If Sy grows with d, then this set will include much more general functions. See Remark 14
for further discussion.

First, we will consider a general kernel K since Theorem 7 and Theorem 9 will apply more generally.
Then, we will apply these results to the cases of dot-product and Gaussian kernels.

The multiplicities of eigenvalues will play an important role in bounding the test risk, both from
above and below, so we will introduce the following related notation.
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Definition 5 (Lower and upper index). Let \; be the k-th non-repeating eigenvalue of a kernel
K and let N (k) be its multiplicity. Let N, = N(1) 4+ --- + N(k). Let m be the sample size.
Let k,, be defined as the maximal k such that there is less than m eigenvalues with index k, i.e.
kpm = max{k € N[N(1) + --- + N(k) < m}. Define the lower index L., and the upper index U,
as follows L,,, = N(1) +--- + N(k,,,) and U,,, = N(1) + - - - + N(k,, + 1). When the dimension
changes with sample size, we sometimes denote N (k) by N(d, k).

We will first state a generic bound on the test risk for any data distribution, kernel with a bounded
sum of eigenvalues, sample size, and dimension. This bound will be informative when we scale the
dimension d with sample size m, but it holds for any kernel that satisfies the following assumption.
Assumption 6 (Bounded sum of eigenvalues). Assume that the kernel K has a bounded sum of
eigenvalues, i.e. there is a constant A such that Zfil N (z):\l < A. For a sequence of kernels K (d),
assume that all such A(Y) are bounded by some constant A.!

This is a reasonable assumption for most dot-product kernels, as we show in Appendix C.4. It also
implicitly sets the scale of the kernel.

Theorem 7 (Test risk upper bound for kernel ridgeless regression). Let d and m be any dimension
and sample size. Define L., Uy, km, N (i), N;, and )y, as in Definition 5. Consider KRR with a
kernel K satisfying Assumption 6 for some A. Assume that for some integer [, the target function f*
satisfies Assumption 4 with at most NV; nonzero coefficients. Then, the predicted risk of the minimum
norm interpolating solution is bounded by the following:

o L, -1 m -1 ,
R(fo) < (1 - m) (1 - U) g 3)

Lo\~ m\ A (Ko ]
+B2<1_m> (1_Um> W(ZN(Z)P) €

i=1

Alternatively, we can bound the risk using (22:1 N(i) %) instead of (22:1 N (z)%) (see Theo-
rem 20 in the appendix). '

We also establish a generic inconsistency result for any data distribution, kernel with a bounded sum
of eigenvalues, sample size, and dimension based on the upper and lower indices from Definition 5.
We will further need to assume that the eigenvalues are bounded away from zero. Similarly, this will
be useful when scaling dimension d with sample size, but it holds generally.

Assumption 8 (Lower bound on eigenvalues). Assumme that the kernel K has eigenvalues that

are not too small, i.e. there is a constant b such that max;<,, (;\i) < m_TLm For a sequence of

kernels K (9, assume that for the corresponding m = m(d) (since d = d(m), we can also "invert"
the dependence) all such b(® are bounded below by some b.

This assumption will hold for most dot-product kernels and we will show it for Gaussian kernel in
Appendix C.4.

Theorem 9 (Test risk lower bound for any kernel ridgeless regression). Let k,,, and L,, be as
in Definition 5. Consider learning a target function f*, with some sample size m. Let K be a
kernel satisfying Assumption 6 and Assumption 8 for some A and b. Consider the minimum norm
interpolating solution of KRR (with any data distribution) with kernel K. Then, for the predicted risk
of minimum norm interpolating solution, the following lower bound holds:

R(j) > (1 - <bi1)2 ﬁ;”) T

To apply Theorem 7 for varying dimension d, we would additionally require that A is uniformly
bounded for all d and kernel K% and also that | = I(d) changes with d such that Assumption 4 holds
with S = Nj(4). For dot-product kernels K@ on the sphere, if we let K(9 (z,y) = h(D(||z — y|),

'Note that this assumption implicitly sets the scale of the kernel.
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we will have A = sup, h(?(0), so if A9 does not change with d we can take A = h(0) (see
Appendix C.4 for more details). Specifically, this holds for the Gaussian kernel on the sphere with
A=1.

To apply Theorem 9 to the case of increasing dimension, we would require that the bounds

S, N(d, i) < A and max;<y,, (%) < m=Lu hold for all d and kernels K (@), Usually, the

m—Ly,

condition max;< (i) < will be satisfied for b = 1. We will show it for the two cases of

m >\7.
sub-polynomially scaling dimensions with a Gaussian kernel. For the polynomial scaling dimension,

it is reasonable to assume it for general dot-product kernels, as discussed in Appendix C.4.

Now, we will show that using Theorem 7 and Theorem 9 we can recover the behavior of the minimum
norm interpolating solution for polynomially increasing dimension [4, 64], i.e. tempered overfitting
for integer exponent and benign for non-integer exponent. Here, we will need to additionally assume
that the eigenvalue decay is not too fast.

Assumption 10 (Eigenvalue decay). The eigenvalues do not decrease too quickly, i.e. for k,, as in

Definition 5, we have that there is a constant ¢ such that max;<y,, (:\i) < ¢N (k). For increasing

dimension, we require that max;<,, (%) < ¢N(d, k) for all m (i.e. all d, as d and m both
increase). '

This assumption is stronger than Assumption 8, but as we show in Appendix C.4, it is reasonable for
dot-product kernels on the sphere and even the NTK.

Corollary 11 (Dot-product kernels with polynomially increasing dimension, recovering the results of
[24, 38, 40, 4, 64]). Consider the problem of learning a sequence of target functions f satisfying
Assumption 4 with S; < ©(dl*)) with a dot-product kernel K (z,%) = h(|lz —y||) with A(0) = 1 on
the sphere S?~! (where h does not depend on d, i.e. A = 1 from Assumption 6)) that further satisfies
Assumption 10. Let % = 0(1) for a € (0, 00). Then the overfitting behavior of the minimum norm
interpolating solution is benign if « is not an integer and tempered if « is an integer.

Additionally, we will show that for d = log m, we cannot get benign overfitting, i.e. consistency with
a class of dot-product kernels on the sphere. Similarly, as in the previous corollary, this will hold for
any sequence where d = log m even only asymptotically.

Corollary 12 (Inconsistency with dot-product kernels in logarithmically scaling dimension). Let
K (@ be a sequence of dot-product kernels on S¢~! that satisfy Assumption 8. Let the dimension d
grows with sample size as d = log, m (i.e. m = 2%). Then, the minimum norm interpolant cannot
exhibit benign overfitting for any such sequence K (9, i.e. there exists an absolute constant > 0
such that for all d,m, R(fo) > (1 + n)o2.

On the other hand, using Theorem 7, we will establish the first case of sub-polynomial scaling
dimension with benign overfitting using the Gaussian kernel and data on the sphere. We will use
d = exp(+/logm).

Corollary 13 (Benign overfitting with Gaussian kernel and sub-polynomial dimension). Let K be
the Gaussian kernel on the sphere S?~! with a fixed bandwidth, and take a sequence of dimensions d

and sample sizes m that scale as d = exp (\/ log m) (in particular, we take [ € N such that d = 22!
and m = 22° with | = 1,2,3...). Consider learning a sequence of target functions f as in

Assumption 4 with Sy < mi. Then, we have that the minimum norm interpolating solution achieves
the Bayes error in the limit (m, d) — co. In particular, for d > 4 and m > 16 we have

R(fo) < (1 - >_1 (1 —exp (—0.89 1ogm))71 o2 4282

m
Remark 14 (Allowed target functions). The set of allowed target functions f;] in Corollary 13, i.e.
with sub-polynomial scaling dimension, is strictly larger than the set of allowed target functions for
polynomially scaling dimension, as in Corollary 11 and [38, 4, 64]. In particular, for polynomially
scaling dimension % = ©(1), the result holds only if the target function is a polynomial of degree at
most |a]. On the other hand, Corollary 13 shows that sub-polynomially scaling dimension allows for
the target function to be a polynomial of arbitrary degree, as well as non-polynomial functions. In

particular, in dimension d, we can represent polynomials of degree up to (9(10g2 d).

logm
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5 Proofs outline

In this section, we discuss the main proof ideas. All formal proofs are provided in the appendix.

By Equation (2), to understand how the test risk of the minimum norm interpolating solution behaves,
it suffices to understand how the eigenvalues corresponding to the kernel K and thus the quantities
&o, L0 behave. In Zhou et al. [66], the authors show that & is bounded both above and below in

Zizen M . We will

terms of the effective rank of the systems of eigenvalue {\}$°,, defined by ry, := v

use this, along with directly bounding £; .

If K is a dot-product kernel on the sphere (such as the Gaussian kernel), we can take the eigen-
functions ¢; to be the spherical harmonics Y5, where k¥ > 0 and s € [1,N(d,k)]. Here

N(d, k) = GG ACHEI i the multiplicity of the k-th spherical harmonic. All Y for the

same k will have the same eigenvalue, which we will denote S\k. In this case, we can write a

closed-form expression for the eigenvalues of Gaussian kernel, S\k, in terms of the bandwidth 7,,, and
modified Bessel functions of the first kind I,,(x) [46] (see Appendix D). Using the closed form of

\; and the multiplicities of eigenvalues, we can understand how the test risk of the minimum norm
interpolating solution R( f) behaves as m — oo, which tells us its overfitting behavior.
Additionally, & appearing in Equation (2), will be informative. For example, if lim,, oo & > 1

then the overfitting cannot be benign. The following bound using the effective rank r holds [66]:
For k < m such that r;, + k£ > m we have

g\ m -t
fs (-5 () .

£ > ! . ©)

1-m k—m
k k—m+rg

Proof sketch of Theorem 3. We will focus on the lower bounds in this case, as the result is
negative. The key elements to understanding the effective rank ry and the test risk Equation (2) is

For k& > m it holds that

to understand how the ratios of eigenvalues /\’5“\“ and the multiplicities N (d, k) behave. Using the

closed form of the eigenvalues of Gaussian kerknel and the properties of modified Bessel functions
[46, 48], with some computation (see Theorem 28 in the appendix for the computations), we can
derive the following bounds on ratios of eigenvalues

&) hw @)
26+ )+ () M kri-D+(F)

From these bounds, we can derive tight bounds on % for indices k and j using simple but long
k

(N

calculations (see Theorem 28 in the appendix). If £ = o ( ) and j =o ( ) then ’\f\“ ~1.1If

k<®(7> and]:®<7—> then% = O(1). Ifk*w( ) then 2kt A = (%) for any
integer n € N (i.e. it deceases super-polynomialy). For N (d, 1) it holds that N (d, 1) = O(1972) and
Ny := N(d,1) + -+ N(d,l) = ©(1"'). Therefore if  is the index such that \; = X;, we have

that | = @(zﬁ).
For 7,,, > w(mfﬁ), we will take [ = (1 + \/%)m and show that ; = o(m). Then, the bound in

Equation (6) will imply that & > 1 + \/m, so from Equation (2), R(fo) > &2 = /mo?2. Note
that for / = (1 4 ﬁ)m, we have that [ = G(mﬁ) =w ( ) Note that for 7;_;, we have that

i ~ A7, d—2
Z Al“ 4D+ 3 N(@ T+ < om) (14 0(1)),
i=0 i=1 ]
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since N (d, ]+ i) < N(d,j)i% 2 and f\ < 7. So indeed 7,1 = o(m) which implies r; = o(m).
For 7,,, = o(m_ﬁ) and 7, = O(m™ &= 1) we w111 directly analyze Equation (2). For k = ©(-L),
we have that 2L > L foralli < k. Let £; = . Note that £; > 1L, fori < k. Note that

>\1+I€0

m= YN L > JL (N 1)+ 4 N(d £) > © <<71>d_1> L.

So, we have that for all 7 that £; < £ < W From Equation (2), we have that
2

N

1
For 7,, = o(m@-1) this is sufficient. Additionally, by a similar computation as above, in this

=& Y N(d,i)(1— L:)*B} + Ego® > & | 1 £ + Eoo>.

case, r1 = w(m), so & is bounded by Equation (5). For 7,,, = @(mﬁ), using Equation (5) and
Equation (6), by showing that for l = ©(m), r; = ©(m), we have (1) > & > 1+ O(1).

Proof sketch of Theorem 7. Let £; = £ 2 (1—L;)? Then, Equation (2)

, = Gt
can be rewritten and bounded as (with an abuse of notation for /3;)

_o ! 2
R(fo) = &0y N(di)(1 = L)% + £00° < EB% S N(d,i)— 2 + Eyo”.

i=1 (HO + >\i)

I{Q H2 5\1 ~ A
Note that = % 7w < 5\—3 and also £; < #t. Therefore, we have that R(fo) <
EoB2K2 (ZZ L N(d, z))\2> + €0 Note that m = Y, N(d,i)L; < ¥, N(d, D)2 < A 5o
Ko < % Finally, to bound &, note that in Equation (5) we can choose k = L,, < m, then

_ -1
Tk > Uy >m,s0& < (1— L) ! (1 - Uﬂ) . Combining these with g < 2 gives the
claim of Theorem 7. The proof of the alternative bound is harder and will be delayed to the appendix.

Proof sketch of Theorem 9. By Theorem 3 from Zhou et al. [66], if k is the first & < m such

5 —1
that k£ + brp, > m, then & > (1 — (ﬁ) fn> . Since max;<,, (S\i) < M forl <

N(d, 1)+ +N(d, k), we have that by +1 < N(d, 1) ++- -+ N(d, k) —1+bmaxi<y,, (%) <

L., + m — L,, < m, so the first [ for whichr; + [ > misl = L,, = N(d,1) +--- + N(d, k).
-1
Plugging in & = L,, we get that & > (1 — (L) Lﬁ) , so from Equation (6), we have

b+1
-1
R(fy) = <1 () LJ:) -,

Proof sketch of Corollary 11. Note that an analogous proof holds for any % — ¢, for a constant ¢,
but we take equality for simplicity. If & is a constant, i.e. it does not change with the dimension, we
have that N(d, k) = ©(d*). Therefore, k,, = |a] if o is a non-integer and o — 1 if « is an integer.
If o is a non-integer, then L, = N(d, ky,) + - - + N(d,1) = 0(dl*))and U,,, = N(d, kp, +1) +
-+ N(d, 1) = ©(dl*+1). So we have that = = glel—a m da le]=1 N (d, |a]) = dloJ.
Note that k,, = |a]|. We have from Assumptlon 10 that max2<k /\1 = O(N(d, kn,)). Note

that Theorem 7 holds with (Zi:l N(d, 1)5\—) instead of (Zi:l N(d, 2)5\—12> Therefore, we have
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# max;<,, (iN(d, i)) < 0(d@Le)=20)), This gives
- o B
R(fo) < (1 — dw_“) (1 _ da—LaJ—l) o2

+0 <Bz (1=dete) " (1= geterr) d<2wa>> .

Therefore, lim,, oo R( fo) = 02. So, if o is not an integer, we get benign overfitting. If « is an

integer, note that N(d,1) +--- + N(d,a — 1) = 0 (d®), so km = . Then there are c,,, ¢; € (0,1)
such that ¢; < £= < ¢, < 1. So, Theorem 9 holds for b = 1, so R(fo) > 1_1%1 o?. This shows
that lim mfm_mo ( fo) > — pl o? > o2. The upper bound follows as above. Since we assumed
that max;<y,, :\ = O(N ( km)), and max;<g,, N(d,i) = N(d, kn) = O(d¥), we have that
ZZ L N(d, z)i = O(d**), so

Rify<(l-a) ' (1—a) o2 +0 (B2 (1-d7) 7).
So, we conclude that for integer o we have tempered overfitting and for non-integer « we have benign

overfitting. This recovers results of Ghorbani et al. [24], Mei et al. [38], Misiakiewicz [40], Barzilai
and Shamir [4], Zhang et al. [64].

Proof sketch of Corollary 12. Note that this holds for any scaling of d and m where d = ©(log m),
but we take this particular one for concreteness. As we show in the appendix (Theorem 21), it
is not hard to see that L,, =~ «;m for some constant o; < 1 and L,, = «a,m for some constant
oy > 1 Theorem 9 implies that we cannot get benlgn overfitting in this case, i.e. for all m,

R(fo) > éa This shows that lim inf,, ., R(fo) > éa > o2

(b+1) Rt (b+1) Rt

Proof sketch of Corollary 13. We have that for the Gaussian kernel on the sphere, Theorem 7
holds with A = 1 (see Appendix C.4 for further details). First, we will compute k,,, and hence L,
and U,,. After some tedious calculation (Theorem 23 in the appendix), we see that for k < 2yl —1
we have N(d,1) + -+ N(d, k) = o(m), but for k = 2! + [ we have N(d,1) +--- + N(d, k) >
m. This shows that k,, = 2! + 1 — 1 and so again after long calculations L,, = O(-2-) and

logm
Uy, > ©(md®®9). To estimate Zle N(d, i) A;, note that eigenvalues are decreasing and ¢V (d i) =

iN(d,i+1)25d=2 1 — o(N(d,i+1)) (take k < d), so it suffices to estimate N (d, k) . Now,

from Equation (7) and an estimate on the size of the first eigenvalue (Corollary 31) A = @( e ), for

fixed o > 0, we can estimate the size S\k. We have that

11 d 2\"
— < = ()" ( +k+ 2) < g*i+e),

)\k A1 2 m
for arbitrarily small e. For k = 7;%;", from additional calculation (Theorem 23 in the appendix), we

have that m3 < N(d, k) < m3 and d* < m21. So Z L N(d, z) < m. Plugging these back into

Theorem 7 gives the desired result.

6 Summary

In this paper, we considered the minimum norm interpolating solution of kernel ridge regression in
fixed dimension with Gaussian kernel and varying or adaptively chosen bandwidth, and in increasing
dimension with various kernels. In fixed dimension, we showed that if the source distribution is
uniform on the sphere, then the minimum norm interpolating solution is inconsistent for any choice
of bandwidth, and usually worse than the null predictor, except possibly in one particular scaling of
bandwidth and with small noise. Furthermore, we showed a general upper and lower bound on the
test risk, which we applied in the case of increasing dimension to recover the currently known results
about polynomially increasing dimension and show two new results: We showed that no dot-product
kernel on the sphere can achieve consistency for logarithmic scaling of the dimension, and obtained
the first case of sub-polynomially scaling dimension where the minimum norm interpolating solution
exhibits benign overfitting, namely with Gaussian kernel and dimension scaling as d = exp(1/log m).
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A Empirical Justification
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@ Tm = o(mfﬁ) with % = 1 and d = 6. We see that the test error tends to something that is equal to or
larger than the test risk of the null predictor.
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(b) T, = w(m ™ @=1) with 0 = 10 and d = 4. We see that the test error is increasing with the sample size m,
suggesting that the test error diverges to infinity.
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©) Tm = @(mfﬁ) with o = 10000 and d = 6. We see that the test error is well above the risk of the null
predictor.

Figure 1: We plot the dependence of the test error of the Gaussian kernel ridgeless predictor for
y= f*(x) + & with & ~ N(0,0?), f* =10, 2 ~ Unif(S9~1), and 0% and d as above, and sample
size m. Light blue lines represent the test error for 100 different runs of the experiment and dark blue
is the mean of all those runs. The red dotted line is the noise level o2 and the yellow dotted line is
the error the null predictor achieves in this setting. We see that the test error concentrates around its
mean and that the behavior is as predicted by Theorem 3.

In this section, we provide empirical justification for the predictions of Theorem 3, which deals with
the case of fixed dimension. Figure 1 shows the dependence of the test error on the sample size for
the Gaussian Kernel Ridgeless prediction with varying bandwidth, as in the setup of Theorem 3.
Specifically, we consider y = f*(x) + & where £ ~ N(0,0?), f* = 10, o2 is the noise level, and
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x ~ Unif(S9~1). We vary the values of d and o2 and the bandwidth scaling 7, as follows: for
Tm = 0o(m~77T) we take 0> = 1 and d = 6, for 7, = w(m ™ 77) we take o> = 10 and d = 4, and
for 7,,, = @(m*ﬁ) we take 02 = 10000 and d = 6. We compare the test error (light blue) and

the mean of the test error for 100 different runs of the experiment (dark blue) with the noise level
(the Bayes risk; red) and the risk of the null predictor (yellow). We see that for all three cases, our

predictions agree with the experiments, that is, in the case 7,,, = o(m ™ @-1) the test error is eventually
. o S . .
above the null predictor error but finite, in the case 7,,, = w(m ™~ @-1) the test error increases with

. . _1 . .
sample size, and in the case 7, = ©(m~ @-1) the test error is above null predictor error. The code to
reproduce these experiments can be found at

https://github.com/marko-medvedev/overfitting-behavior-of-gaussian-kernel-ridgeless-regression.

We ran the experiments on one A6000 GPU.

Statistical significance of experimental results: In Figure 2 and Figure 3, we present evidence for
the statistical significance of our experimental results. We examine whether a significant mass of the
distribution of the mean of the test loss, L, exhibits the same behavior as L. We use 50 of the 100
experiments to estimate an interval [Ljqy, Lhigh] and the other 50 to test whether this interval contains
p = 0.8 of the total mass of the distribution of L at o = 0.05 significance level. In Figure 2, we plot
Liow and Lygh, the dark blue lines. We perform one lower-tailed and one upper-tailed test [17]. The
null hypotheses are: 1 — % population quantile is no greater than Ly;e, and % population quantile
is at least as great as Ly,y. Indeed, both Loy and Ly;gn have the desired behavior. Furthermore, in
Figure 3, we report the relevant test statistics, 77 which is the number of draws of L no greater than
Liignh and T3 which is the number of draws of L less than Ly, t; and t2 are the minimum numbers
such that P(Y < t1) = aand P(Y < t3) = 1 — o, where Y is a binomially distributed random
variables with parameters p and n = 50. The leftmost bar plot compares 7 and ¢;, the middle bar
plot compares T5 and to, and the rightmost bar plot shows the p-value and the significance .. To
accept the null hypothesis we need 77 > t1, To < 9, and high p-value. We report an aggregated
p-value. We accept the null hypothesis in both cases - the test statistics 77 and 75 satisfy the required
conditions and the p-values are high.

Overall, we can conclude that the prediction of Theorem 3 agrees with the empirical observations
that are statistically significant.
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Figure 2: For each of the setups of Theorem 3, we plot the dependence of the estimates for the
minimum and maximum of the test error of the Gaussian kernel ridgeless predictor Loy, and Lpign
fory = f*(z) + &, with € ~ N(0,02), f* = 10, z ~ Unif(S¢~1), and 0% and d as above, on the
sample size m. The red dotted line is the noise level o and the yellow dotted line is the error the null
predictor achieves in this setting. In dark blue, we plot the estimates for the minimum and maximum

of mean test error Lioy and Lpgn for a given sample size. We test whether [Liow, Lhigh] contains
p = 0.8 of the total mass of the mean test error L.
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(©) T = O(m ™~ 7T ) with 0 = 10000 and d = 6.

Figure 3: For each of the setups of Theorem 3, we test the statistical significance that p = 0.8 of
the probability mass of L, the test error, is inside [Ljoy, Lhigh] at a = 0.05 significance level. In the
leftmost plots, we plot the dependence of the test statistics 77 and ¢; on sample size m. T is the
number of draws of the test error L no greater than Lp;g, and ¢y is the minimal number such that
P(Y < t1) = . In the middle plots, we plot the dependence of test statistics 75 and t2 on sample
size m. 15 is the number of draws of the test error L less than L., and t5 is the minimal number such
that P(Y <t3) = 1 — a. Here Y is a binomially distributed random variable with parameters p and
n = 50. On the rightmost plots, we show the dependence of the aggregated p-value on the sample
size m. We accept the null hypothesis in both cases because 17 > t;, 15 < t5, and the p-values are
high.

B The case of fixed dimension

Cost of overfitting The cost of overfitting, introduced in [66], is defined as the ratio of the test risk
of an interpolating solution and the test risk of the optimally regularized solution. It measures how
worse off are we interpolating rather than regularizing.
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Definition 15 (Cost of overfitting). Let f(;* be the optimally regularized solution, i.e.
R(fs+) = i R(f5).
For a distribution D over X’ x R, we will define the cost of overfitting C(D, m) as

R(F
C(D,m) = (Jo)

R(fs+)
Zhou et al. [66] show that agnostically to the distribution D, the behavior of the cost of overfitting is

tightly controlled by the effective ranks of systems of eigenvalue {);}:°, of a given kernel (coming
from Mercer’s theorem)

o0 o0 2
Zi=k+1 Ai (Zi:k-‘rl >‘i) _

T = ————— and Ry := = 3
Ak+1 Zi:k-H i

We will assume additionally that the eigenvalues are nonzero, so 7, and Ry, are well defined on N.
Since we chose that the eigenvalues are sorted and since they square summable, we have that

r. < Ry, S’I‘i

The following two results of [66] summarize how we will use effective ranks to control the cost of
overfitting. Proposition 16 gives a necessary and sufficient condition for the overfitting to benign in
terms of the cost of overfitting, i.e. that C'(D, m) — 1, in terms of effective ranks.

Proposition 16 (Necessary and sufficient condition for benign overfitting [66]). Let k,, be the
smallest integer k € N U {0} for which n < k + r. Then & — 1 if and only if

. . n
lim =2 =0 and lim — =0.
n—oo M n—oo I,

Proposition 17 gives a sufficient condition for R( fo) — 00 in terms of effective ranks.

Proposition 17 (Sufficient condition for catastrophic overfitting [66]). Lete > O and let k = (1+¢)m.
If limy o0 4 = 0 then & — o0, i.e. the overfitting is catastrophic.

Using sharp bounds on eigenvalues {);}52,, derived in Theorem 28, we can derive bounds on
effective ranks so that we can apply the results of [66] and Equation (2) to bound the test risk of
minimum norm interpolant.

When the input is distributed uniformly on the sphere, the eigenfunctions {¢} in the Mercer
decomposition of the kernel function can be taken to be the spherical harmonics Y},. Using the Funk-
Hecke formula we can find the closed form of eigenvalues for the Gaussian kernel [46], which are
given in terms of bandwidth 7,,, and modified Bessel function of the first kind I,,(z). In Appendix D,
we will derive bounds on the sizes of the eigenvalues using the properties of Bessel functions and
their multiplicities.

We need to take a particular input distribution, in order to able to compute the eigenvalues explicitly
and to know their multiplicities. The result of Cao et al. [9] offers one possible way of generalizing
our result to more general different distributions

We split the proof into two parts. First, we will bound the cost of overfitting. Then, we will provide
lower bounds on the test risk of Gaussian KRR.

Bounds on cost of overfitting The bounds on cost of overfitting will be used to show whether the
test risk is bounded above or away from Bayes risk.
Lemma 18 (Cost of overfitting for Gaussian KRR). Let X ~ Unif(S?~!). Then the following

bounds hold for the minimum norm interpolating solution of KRR and its cost of overfitting C (D, m)
and &y:

1. If 1y, < m‘ﬁt(m), where t(m) — 0 as m — oo then there is a constant C that depends
on d and C, such that
1\ 2 a—1\ 1
1< CO(Dym) < & < (1 - ) (1 - C,t(m)T) .

m
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2. If 1, > m_ﬁt(m), where t(m) — oo as m — oo then there is a integer m( depending
on d and ¢(m) such that for all m > my

Eo > v/m.

3. If C’lm_ﬁ <7m < C’gm_ﬁ then there exist constants C; > 0 and C; depending on
C1, Cy and d such that
C(Dam) < 50 < CI
& >1+Crr.
Proof. We will break down the proof into the proof of the three parts.

Part 1: We will use Proposition 16 to prove this that & — 1. We can see the upper bound on &
from Theorem 2 [66]. We have that for kK < m

E\ 2 m\
<(1-— 11— — .
50_( m) ( Rk)

Now we will show that for k = 1, we have that k + r;, > m and lim,,, ,, 5= = 0. This implies that

R
conditions of Proposition 16 hold so & — 1. We will rewrite 7, = Zﬁjj‘k using ;\i. We have that
D V- A
r = E% =N(d,1)+> N(d,1 +j)%,
9 )

j=1 (1

where N(d,1) = d,so1 =1and N(d,1) = d — 1. Therefore, we have

ro= (d—1)+ZN(d,1+j)%.

j=1 1

Let T = . Taking @ < j <+VTg(m), k =1, we can apply the bound Theorem 28 on ’\/1\” .
m 1
Therefore, we have that

Ao
exp(—5g(m)) < 2.

1

In particular, we have that for m large enough, for all such j it holds that % > % Going back to
r1, this means that

r=(d=1)+3 N(d1+)=5

j=1 !
VTg(m) . VTg(m) 1
> Y N(d,1+j)%> > (1+5)"%5
j=4VTg(m) b j=3VT(m)
VIam 1 1
>y st (VTg(m)"™? > SVTg(m) oy (VTg(m)) "
j=3VTg(m)

> 2 (VTglm))* .

If /T g(m) is not an integer, we can take its integer part and add a small constant since /T'g(m)
will be large. Note that 7,,, < m_ﬁt(m), o)

2
T > d—1 .
=m t(m)?
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Therefore

T (e ) (1)

so as long as Et’((:::)) — 00, r1 > m for m large enough. We can take g(m) = /t(m). Then, in

Proposition 16, we can select k,,, = 1, since 1 +r; > m for large enough m. Note also that Ry > rq,

d—1
so we also have that R; > > m! (g((—:))) , SO

1
lim — =0and lim — =0.
m—oo M m— 00 1

This finishes the proof of the first claim.

Part2: Let7, > m*ﬁt(m), where t(m) — oo as m — oco. We will use Proposition 17 to prove
this claim. Using Theorem 5 from [66] we know that for any € > 0 if ri, = o(m) for k = (1 + &)m
then the following bound holds

1 1
& > >14 -
1—-m ( k—m ) S

k k—m+rg

We will show that there is a constant U > 0 such that for any k£ > m, we have that

By Theorem 28, we have that for j > v/T'g(m) where g(m) — oo as m — oo that

A 2
% < exp (—Q(T) ) )

Let k = (1 + £)m. We have that

e = N(dF) + S N(d, kb + )2kt
b= N+ YN R+
Jj=1 k
Now, if we take j > jo = v/T'g(m), it holds that
- 2
M < exp(—g ZL) )
Ak
Therefore, we have that
e = N(d, k) + Y N(d k + j) =+
j=1 Ak
~ j—1 3. 00 -
= N(d,k)+ Y N(d.k+ )= + 3" N(d, k + j)—=*
— N, A
J= J=J
<n T+ N(d K+ ) §+J
i=j k

Note that by Theorem 28, for 7 > lﬁg(m) we have that

)‘1;+j <
— < ex —
A P
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Note also that this bounds holds for all I simultaneously. Therefore, we can write

=1 s=1 k
< LNy Ay
nu Y Y N, (1 1)) —
1=1 s=1 )‘fc
o l2 2
<nu]d71+2(l 1)d 1jdflex ( 9(4m) )

Second to last inequality is true because g(m) — oo as m — oo. The last inequality follows from
the fact that > ;2 (I + 1)4~ ! exp(— e L) is bounded by a constant Note that the bound is independent
of k, so we can vary € with m as well If we choose ¢ = \/ﬁ’ the desired result follows.

Part 3: Let Cm”fﬁ < T < sz*ﬁ. Note that the following two bounds hold for & [66]:

1. For k < msuchthatr, +k >m

B\ ! m -1
<(1-2 1— .
50_< m) ( kJﬂk)

k—m
*Zﬁ";— k (k m—l—rk)

Note that in this case c’lmﬁ <VT = /% < cgmﬁ, where ¢, = % (and similarly for
m 1

indices 1 and 2 swapped with inequalities reversed). B

Theorem 28 shows that for ¢ is such that ¢ < (kv/T), we have that for ); it holds that

) kT
- > ( ) > exp(—k?).

Take k = (1 + )m. We want to show that there is a constant B > 0 that depends on the dimension
d and the constant C' such that

2. For k > m it holds that

yz‘ >

rr, < Bm.

Letk = ((1+¢)m) 71 Note that by an analogous proof to Theorem 28, we have that for the size of
eigenvalues it holds

Jj—1
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For Ik <j<(+ 1)12:, we have that

Jj—1

S‘fc-&-j T 2 T ”;271 T W
X,QS<T+(1}+,7—1+;—;)> <(T+((z+1)z})> <(T+((z+1)z%)>

We have that k& = 5(1—|—E)ﬁc’mﬁ = %(lﬁ-s)ﬁﬁ = a/T fora = %(lﬁ-a)ﬁ. Therefore,
we have that

(I+1Dk (I+1)aVvT
. 1 P
+J

é,} = <T+ ((lT+ 1)1?:)) N (T+ ((lfl)aﬁ))

as m — oo i.e. /T — oo. Therefore, for m large enough, for all [ we have that if k< J<(+ 1)/;
then

< (z+1)2a2)
— exp - )

/\§+j§ 1d2'
N+ 1ydF

The last inequality is true because we can take m large enough so that a-v/T and g are both greater
than 400d. Then we have that for all [

~ (I+1) VT (I+1)100d
)‘I}-',-j < ( T ) 4 < 1 < 1
X T + (1 + 1)ay/T) 1+ &L (I +1)d+2

The last inequality holds because of the following

I+1 (I4+1)100d 141 d+2 (l+1)100d ) )
1 N2~ d+2 1)d+2.
( +100d> ~ (100d) ( d+2 >>(l+ ) (1ood)d+2( 00d)™2 > (1 +1)
Therefore, we can bound r, as follows
Zi>k Ak
Ty =
Ak
= N(d, k) + S N(d, F + j) 22t
(@8 + 3N E+5)
Jj=1 k
- e - - . ~ 00 1
< N(d k) + Y Nk +5) = < ()24 (1 + D) 2(k
(d, k) ; ( 7) 5 (k) ;(( )k) ()<l+1>d+2

Therefore, applying claim 1, we have that k — m + r, < (C(1 + €) + €)m, so we have that

k—m . (14e)e -1
ot > o so it follows that & > (1 — mo7) " > L

Note that the above proof actually shows that for any k1 < k, we have that r, < C'm. Now we want
to show that r, is lower bounded and that we can take k < m such that k 4+ r;, > m. Again apply

Theorem 28, we can generalize
A 1 T
L> ( ) > exp(—k?).

N \1r >
to other ratios as well. Let j < kv/T and let kv/T < i < (k+ 1)\/T Then we have that
5 ) (k+1)VT
= > <2k> > exp(—2k(k +1)).
Aj L+ 75
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1
Note that ¢,m a1 < /T =

swapped with inequalities reversed) Therefore, we have that the following bound holds on r, for any
k<m:

< c2md T, where ¢, = \/g (and similarly for indices 1 and 2
1

SV by
= kN N(d +ZN (kT 1) 4 j) -t
Akt1
(k+1)

. Therefore, if we take

Note that since v/T' > ¢,m1 then N 7 = ni(c)* 'm, som <
=1 d—1
L

j =k 1= andany VT < i < (I + 1)v/T, we have that (since exp(—2(l + 1)) <
d—1

exp(—1?))

L > exp(—20(1 +1).

A>/l‘ >

<

Note that there is at least N(l+1)\/T = N7 = n ((l +1)4-1 — ld71) m such indices i, we have
that

Y Ao
rk:LDk =N, (k+1)) +ZN (k+ 1)+ j)—EtH

)\k+1 J=1 /\(kjrl)

Ai
> N(d, i) 2%
2. Naig
IWT<i<(+1)VT
>y ((L+ 1) =19 mexp(—20(1 + 1)) > Bm,

where 8 = n; ((I+1)471 — 1971) exp(—2I(I + 1)). Note that 3 is independent of k, so in particular
for k = (1 — B/2)m, we will have rj, + k& > m. Therefore we can use the upper bound on & to see

that
22
& < @(1 +5/2).
Since 3 only depends on d and C; and Cy, this finishes the proof. O
In particular, Lemma 18 shows that when 7, = o(mfﬁ) or T, = w(mfﬁ), then

lim sup R(fo) < oc.

Lower bound for the test risk of Gaussian KRR Now we will show lower bounds for the test risk
of Gaussian KRR.

Lemma 19 (Lower bound for the test risk). Under Assumption 2, the following bounds hold for the
risk R(fo) of the minimum norm interpolating solution of Gaussian KRR:

1. If 7, = o(m~77), then R(0) < lim inf R(f,) < limsup,,,_,.. R(fo) < co. More
precisely, if 7, < m_dlflt(m), where t(m) — 0 as m — oo, then there is a scalar ¢, that
depends only on the dimension so that for all such ¢(m) there is mg that depends on ¢(m)

such that for all m > mg we have R(fo) > o2 + (1 — cdt(m)%)||f*||2.

2. Ifrp, = w(m_ﬁ), then lim,,, _, o0 R(fo) = co. More precisely, if 7,,, > m_ﬁt(m),
where t(m) — 0o as m — oo then there is an integer mg that depends on the dimension
and t(m) such that for m > mg, we have that

tR(fo) — /m(c?) (note that R(0) is bounded). Hence, for large enough m we have
R(fo) > R(0).
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3.If 1, = @(m_ﬁ), then lim sup,,,_, . R(fo) < oo. Moreover, suppose that
Clm_dlf1 <7Tm < Cgm_dlf1 for some constants C; and C's, then there exist 77, ;4 > 0 that
depend only on d, C, and Cs, such that for all m we have R(fo) > p||£*||2+ (14+n)o2.
Consequently, R(fo) > R(0) as long as o2 > I_T”llf*Hz

Proof. All three proofs will similarly follow by directly analyzing Equation (2).

Part 1: Note that for any ¢, we have that 5\1» + Ko < 5\1 + Ko, so we have that £; > ii

£t £4. From
Theorem 28 we know that for j < \/Tt(m)%, we have that

1

isz%m»

so there is my that depends on ¢(m) such that for all m > my

~ 1~
A > =A
‘]72 1

for all j < /Tt(m)?2. Therefore we have that

m=Y N(di)L; > (N(d, 1) +...N(d, \/Tt(m))> %Ll.

d-1 _
Note that (N(d,l) +... N(d, ﬁt(m))) > o (ﬁt(m)%) = dm(t(m))~ 3", where ¢} =
V/2¢;. Therefore, we have that £; < 2 (L‘(m))d%1 Therefore, we have that
1

(=202 2 (1= £2? > (1= 20m) 7).

A
From Equation (2), we have that then

~ A d—1
R(fo) > E00”® + Eo(1 — cat(m) = )[18]1°.
This shows the first claim.

For the second part, note the following property of L£; s = : if for 5 > 1, we have that

Ai
Aitks”
Lis>Ljs. Let % > ¢ for some fixed ¢ > 0 and j > 4, then we have that

i

Ejﬁ > Cﬁi#;.

By Theorem 28, we have that for j < v/Tg(m) with g(m) — 0 as m — oo

o
jf\” > exp (—=5g(m)).

k

So there is m > mg such that for m > my

i 1
M > exp (=Bg(m)) > =.
AL 2
Note that
m
— (1= 5-15)2 > 1if
m— Zi:l ‘CiQ,é !

Z 1:1275 > m£j75 (2 — £j75)
i=1
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For this it suffices to have
> LI >mLis(2— L),
i=1
since L;s are decreasing. Note that there is at least N(d,1) + --- + N(d,v/Tg(m)) >

d—1
m(VTg(m))*' > c,m (%) of indices i such that

A ;\3” -
A1 A 2

Therefore, if we select g(m) = 1/t(m), then we have that

2

> L, 1 1
E , - — 2— .
2 Lis > 2cum Hom) >mLys( L15)

This implies that for all j simultaneously
m

— (1= £-75)2 > 1.
m— Zi:l ‘612,6 !

This translates to

R(fo) > R(0) + (mg% - 1) o2

This finishes the proof of the first part.

Part 2: Note that we showed that for m large enough, & > /m. This shows that
R(fo) = & <Z(1 — Lo)*v? + 02> > Vmo?.

So, there is m that depends only on ¢(1n) such that for m > mg we have that R(fo) > /mo?.

Part 3: Note first that £; > £ fori < j. Let T = T% From Lemma 26 it follows that

n(aVT)* ' < N(d,1) + -+ N(d,aVT) < ny(aVT)* 1.
Take a such that N(d, 1) + - -- 4+ N(d,a/T) > 2m. Then, we have that
m=> N(d,i)L; > (N(d,1)+ -+ N(d,aVT)) L, s > 2mL,, /7

1
[’(xﬁg 5 = )\aﬁgﬁ'o'

Note that (1 — £1)? < (1 — £;)? and
2
ko

(A1 + ko)?'

1 1 . K2 1 .
If kg > A1, then 269 > A1 + kg, SO 3en < Xt This shows that m > 7. Otherwise
Ko < A1, 80 Kg + A1 < 2);. This implies that

M KE AavT
(I{o + /\1)2 4)\% 4)\% ’

(1-Ly)? =

1

. A . d—1 d—1
From Theorem 28 it follows that Z/\‘/f > exp(—a?). Since (n L ) <a< (le > ,
! vo? cz

= =
we know that exp (7042) > exp < ( 112 > ) SO ji = exp < ( 112 > > Combining
n C'i% n, —=

P
C3

Lemma 18 and Lemma 19, we get Theorem 3. O
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C The case of increasing dimension

In Appendix C.1 we will prove Theorem 7 and Theorem 9. In Appendix C.2, we will prove related
claims about the eigenvalue multiplicities for relevant scalings of the dimension Corollary 12 and
Corollary 13. In Appendix C.3, we will give a detailed proof of Corollary 13. In Appendix C.4, we
will discuss when the conditions posed on kernels are satisfied.

C.1 Proofs of Theorem 7 and Theorem 9

Theorem 20 (Error scaling for any kernel ridge regression). Let d and m be any dimension and

sample size. Define L,,, Uy, km, N (i), N;, and Ag, as in Definition 5. Consider KRR with a kernel
K satisfying Assumption 6 for some A. Assume that for some integer [, the target function f*
satisfies Assumption 4 with at most /N; nonzero coefficients. Then, the risk of the minimum norm
interpolating solution is bounded by the following:

o Lo\ m\ L ,

R(fo) < (1 - m) (1 - U) g (®)
—1 -1 l

+ B2 (1 - Lﬂ?) (1 - (7‘) :TZ <Z N(i)é) . )

Additionally, we can get an alternative bound if we swap (22:1 N(d,i)%) with

(Tl V(@) e
< (1-5) (=) (5] () e (S )

i=1

Proofs of Theorem 7 and Theorem 20: Note first that Equation (2) implies that

R(fo) = & (1 - Li)? B2 + Eoo.

Let £; = 5 /):n . Then, we can rewrite it as
i 0

R(fo) =>_ &N(d,i) (1 - L:)? B} + Eo0?,
with a slight of abuse of notation for 5;. From Equation (5), we have that for k < m

N m \ '
<|1l1-—— 1-— .
50_( m) ( k+rk-)

Take k = L,,. Note that by Definition 5, L,,, < m Then A4 = ;\kmﬂ and it repeats N (d, kp, + 1)
times. Therefore, we have that

[e'S) 5\ ;
1k = N(d ko + 1)+ > N(d, by + 1+ 1) S22
i=1 Ak t1

Therefore, 1, + k > N(d, ky + 1) + Ly, = Ly, > m. Therefore, we can apply Equation (5). We

get that
g\ m -t L., -t m\ !
<|(1-= — =(1--" - .
wx(n) (oem) =00%) ()

Note now that

m =Y N(di)Li
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Note that \; + ko > ko so we have that £; <z Ai Therefore, we have that
A

m = Zi:N(d,z')L,» < (Z N(d,i))\i> <

Therefore, we have that kg < %. Since (1 — £;)? =
3;, we have that

2 2
( ’j?,"\)2 < % Since there are only /4 nonzero
Ko

D ON(d i) (1 - £;)*B} < B2 (ZN (d, %) ) .
Going back to Equation (2), we have

R(fo) =&Y (1= L:)*N(d,i)B} + Eo”

)

2 A2 l N 2
S goB W ZN(d,Z); +500'
i=1 %

I -1 -1
< (1 _ m) (1 _ m> o2
m m

(%)) i (o)

This shows the first bound. For the second bound, note that

h

oo

IOMNpY
v 2 2 - >0
E%wm l;f+ZBZAA<m )
So if we take S to have only [ nonzero terms, we get

1

> g = S (T)
-1 '“50"‘)\ ¢ Z Ai A m
From this, we have that

l
3 _m g AL
2 Gr AP = N
Therefore, we have that

Al
N(d,i 2 < [ i—
( )MO+A)ﬁ N(d D)8
Therefore, we have the improved inequality from

! l
SN )1 - L2682 <Y BEN(di
- 2

This gives the second bound on the test risk, as we can bound

! 2 l
D ON(d,i)(1 - £;)?B] < 1;;4 (Z N(d’i);) '
i=1 =t Z

[Lower bound for test risk in increasing dimension] Let k,,, and L,,, be as in Definition 5. Consider
learning a target function f*, with some sample size m. Let K be a kernel satisfying Assumption 8 for
some A and b. Consider the minimum norm interpolating solution of KRR (with any data distribution)
with kernel K. Then, for the risk of minimum norm interpolating solution, the following lower bound

holds:
o b \°L,, -
MM><1(M4)WJ o
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Proof of Theorem 9: By Theorem 3 from Zhou et al. [66], if £ is the first & < m such that

k + brp > m, then
b \?k\
>l1-(— ) &
go-( <b+1> m>

Therefore, it suffices to show that the first such & is actually L,,, = N(d,1) + --- + N(d, k;,,). Note

that
Disk i 1
T’“_THQ%{ M) < Amax 1)

1,>k
Since max;<y,, ( L ) < m=bm for | < N(d,1) + -+ + N(d, k), we have that br; + | <
N(d,1) + - + N(d, k) — 1 + bmaxi<p, (%) < Ly +m — Ly, < m, so the first [ for
whichr; +1 > mis! = L, = N(d,1) +--- + N(d, ky,). Plugging in k = L,, we get that

b= <1 B (ﬁ) I;;”Ln)_l’ so from Equation (6), we have R(fo) > (1 - (H-Ll)Q LﬂT> B o2.

C.2 Dot-product kernels on the sphere

First we will prove results about the eigenvalue multiplicites Corollary 12 and Corollary 13.
Theorem 21 (Log-scaling multiplicity). Let d = log, m, i.e. m = 2%, and let k4 be an index for
which the following holds:
N(d,1)+---+ N(d, k) <m
Nd,1)+ -+ N(d,kp, +1) >m

Then the following hold:

dN(d, %)

1. .

is decreasing and has limg_,
k= f(d) < ¢ forall d.

d
% — 0. This also holds for % with

N( 1 N(d,4)

2d

— 00.This also holds for Y%*) with k =

2. is increasing and has limg_, o 7

f(d) > 4 forall d.
3. There is an absolutet constant d such that for d > dj, we have that d <k,< %.

4. There are absolute constants ¢;_; = 5 1,01 =g.and i1 = 3 such that N (d km +1) >

ci+im, forall ¢ € {£1,0}. Additionally, there are constants cu,l = 1 =1,cys1 =6,
such that N (d, k., + 1) < cyqim forall ¢ € {£1,0}.

Furthermore, if logm = O(1), then we will also have L,,, = ©(m) and L,,, = ©(m).

Proof. We will split the proof into three parts. Note first that N (d, k) increases as k increases. This
can be seen from the ratio of consecutive multiplicities
N(d,k+1) 2k+d k+d-2

N(d,k) — 2k+d—-2 k+1

Part 1: We will use Stirling’s approximation to estimate N (d, k). It states that n! ~ (g)n V2mn.
Therefore, we have that

(k+d—2)(k+d—3)! _ /2n(k+d—3) (24=3)""" (9 1 d - 2)

kl(d — 2)! - (k)k (d z)d Q\f\/i

€

N(d, k) =
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Since N(d, k) is increasing in k and k& < <, so we can just plug in k = % in the expression. Therefore

LA d=3) (htd=3)FF o L g — 9)

24d-3
%*H) (24 +d—2)

=¢ V% (d dj?
V()" (9)"  Vavd
6d

L ) R (RN

Vd Vd

Note that (5'/°(£)6/%) < 1.8, s0 Grerr) < L8 In particular, we have that
: 8, Va Vi ’
dN(d, %)  Vd(1.8) 0
2d 2d '

d
N(d,=)~C
(3) Vd
but note that (2%(%)%) > 2.5, 50 N(Qd;%) > (%)d 5 — 0o

Part 3: Note that if k,,, < g then for d large enough
N(d, 1)+ -+ N(d, km) < kmN(d, k) < dN(d, ki) < d.

Similarly, note that if k,,, > g, then N(d, k,,) > d for d large enough. Both of these imply hat
% <k,< % when d > dy (dy is determined by when the inequalities above start holding).

N(dk+1) _  2k+d ktd—2
N(@R) = Setd—3 Jrr > S fordlarge
N(d,k)

enough, since the firs ratio is close to 1 and the second is 1 + g;ﬁ. This implies that Nkt < %

Part 4: Note that when % <k< %, we have that 6 >

whenever d is large enough (larger than an absolute constant) and k& < g. Note now that

11
m < N(d, 1)+ + N(d, kn + 1) < N(d, b + 1) <1+3+(3)2+...) <N(d,km+1)g

2
3m < N(d ki +1).

This now implies that N(d, km) > $N(d, ky + 1) > gm, N(d, km — 1) > Zym. Similarly we
have that N (d, k) < m, s0 N(d, km + 1) < 6m and N(d, k,, — 1) < im.

Note that the same proof works even if d is not exactly equal to log, m. This shows that whenever

—L_ = O(1), we have that L,,, = ©(m) and L,,, = ©(m). O
ogm
Remark 22. Note that this does not say that we will always have tempered overfitting for 103% =

©(1) as sometimes it can happen that L,, — m, so we cannot apply Equation (5) and Equation (6).
In this case we expect the overfitting to be catastrophic.
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Theorem 23 (Sub-polynomial scaling multiplicity). Let K be any dot product kernel on the sphere

S9=1 (with nonzero eigenvalues). Let [ € N and let m = 22" and let d = 22'. This corresponds to
the case d = exp (y/log m), which is sub-polynomial. Then, for the upper and lower index, Ly, and
L,,, we have the following
Ly, < 3 PRRLA 1
— and — .
m ~ 2logm L, — d°®°
Additionally, for k = ak,,, where « is a constant, we have that N (d, k) ~ m®, where ~ means up
to sub-polynomial factors.

Proof. Let k,;, be the maximum k for which

N(d,1) + -+ N(d, k) <m
N(d, 1)+ -+ N(d kpp +1) > m

We want to show that N(d, k,,,) = o(m) and N(d,k,, + 1) = Q(m). Then we can take k =
N(d,1)+- -+ N(d, kn, )andso — 0 and
Ak
1= N(d b + 1)+ > N(d, by + j) =2 = Q(m)
j=2 k41

m

— — 0.

Ry,
Note that we just need to estimate N(d, k,,) precisely. Let k = 2! + 1. We want to show that
N(d, k) > m. Note that by Stirling’s approximation n! ~ (%)" 27n

k+d—3

2k T d—3) (=) 2k 4 d - 2)

N(d, k) ~ PN St
(£) (452)" " V2rky/2n(d -2)
ktd—
B dk+d_2\/a 27T(1+d %)( 7_7) + 3(1_1_%_%)
V2 Kk (d — 2)-2/kVd 2
1 k+d—3 )
i BB (2 5= 3) 03
var kFda=2(1 — 2)d-2/k/d\ /1 - 2
B e R e e M (R ek,

- \/ﬁ (1_ %)d—2 /1 — . kk\f

Only the term kk (1 —1— 2 7)k+d73 is asymptotic here, as the rest tends to a constant as d — oo.
Note that since for all > 5 (i.e. d)

da
kE 3\*
2 1+-—- 1.95
(e E )

we have that

k 3 k+d—3
(1 + = — ) > (1.95)5 +h=3% 5 (1.95)F > 2(0:9%)

d d
k+d—3
k 3
1+-=—= < 2@ th=33q
(*d d)
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Note that we have that then

k+d—3
d* 14 ﬁ _3 < d* o7 +h—3% _ gklogd—klog k—} log k+17 +k— &
E*VE d Kk '
Consider now the expression klogd — klog k — % logk + % +k— %. For k = 2' +1—1, we have
that
k2 3k 3k k?
klogd — klogk—flogkﬁ-g—&-k—— = klogd — Iflogk—l—k;—fl k_g—'—j

=(@2'+i-1)2" = 2"+ (1-1)) (l—l—l;l+0(212l)>—;(l)+0(21[)+21+l—1+0(211)

1 1
:22l+2l(z—1)—21(l)+21—l+1—§l+l—1+o(1):22l—§l=10g2m—log21og2m.
In particular, this implies that for k < 2! + (I — 1), we have that
N(d, k) < m2~ 3! = o(m).
Now repeating the same computation for k = 2! + I, we have that
k+d—3
dk ( +k_3) > dk 20.9k :2klogd—klogk—%logk+0.9k.
kK d keVk
klogd—klo kz—llo k+£2+09k—%—klo d—klo k—&-k—ll k—%—&-kj
s SET Qe TR T TS s 2 d " d
=(2'+1)2' = (2" +1) I+ 5 +o (22l) 2(l)+o(2 )+0.9-2 +O9l+0(2)

1
:22l+2l(1)—2l(1)+0.9-2l—z—§1+z+o(1):22l+0.9-2l—§z

=logym + 0.9 - y/logy m — log, logy m.
This shows that for & > 2! + 1,
N(d, k) > m2°92' =3 = Q(m).
To imply now that k,,, = k = 2! + 1 — 1, it suffices to show that N(d,1) 4 --- + N(d, k) = o(m).
But note that we have k < d, so
2k+d—2 k+1

1
N(d. k) < ~N(d. k
Skt d khid_o k)< Nk

N(d,k—1) = ;

-1
N(d1) 4+ N(dk—1) < kTN(dJc)

N(d,1) + -+ N(d, k) = o(m).

Therefore, we have computed with proof that k,,, = 2/ 4+ 1 — 1. So we can now compute L,,, and L,
with L,, = N(d,1) + - -- + N(d, k;,). Note that

N(d,k+1) %k +d k+d—2

N(d,k)  2k+d—-2 k+1

Since k << d, note that (d(fz)l) > 2, so we have that sz[d(,dk’-’?n

%, which implies that

N(d, 1)+ N(d,2) + -+ N(d, k) < gN(d, km) = o(m).

N(d1)+N(d2)+-+N(dkm) _ 3 N(dkm) 3

< . From what we
m 2 m 2logm

Therefore, we have that £z =
computed previously, we have that

Ly > N(d, k) > m2092 ~3!
m ! !

< .
Lm dO 9— —log log dlog d d0.89

Note finally that for k = a2, the leading term in the exponent of N (d, k) as derived above is a2, all
other terms are at most /2, which is sub-polynomial in 1, so this shows that N (d, ak) ~ m®. [
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Remark 24. Note that for the polynomially increasing d, there are sequences (m, d) for which we do
not get benign overfitting, i.e. when d = m*, for integer k. Similarly in this case, there are sequences
of (m, d) for which we do not get benign overfitting, but is much harder to identify them.

C.3 Proof of Corollary 13

Corollary 3 (Benign overfitting with Gaussian kernel and sub-polynomial dimension). Let K be the
Gaussian kernel on the sphere S~ with a fixed bandwidth, and suppose that for | € N the dimension

and sample size scale as d = 22 m =22"je.d= exp (\/log m) Consider learning a sequence

of target functions f; as in Assumption 4 with g < mi. Then, we have that the minimum norm
interpolating solution achieves the Bayes error in the limit (m, d) — oo. In particular, for d > 4 and
m > 16 we have

R(f0)<<1— ! )1 (1—exp(—O.SQ@))_102+2B2%.

logm

_ : 1 1
If we take Sy = poly(d), then we can improve the - error dependence to ——. Furthermore, we

can improve the bound on S; by reducing the rate of convergence. Let s, be an integer such that
Sa < Ny,. Then error dependence is -1z 54N (d, sq)d1He)se < #dz(lﬁ)sd.

Proof: We have that from Theorem 23 that in this case k,, = 2! +1 — 1 = logd + loglogd — 1,
Ly =0O(-2-) and L,, > ©(md®8°). Therefore, we have that

logm
1 \! -1
& < <1 - > (1 — exp (—0.89 log m)) .
logm

To finish the proof, we need to estimate N(d, 1) 55 + .. N(d, km) 52— Note that the eigenvalues are
1 k

sorted and N (d, k — 1) = o(N(d, k + 1)) since k,, = o(d). This imnfalies that it suffices to estimate
N(d, k) 52— Note that for the first eigenvalue, we have from Corollary 31 for e = 1+ 3-.

km

So, for A, it holds that

Therefore, we have that
k 2 . d k 2 k
1 1 S +20i+5-1) 2\ k T(d + 2k, + 5) d 2
— < = £l 5 2 =d° (Tm> p 2’2"' < d” (T?n)k (+k+2> .
Ak A bl = 2 I‘(§)F(d + K) 2

T’"Z
Note also that if & = Sk, for some constant 3 then

m

N(d, k) ~m?,
in the sense of Theorem 23. So, N (d, k,,) —=— < m?d?*(1+)=2> We want to take k as large as

AR,
possible, so we will take it k = Sk,,. Then d?* =~ m?P. Therefore, as long as 38 < 2, we will have
a polynomially scaling error. So we can take § = % Note that with Theorem 20, we actually get

even better dependence of the error, like m”d*(1+¢) =< Plugging the first estimate into Theorem 7,
for 3ac = 1, we have that

1\ ! 1\ !
R(fo) < [1-— 1— 2
R(fO)_( 10gm> ( d0'89> 7
1\ ! 1\ '1 1\ ! 1\ !
B*(1- 1-—) —m* <(1- 1— —— 2
+ ( logm> < d0.89) mzn = log m q080 ) 7
—1 —1
1 1 1
B?(1- 1— —— —.
- ( logm> ( dO'SQ) m
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If we want to achieve Sy = poly(d), note that we just need to take k to not scale wit d. That is, if we
want deg Sg = n, then we can take k£ = n. The eigenvalue will be

i < da+2n .

n

The multiplicity will be N(d,n) = ©(d™). Note that then error scales as %, i.e. since d is sub poly
m, we can take any such n.

C.4 Kernel conditions

We have three main assumptions on kernels. First, the sum of its eigenvalues is bounded.
Assumption 6 (Bounded sum of eigenvalues). Assume that the kernel K has a bounded sum of
eigenvalues, i.e. there is a constant A such that >~ N(i)j\i < A. For a sequence of kernels K (%),
assume that all such A(®) are bounded by some constant A.>

Second, there is a lower bound on the eigenvalues.
Assumption 8 (Lower bound on eigenvalues). Assumme that the kernel K has eigenvalues that

are not too small, i.e. there is a constant b such that max;<z,, (-i) < W_TL” For a sequence of

g
kernels K (%), assume that for the corresponding m = m(d) (since d = d(m), we can also "invert"
the dependence) all such b(® are bounded below by some b.

And third, the eigenvalues don’t decrease too fast.
Assumption 10 (Eigenvalue decay). The eigenvalues don’t decrease too quickly, i.e. for k,, as in

Definition 5, we have that there is a constant ¢ such that max;<y,, (%) < ¢N(ky,). For increasing

dimension, we require that max; <y, (;\i) < cN(d, k).

Note that Assumption 6 will hold quite broadly, in particular at least for dot product kernels on
the sphere (that are effectively the same kernel just in increasing dimensions). Note also that the
Assumption 10 is almost always stronger than Assumption 8. This follows from the definition of
L,, and k,,, i.e. since L,, = N(1) + --- + N(k,,), we have that N(k,,) < m and as long as
L., < ©(m), we can take b large. This is usually the case (we show previously in Appendix C.2 for
dot-product kernels on the sphere). For d = w(logm), we even have L,, = o(m). So in particular
N(d, k) < ©(m — Ly,) and for d = w(logm), we have N(d, k,,) = o(m — L,,), so indeed
Assumption 10 is stronger than Assumption 8.

Assumption 6 and Assumption 10 are also taken to be true in the literature on the polynomially
scaling dimension [4, 64].

First assumption: For dot-product kernels on the sphere, we know that the eigenfunction ¢; are
actually the spherical harmonics Y. Let K (x,y) = h(||x — y||). Note that for z € S4~1, it holds
that

N(d,k)
> Yis(z)® = N(d, k).
s=1

Therefore, since
K(z,y) =Y Nt
i

N(d,k)

h0) = K(z,2) =Y MYis(2)® =D N(d, k) A

k s= k

So the assumption in Theorem 7 holds with A = h(0). For the Gaussian kernel, this is A = 1.
Similarly, A = 1 for Laplace kernel.

2Note that this assumption implicitly sets the scale of the kernel.
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Second Assumption: For the eigenvalue assumption, max;<y,,, (S\L) < m= im , note the following.
We will usually have L,,, = o(m). In particular, whenever d = w(log m) for a dot-product kernel on

the sphere this will hold.

The eigegnvalue assumption will hold for the Gaussian kernel in the non-integer polynomial regime,
d® = m. In Appendix C.3, we showed that :\i < d¥, so since k,,, = | ], we will have :\i < d®—
k k
O(dl)). Similarly, we can show this for the Gaussian kernel for d = logm and d = exp(v/Togm)
regime. Note that in Corollary 31, we showed that \; > d% and \ > ﬁ, so then i Additionally,

in the d = exp(y/logm) regime, we showed that L,, = o(m) and that i = ©O(L,,) for any

k = ©(ky,) < kp,. The same proof shows that this assumption holds for any sub-polynomially
scaling dimension and Gaussian kernel.

Furthermore, this assumption can be weakened to the following: there exists b > 0 such for all
k<L, b) ;o Ai < Aeg1(m — k). Additionally, since the assumption is specific to our approach,
it seems to be possible to weaken it even further.

Third assumption: This assumption holds for dot-product kernels on the sphere. It was shown in
Zhang et al. [64] (Lemma 5.2.1) under another assumption similar to (1) that it holds for polynomially
scaling dimension. It is also assumed in Barzilai and Shamir [4] (page 11) for polynomially scaling
dimension. Furthermore, Cao et al. [9] (Theorem 4.3) shows that this holds for Neural Tangent Kernel
even more broadly, i.e. for all 7 and not only i < k,,.

D Sharp bounds on the eigenvalues of the Gaussian kernel

In this section, we will summarize and prove the results about eigenvalues of Gaussian and Laplace
kernels when X' ~ Unif(S?~1).
Given a positive semi-definite kernel function K : X x X — R, we can decompose it as

K(z,t) = Z/\mk(ﬂc)dm(t%

where A\, and ¢ are the eigenvalues and eigenfunctions of the operator associated to K, Lg :
L3, (8771 — L}, (8771

Li(f)(z) = /X K (. 8) £ () du(t).

L is a Hilbert-Schmidt operator and has a countable system of non-negative eigenvalues Ay
satisfying -7 | A7 < oo. The corresponding L3, (S?~')-normalized eigenfunctions {¢y(z)}72,
form an orthonormal basis of LZDX (S?=1). The eigenfunctions in this case are given by spherical

harmonics, Y; ;. The eigenvalues corresponding to all ); , for fixed ¢ have the same eigenvalue, ;.

]~Eigenval~ues~5\i are r~each repeated N (d,i) = W times. So thtz sequence {\;}5°, =
Aly- -3 A1, A2, ..., Ag, . ... Using Funk-Hecke formula, we can compute \j explicitly, both for

the case of (;raussian [46] kernel. For Gaussian kernel, we have the following theorem about the
eigenvalues ).
Theorem 25 (Eigenvalues of the Gaussian kernel [46]). Let X ~ Unif(S¢~!), withd € Nand d > 2.

For K (x,t) = exp (—M), Tm > 0, and k£ € Ny we have that

3 -3 42 2 d
)\k;ze 72"7'm Ik‘-‘rg—l % I 5 .

(2k+d—2)(k+d—3)!

Each )\, occurs with multiplicity N(d, k) = FI(d—2)! (we use \ notation to indicate that it

has multiplicity) and its corresponding eigenfunction are the spherical harmonics of order k£ on S~ 1,
Here, I,(z), v, z € C is the modified Bessel function of the first kind

oo

1 z\vt2J
L(z) :j;)jll"(v—l—j-i-l) (5) '
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It will be useful to know the size of N (d, ). Also, the size of the sum of the first & multiplicities will
be useful. Let Ny, = 2 | N(d, ).

_ (2k+d—2)(k+d—3)!

Lemma 26 (Size of multiplicity). For N(d,i) = a2 , it holds that

1
d 2>'kd*2 < N(d,i) < 247 1gd=2,

Additionally, there exist constants n;, n,, > 0 depending on the dimension d such that N is bounded
below and above by the following

k™ < Ny < mg k41

Proof. Since (2k + j) < (2k)j for j > 2 and (k + 1) < 2k, we have that

2k+d—2)(k+d—3)...(k+1)
(d—2)!

(d — 2)1(2k)4=3(2k)

N(d k) = (d—2)!

< 2d71kd72

<

and

2k+d—2)(k+d—3)...(k+1) L ao

N(d, k) = d—2) = [d-2)

Note that by Bernoulli’s formula

k

Zld72 — ﬁ (k,dfl _|_O(k,d71)) )
=1

Therefore, we have that
2d—1

1
nlkd_l D — (]i)d_l +O(kd—1)) < Nk < ﬁ

(d=1)(d-2) (k! +o(k"1)) < myk*

O

Lemma 27 (Inverting the index). If the index of an eigenvalue ;\j issuchthat N1 < j < N — 1,
then 5\j = \i,. We will denote such j with £, i.e. k is an index such that A\j; = A;.

Proof. Immediate from the fact that {\;}5°, is a sequence with \; repeating N (d, ) times, in that
order. O

An interesting property of eigenvalues of the Gaussian kernel is that they are sorted because the

Modified Bessel functions are [48]. In particular, I, 41 (z) < I,(x) for all v,z > 0, so 5\i+1 < i
This is not the case for the Laplace kernel.

Theorem 28 (Size of Ratios of Eigenvalues for Gaussian Kernel). Let T' = (T%) For j <
VTt(m), k < /Tt(m), where t(m) — 0 as m — oo, we have that

Nprs
exp(—6t(m)) < ;f\ﬂ <1

k

For j > \/Tt(m), where t(m) — oo as m — oo we have that for any k
Nt t(m)?
]f+j<exp(— (m) )
Ak 4
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Proof. First of all, note that from [48], we have that for v > %

(v) + /()% + 22 Lj_1<x)>(v—%)+ (v—1)2 a2
4 ]v<x) X
z L(z) x

In particular, this means that for the eigenvalues S\k, we have

(%) 5\k+1 _ Ik+1+%—1(%) (%)

— = < .
A e I e LS R RRV(CEE BN o

m

This can be bounded with a simpler expression as follows

(722 ) 5\k+1 . Ik+1+g—1(73n

2
2k+ 9+ () M Lyaa(E) (k+5—3)+(Z)

2
TTYI,

We will use these bounds to derive tight bounds for the ratios % Note the following
k

J (l) 5\k+j . J 5\k+i < J (T?n)

< — = = .
E2k+z—1+) (%) Me o iy Aepicn ps (ki—14+4 -+ (S)

Note now that

Note that since (z + j —i)(z + i) = 2% + iz + (j — i)i, we have that (z + j — i)(z + i) > (z + j)z,
therefore

j—1 i+l

< (%) = (%) &
kri-1+4-D+Z)) \G+i-H+BZ))

m

|

We use j + 1 and j — 1 to account for the fact that j might be odd when we split into (j —1)/2 pairs.
When j is even, we split into J pairs and use the fact that the term with exponent ”1 is larger.

LetT = (% ) We can bound the ratio ’“” tlghtly now.

When j < VT'm =% k < V/Tm=?, we have that

Mo
exp(—6m~°) < ;ﬂ < 1.

k

When j > v/T'm?, we have that for any k
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25

Y
e AP exp(—T).

Ak

To see why this is true, note first that
() ’
(2(k+j—1+§)+(%)>
T ’ T v
- (2(k+j—1+§)+T> ” (2(k+j—1+§)+T>

T VT 1 VT s
>(5(ﬁm6)+T> (5(jfm—6>+1> e,

as m — oo. For the second inequality, note that

‘We also have that

(%) T T J2<< T >ﬁ”
(k+j—-1+§-3)+(%) S \k+i-1+¢-H+T (VITmé) +T

m

VTmb TmS VT 3
s

1 ° 1 ’ 1
= N AT < 5 = 5
(WT”"H) (%H) (%H)

20
— eXp(fT) — 0,

as m — oo. Note that we can turn the limits a,,, — t(m) into inequalities of the form (1 — &)t(m) <
am < (1 4+ ¢)t(m) for some € and all m since the convergence is uniform. O

The following is a simple corollary.

Corollary 29. Let T = (). If T > 1 and the index of the eigenvalue 7 is such that i < (kv/T)4"1,
we have that for )\; it holds that

\ 1 VT
Z> ( ) > exp(—k?).
At

1+ %

kT
Proof. Note that (Hlk >
VT
that for /T = 1 it suffices to show e(k) > 1 + k which is true for all k as long as /T > 1. O

is increasing in /7" and note that /7 increases as m increases. Note

The following simple bound also holds for eigenvalues of Gaussian kernel.
Proposition 30 (Ratio of eigenvalues bounded above [46]). For the eigenvalues associated to the
Gaussian Kernel )\, of bandwidth 7,,, we have that
Nt 1
Ne o TRk +G)
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It is straightforward to convert the bounds on ratios of eigenvalues Theorem 25 to bounds on the sizes
of the actual eigenvalues.

Corollary 31 (Sizes of the eigenvalues of Gaussian kernel). The following bounds hold for the
largest eigenvalue of the Gaussian kernel

1 D(GE +9)0() 5 1 L((F +3)0(9)
A N(E+4+2) O i A D& +E+3)
Therefore, for S\k, we have that
1 T(E+k+d) o
27 3 < M

3> 1 1
1 2 T2z
)T
and
3 s 1 1 1
k 2 k d | 2
mn A (g4 )t T (R g )"

Proof. Note that from [62] we have
1 2 <1 2 < 1 2
exp | — — ——— X
A Y Y A e R U

‘We also have from [48]

Then
- 2 2 d
Me=e T hg <T31) g <2>
So then
d_ da_
L NED) @) b (F) @) )
HT(E+4+2) g2+ + () I (Am) oG+ )y
So then
A (C R NG B SRR A(E R VIt )
244 N2 +942) N i rang T(2+443)
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By repeating the same argument, the claim about A follows.

Note that
41
~ d 1 1 1
A > 271‘(7) - 5 5 .
T2, +4 "2 i:0(1+1)+(?) Tm+4((g+%)+%>
Therefore, we have that
k—1 2
- =3 -1 1
A > A\ ul 1—7
ZUOIH%H%) T (k4§ +25)%)
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: All the contributions are clearly stated in the introduction, particularly the third
paragraph of the introduction. The assumptions and limitations are also clearly stated in that
paragraph.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: All assumptions are clearly and concisely stated. We also provide detailed
reasoning for each one of our assumptions. The assumptions are further discussed in the
appendix.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

52664 https://doi.org/10.52202/079017-1668



Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All assumptions are stated clearly before each result is presented. We give an
outline of proofs in the main body and complete proofs in the appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The description of the experiments that are provided along with the figures is
sufficient to reproduce the experiments.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide code and instructions required to reproduce our experimental
results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All the necessary details are included in the descriptions of the figures.
Guidelines:

* . The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report appropriate information about the statistical significance of the
experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The compute resources are stated along the explanation of the experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Yes, the paper conforms to all aspects of the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

https://doi.org/10.52202/079017-1668 52667


https://neurips.cc/public/EthicsGuidelines

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: [NA |
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [NA]
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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