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Abstract

Molecular learning is pivotal in many real-world applications, such as drug discov-
ery. Supervised learning requires heavy human annotation, which is particularly
challenging for molecular data; e.g., the commonly used density functional theory
(DFT) is highly computationally expensive. Active learning (AL) automatically
queries labels for the most informative samples, thereby remarkably alleviating
the annotation hurdle. In this paper, we present a principled AL paradigm for
molecular learning, where we treat molecules as 3D molecular graphs. Specifically,
we propose a new diversity sampling method to eliminate mutual redundancy
built on distributions of 3D geometries. We first propose a set of new 3D graph
isometries for 3D graph isomorphism analysis. Our method is provably at least
as expressive as the Geometric Weisfeiler-Lehman (GWL) test. The moments
of the distributions of the associated geometries are then extracted for efficient
diversity computing. To ensure our AL paradigm selects samples with maximal
uncertainties, we carefully design a Bayesian geometric graph neural network to
compute uncertainties specifically for 3D molecular graphs. We pose active sam-
pling as a quadratic programming (QP) problem using the proposed components.
Experimental results demonstrate the effectiveness of our AL paradigm, as well as
the proposed diversity and uncertainty methods. The code is publicly available at
https://github.com/sronast/al_3dgraph.

1 Introduction

Molecular representation learning is essential for various real-world applications, such as molecular
design, drug discovery, material design, efc.. In recent studies, molecules have been formulated as
3D graphs, based on the evidence that 3D spatial information is crucial to determine the properties
of molecules [Liu et al., 2019, [Townshend et al.l 2019, |Axelrod and Gomez-Bombarellil, [2020].
Generally, in a 3D graph, atoms are represented as nodes, each associated with Cartesian coordinates
in 3D space. A predefined cut-off distance can be used as a threshold to determine if there is an edge
between two nodes in the 3D graph. With the advance of deep learning, 3D graph neural networks
(GNNSs) have been developed to learn from 3D molecular graph data [Thomas et al., 2018, [Schiitt
et al.; 2017, |Satorras et al., [2021} |Gasteiger et al., 2020c} [Liu et al.; 2021, 2022, Wang et al., 2022,
Liao and Smidt} 2022, [Zhou et al.,[2022} | Yan et al., 2022, |[Wang et al.| 2023| [Lin et al.| [2023} [Zhang
et al., [2023]]. These models are data-hungry and necessitate a large amount of annotated training data
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to attain good performance. However, annotation usually consumes excessive manpower, which is
particularly challenging for molecules, e.g., the commonly used density functional theory (DFT) for
molecular energy computing [Hohenberg and Kohnl|1964] is very expensive, inducing a complexity
of O(n?), where n, is the number of electrons. As a concrete example, DFT can be hundreds of
thousands of times slower than a reasonably good GNN for inference [Gilmer et al., [2017]].

Active Learning (AL) algorithms automatically identify the salient and exemplar samples from large
amounts of unlabeled data [Settles, 2009, |Ren et al.,|2021]]. This tremendously reduces the human
annotation effort, as only the few samples identified by the algorithm need to be labeled manually.
Further, since the deep network gets trained on the representative samples from the underlying data
population, it typically depicts better generalization capability than a passive learner, where the
training data are selected at random. Deep AL has been used with remarkable success in various
applications, such as computer vision [[Yoo and Kweonl 2019} |Sinha et al., | 2019]], natural language
processing [Zhang et al.|[2022]), medical diagnosis [Blanch et al.| 2017, chemistry [[Smith et al., 2018]],
and anomaly detection [Pimentel et al., 2020]] among others. There are a few AL applications for 3D
GNNGs [Smith et al.} 2021} jvan der Oord et al.| |2023||; however, these works do not specifically account
for 3D geometric information. The 3D geometry of molecules is crucial for determining molecular
properties, but it introduces unique challenges in designing effective AL schemes. Currently, a
principled AL algorithm for 3D molecular graphs is still lacking.

In this paper, we propose a principled AL paradigm for 3D molecular graphs. We formulate a criterion
based on uncertainty and diversity, which ensures that the queried molecules are those where the
graph learning model has maximal uncertainty about the labels, and that are also mutually diverse to
avoid duplicate sample queries. In particular, diversity computing for 3D graphs is challenging and
the difficulties are twofold. Firstly, the AL pipeline requires computing the difference between any
two 3D molecular graphs, which could have different planar (2D) molecules (entangling different
atom numbers, efc.), in most cases. Secondly, the 3D shape (geometry) of a 3D graph should be
captured completely for expressive geometric representations and accurate diversity computation.

To tackle these challenges, we propose a novel diversity sampling method for 3D molecular graphs
based on distributions of important 3D geometries. We propose a set of new 3D graph isometries
for geometric modeling, which produces geometric representations that are at least as powerful
as the Geometric Weisfeiler-Leman (GWL) test [Joshi et al., 2023|] in distinguishing 3D graph
geometries. This indicates our approach sets an upper bound on the expressive power of any existing
3D GNN models. Hence, the geometries derived from our geometric modeling method (e.g., reference
distances, triangles) can be used for accurate diversity computing. To compare any two 3D molecules
(with different planar graphs), the moments of the distributions of the derived geometries are extracted
for final diversity computing of 3D graphs. In addition, to ensure our AL paradigm selects samples
with maximal uncertainties, we carefully design a Bayesian geometric GNN specifically for 3D
graph uncertainty computing. Our method is shown to be effective and efficient based on a set of
ground approximations. With our novel components, we pose the sample selection as a quadratic
programming (QP) problem and implement a fast QP solver to identify exemplar molecules to be
annotated. Our method is easy to implement and can be applied in conjunction with any 3D GNN
architecture.

Overall, our proposed AL paradigm incorporates both diversity and uncertainty for 3D molecular
graphs. The diversity component, driven by proposed geometric isometries, captures diverse chemical
properties from geometries. The uncertainty component leverages chemical contexts, such as atom
types, as node features, enhancing the model’s ability to identify and learn from uncertain chemical
interactions. By considering both, our method represents a powerful AL paradigm for 3D molecular
graphs. We conduct extensive experiments, and the results demonstrate the effectiveness of the
proposed diversity and uncertainty methods as well as the overall AL paradigm.

Our contributions are summarized below. (i) We propose a principled AL paradigm to alleviate
the annotation hurdle of 3D molecular graphs. We employ diversity and uncertainty measures
to select the most informative subset for AL. (ii) We introduce a novel diversity component for
3D molecular graphs. Investigating geometric graph isomorphism, we introduce a model-agnostic
geometric modeling method, which is provably at least as expressive as the GWL test. Our method
can significantly enhance the accuracy of diversity computing for 3D molecular graphs. (iii) Our
proposed graph isometries set the theoretical upper bound to the expressive power of all existing
3D GNNs, and thus can serve as the new gold standard to test the expressiveness of various 3D
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GNN:ss. (iv) Rooted in Bayesian inference, we develop an effective and efficient pipeline to compute
uncertainties for 3D molecular graphs. (v) Our framework significantly outperforms mainstream AL
baselines, achieving remarkable efficiency owing to the cheap complexity of O(N?) as well as the
implementation of a fast QP solver.

2 Methods

2.1 Diversity Computing for 3D Molecular Graphs

In molecular AL tasks, diversity sampling is important for eliminating redundancy, thereby wisely
leveraging the annotation budget. The model’s capability of capturing the 3D shape diversity among
molecules is crucial for informed sampling. A particular challenge is that a diversity measure for two
3D molecules with different planar graphs is indispensable. Methods for diversity measures for 3D
molecules with the same planar graph have been developed [Kumar and Zhang, 2018| [Kearnes et al.,
2016/ |Gfeller et al.,[2013]], but a diversity method for two 3D molecules with different planar graphs
(entailing different atoms, efc) is demanding. Inspired by the USR method [Ballester and Richards)
2007]], we propose a novel solution to achieve the goal from the distribution perspective. Generally,
we develop a set of new isometries for expressive representations of 3D molecular graphs, after which
the distributions of geometries associated with the isometries are obtained for diversity computing.

2.1.1 Isometries of 3D Molecular Graphs

As the first step, we introduce a set of new isometries as a basis, aiming at expressive representations
of 3D graphs. As we focus on 3D geometry of molecules in this section, for simplicity, we use 3D
point clouds to illustrate our ideas. Let A = {aj,as,...,a,} and B = {f(a1), f(a2), ..., f(an)}
be two sets representing 3D point clouds. Here, each a; in A is associated with a positional vector
a; = (Za,, Ya,;, Za;) in 3D space. f denotes a bijective mapping between A and B. Then, similarly,
each point f(a;) in B is associated with a positional vector f(a;) = (Tf(a,), Yf(ar)> Zf(a:))-

Two 3D point clouds, A and B, are said to be E/(3)-isomorphic, if there exists v € E(3) such that
A = vB. We further choose or compute a consistent reference point (e.g., centroid) for each point
cloud, denoted as ; and r5, respectively. Without loss of generality, we use ag,, to denote the farthest
point from the reference point in point cloud A. Below, we will define three levels of isometries, each
of which fulfills an isometric mapping between A and B. To satisfy any isometry, there needs to
exist a bijective function f : A — B, such that h¢q) = hg for any node a € A. Here, h¢(q) and
h, denote the node feature vectors for f(a) and a, respectively.

Reference Distance Isometry: If there exists a collection of global group elements +; € E(3), such
that (7o, f(a;)) = (y:r1,via;) for each point a; € A, A is reference distance isometric to B.

Reference distance isometry involves the Euclidean distance between any atom in the molecule and
the predefined reference point.

Triangular Isometry: If there exists a
collection of global group elements ~; €
E(3), such that (ro, f (agr), f(ai)) =
(7471, Yiatar, Vi) for each point a; € A,
A is triangular isometric to B.

With reference point r, we define the refer- - ) ]
ence vector vy as 7 pointing to the farthest Figure 1: The illustrations of encoding the molecular

point ag, in a 3D molecule. Based on ref- triangular and cross-angular isometries
erence distance isometry, triangular isometry further involves the angle between v and other vectors
pointing from r to any other point in the molecule, computed as ), = cos™! (%) , where vy,

denotes vectors originating from 7 and directed towards k" atoms in the molecule. The process is
illustrated in part A of Fig. [I] For a molecule with N nodes, we compute N — 1 angles. Essentially,
such angles provide insights into the spatial arrangement of atoms with respect to the pre-assigned
reference vector.

Cross-angle Isometry: If there exists a collection of global group elements ;; € E(3), such that
(ro, f(aj), fla:)) = (Vijr1, Vij@j, Yijas), Yai, a; € A (i # j), Ais cross-angle isometric to B.

Beyond the angles in triangular isometry as well as based on reference distance isometry, cross-
angular isometry further considers angles formed by any two atoms in the molecule with respect to
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the reference vector as above. Specifically, for every pair of atoms ¢ and j, a vector v;; is formed

from i to j. With the reference vector vy, the cross angle is computed as a;; = cos ™ (m)
: »

This approach, as depicted in part B of Fig. [T] essentially reflects cross-angle information globally.
For a molecule with N nodes, we compute N (N — 1)/2 cross angles with the complexity of O(N?).

Next, we propose Theorem [I] to indi-
cate the relationship between these three
isometries as below.

Theorem 1. If A and B are triangular
isometric, then A and B are reference dis-
tance isometric; If A and B are cross-
angle isometric, then A and B are trian- Figure
gular isometric.

2: A and B are triangular isometric but not
cross-angular isometric. The angles Zbriatqr, ZcT10 107,
The proof of Theorem [I] can be found and Zdrias,, in structure A are equal to the angles
in Appendix [AT] Generally, we define Zf(b)r2f(asar), Zf(c)r2f(asar), and £ f(d)raf(asar)
three levels of isometries for graph iso- in structure B, respectively. However, the cross angle
morphism. Reference distance isometry Zdricis notequal to the cross angle Zf(d)rs f(c).
ensures that the Euclidean distance between each point and a predefined reference point is consistent
in two different point clouds. Triangular isometry further manifests the spatial arrangement of atoms
referring to the pre-assigned pivot. Built on triangular isometry, cross-angular isometry then reflects
the pair-wise global information. An illustrative example for triangular isometry and cross-angular
isometry is also given in Fig. 2] Clearly, cross-angular isometry represents the strictest isometry
among the three. In the following Sec. [2.1.2] we show that a designed geometric representation based
on cross-angular isometry can exhibit great expressive power.

2.1.2 Expressive Power of Our Geometric Representations

In this section, we aim to formally elucidate the expressive power of a geometric representation (GR)
based on our developed isometries in Sec. [2.1.1] Naturally, we formulate G R,y as a set containing
all reference distances, triangles, and cross angles in a 3D graph.

We explore the Geometric Weisfeiler-Leman (GWL) test [Joshi et al.l 2023]], and then leverage
GWL to illustrate the expressiveness power of our model. GWL test is an extension of the classic
WL Test, enhancing its capabilities by incorporating both the topological structure of the graph and
the geometric attributes of its vertices. Such an integration allows the GWL test especially apt for
evaluating all 3D graph representation methods. Similar to the regular WL test, GWL test imposes
an upper bound to the expressive power of 3D GNN:ss, i.e., if GWL test fails to distinguish two 3D
graphs, then all existing 3D GNNs would also fail. See details of the GWL test in Appendix [A.2]

Proposition 1. GR,,, is at least as expressive as the GWL test. In other words, G R, suffices to
distinguish any non-isomorphic molecular structures that are distinguishable by any 3D GNN.

The proof of Proposition |l|can be found in Appendix In conclusion, the molecular geometric
representation G Ro,s developed in this work has the greater expressive power than the GWL test,
which indicates our diversity sampling method is accurate enough to capture the 3D shape diversity
among different molecules. Notably, as mentioned before, GWL test sets the upper bound to the
expresiveness of any existing 3D GNNs. Apparently, our geometric representation G R, is
provably at least as powerful as any existing 3D GNN for learning geometric features. Essentially,
the three isometries associated with G Ry define expressiveness at different levels. For example,
as only considering distance information, a well pretrained SchNet is upper bounded by reference
distance isometry (but not triangular isometry or cross-angular isometry); as a more powerful model
than SchNet, a well pretrained DimeNet is upper bounded by triangular isometry (but not cross-
angular isometry). Additionally, learning accurate geometric representations requires a perfectly
pretrained 3D GNN model, which is hard to guarantee in practice. OQur isomorphy study provides
a deterministic and model-agnostic diversity component for 3D graphs, avoiding the need of a
‘perfectly’ pretrained 3D GNN model, as well as achieving a theoretically guaranteed upper bound
of the expressiveness of all existing 3D GNN models.

2.1.3 Final Distributional Representations

Based on the isomorphy study in Sec. [2.1.1] we obtain our geometric representation method G Rurs
and prove G Rqys possesses greater expressive power than any existing 3D GNN models in Sec.
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In this section, we aim to extract the distributions of the entangled three geometries in G Ry,
including reference distances, triangles, and cross angles, for diversity computing. Fortunately,
we have the theorem [Hall, [1983]] implying that the sequence of translated moments can be used to
determine the original distribution. Following the USR work [Ballester and Richards}, |2007], for each
of the three aforementioned geometries, we also use four reference points to reflect the “translated”
geometries; those are, the centroid (denoted as ctd) computed by the mean position of all the atoms in
the 3D molecule, the point closest to the centroid (denoted as cst), the point farthest from the centroid
(denoted as fct), and the point farthest from fct (denoted as ftf). For each reference point, we use
a set of moments, including mean, variance, skewness, and kurtosis, which describe a distribution
from different angles, e.g., skewness indicates the asymmetry and kurtosis describes the tailedness
of a distribution. Detailed formulae for these moments can be found in the Appendix Notably,
we compute these translated moments for all three entangled geometries as above. Eventually, we
obtain summarized representations of distributions over geometries of 3D graphs, capturing essential
characteristics of a molecule’s shape.

We use cross angles as an example to describe the final distributional vector. For a molecule with N
atoms, as shown in Fig. |1} we can obtain a set of cross angles [ozrg]gé(%z)j/i  for a reference point

(e.g., ctd). After applying statistical moments as an approximation, we can obtain a 4-dimensional

ca _ ca ca ca ca 3
vector M = [mS, v%, s, kS%], where the four elements denote the mean, variance, skewness, and

kurtosis for this reference point, respectively. We perform a similar process for all four reference
points mentioned above. By doing this, we can obtain four 4-dimensional vectors including M

ctd?
M, M

oas M, and J\Zﬁ?, which are then concatenated together, resulting in the final 16-dimensional vector
to represent the distribution of cross angles. We repeat the similar process for reference distances
and triangles, and then all three corresponding 16-dimensional vectors are further concatenated as a
48-dimensional distributional vector to represent the geometric information of the input molecule.
The 48-dimensional distributional vectors are then used to compute the diversity matrix. For any
two molecules n; and ny in the dataset with N molecules, we perform the inner product on their
distributional vectors to achieve the similarity, and then use 1— similarity to obtain the final value
Dy n, as the diversity measure between them. Finally, a matrix D € RV*¥ is obtained, which
contains the diversity between every pair of molecules.

Comparing Our Method to Traditional Structural Descriptors. Our method generates a 48-
dimensional vector that encodes the geometric structure of a molecule. This representation is both
equivariant to roto-translations and invariant to atomic permutations as the statistical quantities remain
unchanged under such transformations. In contrast, Smooth Overlap of Atomic Positions (SOAP)
[Bartok et al.L 2013 |De et al., [2016] Jager et al.,|2018]|| generates atom-wise vectors that capture local
atomic environments by employing spherical harmonics and radial basis functions. While SOAP is
also equivariant to roto-translations, it is not invariant to atomic permutations. On the other hand,
Atomic Cluster Expansion (ACE) [Drautz, 2019]] uses a systematic expansion to describe interactions
of varying orders (e.g., two-body, three-body interactions). However, ACE is less of a traditional
descriptor compared to our method and SOAP; it is designed to provide a complete and systematic
representation of atomic interactions by focusing on higher-order expansions (e.g., two-body, three-
body interactions). This makes ACE more comprehensive in capturing the physical interactions within
a system, but less suited for producing a fixed-dimensional, flexible descriptor. Unlike our method
and SOAP, which generate more compact and adaptable descriptors, ACE emphasizes thorough
expansions, making it less ideal for tasks requiring flexible, low-dimensional representations that can
adapt easily to the active learning scheme. An empirical comparison between our method and the
approach that uses SOAP will be provided, highlighting the effectiveness of our method in capturing
molecular geometries.

2.2 Uncertainty Computing for 3D Molecular Graphs

In Sec. [2.1] we develop an effective method for diversity computing among different 3D molecular
graphs. In addition to selecting diverse molecules, it is important to select molecules where the model
has maximal prediction uncertainty about the labels, so as to append maximal information to the
model. Uncertainty qualification is well-studied in planar graph analysis [Hirschfeld et al.,|2020], but
an effective paradigm for 3D molecular graphs is currently lacking. Additionally, existing methods,
such as Bayesian neural networks (BNNs) [Lampinen and Vehtaril 2001} [Titterington, 2004, |Goan
and Fookes, [2020] and deep model ensemble methods [Lakshminarayanan et al.| 2017, |[Huang et al.|
2017], are excessively computationally expensive, limiting their capacity in 3D graph analyses. In a
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concurrent work [Thaler et al.l 2024] on active learning for partial charge prediction of metal-organic
frameworks, a dropout Monte Carlo scheme has been proposed to lessen these issues.

In this work, we develop an effective and efficient method, known as Bayesian geometric graph neural
network (BGGNN), that takes a 3D graph as input and produces the demanding properties as well as
uncertainty values, e.g., mean and variance. Formally, a 3D graph is represented as G = (V, E, P),
where V' denotes the set of vertices (atoms), E denotes the set of edges (bonds), and P denotes
the set of Cartesian coordinates for all atoms. A 3D molecular graph is associated with a set of
properties, denoted as O. Recently, researchers have developed 3D GNNss, such as SchNet [Schiitt
et al., 2017]], DimeNet [Gasteiger et al., 2020b|), SphereNet [Liu et al.|2022]], and GemNet [Gasteiger
et al.| 2021]], for 3D graph representation learning. The likelihood of a 3D GNN can be represented
as papeNn (O | G, w), where 3DGNN indicates any existing 3D GNN and w denotes the set of
parameters of the used 3D GNN. We also use p3pgnn (W) to represent the prior distribution for the
parameters. Assume we collect a new input and output pair, denoted as g* and o*. Then based on the
conventional Bayesian theorem, Bayesian inference for this new output 0* is given by

papeaw (07 | g%, G, 0) =/ p3poNN (07 | 8%, W) pspann (W | G, O)dw, (D

n

where R™ is the whole space of n parameters in 3DGNN. It’s infeasible to perform the above
integration on R™ due to prohibitive computational cost. To tackle this, the variational inference
method is introduced to approximate pspgn(O | G, w) with the parameterized gp(w) through
minimizing the Kullback-Leibler (KL) divergence between these two distributions. After applying
Bayesian theorem once more, the minimization objective becomes

Lvi(0) = —/R qo(w) log p3pean (O | G, w)dw + KL (go (W) ||p3penn (W) , )

To completely avoid the integration over the whole parameter space, the MC-dropout method [|Gal
and Ghahramani, 2016, |Srivastava et al., 2014]] is further used in our BGGNN. Specifically, it
employes the Monte-Carlo estimator [|Gal et al., 2016, |Gal and Ghahramanil |2016|| to approximate the
integration by performing summation over the sampled models. In practice, researchers implement an
MC-dropout network by using dropout as the network’s regularization[Gal and Ghahramani, [2016].
Following this, we propose to insert dropout layers after the linear layers in our used 3DGNN as an
effective yet efficient estimation of Bayesian inference.

Now as we have obtained the variational predictive distribution of a new output with gg(w), we can
easily compute the predictive mean and variance of this distribution. For the molecular property
prediction tasks, after we sample [N outputs from the same input, the heteroscedastic predictive
uncertainty is then given by | L 9 L
—~ 9 . o
02(0*|g*):NZ(07*L) - <NZO;;> —&-NZUW 3)
n=1 n=1 n=1
where 0, is the n** sampled output and 52 is the variance that is the same among all the data samples.

By doing this, we can obtain an uncertainty value (variance) for each molecule. Additionally, built on
a 3D GNN, our BGGNN can faithfully produce a set of molecular properties O.

Practically, any of the existing 3D GNN can be used as the backbone network for property prediction
and uncertainty computing. In this study, we employ SphereNet [Liu et al.,[2022] as our 3DGNN,
owing to its great power in incorporating 3D geometric information. We apply dropout layers onto
the linear layers of SphereNet for Bayesian inference in our BGGNN. To allow more accurate AL
selections, we particularly employ the concrete dropout with a learnable dropout rate [|Gal et al.}
2017]] in our BGGNN. Overall, our method is shown to be an effective and efficient paradigm for 3D
graph uncertainty computing, as further empirically demonstrated in Sec.

2.3 Active Sampling

A schematic diagram of our active sampling framework is depicted
in Fig. [fland described in [E]J\i{n Appendix. Specifically, in Sec. [2.1]

T T
] . L B max z r+ Az Dz
we obtain the matrix D € Y > containing the mutual diversity z

between every pair of unlabeled molecules, where N is the number N

of unlabeled molecules. In Sec. we employ our designed s.t. Z zi =k
BGGNN to achieve the vector r € R ! quantifying the prediction im1

uncertainty score of each unlabeled molecule. In the AL setting, zi € {0,1}, Vi, (4)

our objective is to select a batch of k unlabeled molecules (k is a
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pre-defined query batch size) with high prediction uncertainty and high mutual diversity among them.
Let z € {0,1}"*! be a binary vector with N entries which denotes whether the unlabeled molecule
x; will be included in the batch (z; = 1) or not (z; = 0). The molecule selection can thus be posed as
the following optimization problem as in Eq. (4)), where X is a weight parameter governing the relative
importance of the two terms. This is a standard quadratic programming (QP) problem; we relax the
integer constraints into continuous constraints and solve the problem using an off-the-shelf QP solver.
In this work, we employ the widely used Operator Splitting Quadratic Program (OSQP) [Stellato
et all 2020] to solve the QP problem in Eq. (). We then apply a greedy approach to project the
continuous solution back to the binary space, where the k& highest entries of the continuous solution
vector are set to 1 and the remaining to 0. Such an approach is commonly used to convert continuous
solutions obtained from a QP solver to binary solutions in AL [Chattopadhyay et al.|[2013} Wang and
Ye, |2013]]. To accelerate the optimization, we implement a solution to execute the problem in the
GPU (instead of the CPU) using the parallel implementation of the alternating direction method of
multipliers, as detailed in|Schubiger et al.|[2020]. Notably, the predictions in the main tasks (e.g.,
molecular properties) are produced by our BGGNN built on SphereNet as in Sec. 2.2}

3 Related Work

3.1 Active Learning

AL is a well-researched problem in the machine learning community [Settles, 2009]. There exist two
commonly used strategies for AL sampling. Uncertainty based sampling queries unlabeled samples
with the highest prediction uncertainties for annotation. Diversity/representativeness based sampling
aims to select the subset that can well represent the entire data distribution. A full review of the two
AL sampling methods is provided in Appendix [A.5]

3.2 Molecular Shape Similarity

Molecular shape similarity plays a pivotal role in drug discovery and virtual screening of compounds
[Kumar and Zhang] |2018| Murgueitio et al., 2012, [Shang et al.| 2017]]. Methods predominantly fall
into several categories [Kumar and Zhang, |2018]], including descriptor-based methods [Schreyer
and Blundell, 2012} |Cannon et al., 2008| [Li et al., 2016} |/Armstrong et al., 2009, [Zhou et al.,[2010],
atom-centered Gaussian-based methods [[Haque and Pande, [2010, |de Lima and Nascimentol 2013}
Yan et al., 2013]], surface-based methods [Hofbauer et al., 2004, Mavridis et al., 2007, |Ca1 et al.}
2012, |[Karaboga et al., [2013} [Venkatraman et al.| 2009 |Sael et al.l 2008], efc. Descriptor-based
methods are notably represented by the Ultrafast Shape Recognition (USR) algorithm [Ballester and
Richards|, [2007]], which uses statistical moments of the distance distribution to characterize molecular
shapes. Gaussian overlay-based methods, with ROCS [Rush et al., 2005} [Hawkins et al.l 2007]]
being the most commonly used one, evaluate the maximum volume overlap between two molecules.
Surface-based methods typically employ shape signatures [Zauhar et al.l 2013|] or shape histograms
to delineate molecular surfaces for shape similarity assessment. Despite the progress, a principled
and theoretically ground similarity method for 3D molecular graphs is currently lacking.

4 Experiments
4.1 Experimental Setup

Implementation Details: We use two mainstream 3D GNNs SphereNet [Liu et al., [2022] and
DimeNet™ [Gasteiger et al., 2020al] as the backbone models of our BGGNN. We directly use the
optimal network configurations from the original papers for both backbone models. We train the
network for 200 epochs, unless otherwise specified. We use the Adam Optimizer with an initial
learning rate 5 x 10~% and scale it by a factor of 0.5 every 15 epochs.

Data and Active Learning Setup: We first perform experiments on the QM9 benchmark dataset.
Since SphereNet is more stable and incorporates more 3D information, we conduct experiments on
mu, alpha, homo, and lumo for SphereNet, and mu and lumo for DimeNet™ . These properties
have continuous values, making the prediction problem a regression task. We randomly divide the
training set of 110, 000 molecules into three splits of size 25, 000 each. From each split, we randomly
select 5, 000 molecules as the initial labeled set and the remaining 20, 000 molecules as the unlabeled
set. In each AL iteration, we query 1,500 molecules from the unlabeled set, which are labeled
and appended to the labeled set. The model’s performance is evaluated on a held-out validation set
containing 10, 000 molecules. We save the best-performing model on the validation set and report its
performance on the test set containing 10, 831 molecules. The process is repeated for 7 AL iterations,
which is taken as the stopping criterion. The final results are averaged over the three splits to rule out
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the effects of randomness. A in Eq. |4{is taken as 1. The Mean Absolute Error (MAE) is used as the
evaluation metric. In addition, to study the generalizability of our framework to more geometric data,
we also conduct experiments to predict atomic forces for Aspirin in MD17 using our framework.

Comparison Baselines: We use four classic AL methods as baselines: Random Sampling, Core-
set [Sener and Savaresel 2018|], Learning Loss [[Yoo and Kweon, [2019]], and Evidential Uncer-
tainty [Beluch et al.l 2018, |Amini et al., [2020]. Random Sampling is the default comparison baseline
in AL research. Coreset and Learning Loss are two extensively used deep active learning algorithms
for regression applications. Evidential Uncertainty is also a commonly used technique to quantify
uncertainty for molecular property prediction and was hence included as a comparison baseline. Note
some existing studies [Kulichenko et al.,[2023] |Gusev et al.} 2023} |Craig and Garcia-Melchor, [2021]]
have applied AL to molecule research and chemistry. However, these works focus on 2D molecules
without considering 3D geometry, which is the focus of our work. Additionally, the techniques
used in existing studies can arguably fall into the aforementioned AL categories. Hence, we think
comparing with these classic AL methods is sufficient to demonstrate the superiority of our pipeline.

MU ALPHA
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4.2 Active Learning Performance
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Jl

The active learning performance with
SphereNet is depicted in Fig. [3] In
each graph, the z-axis denotes the ¢
iteration number and the y-axis de- £
notes the MAE on the test set. Our

analysis revealed that Evidential Un-
certainty depicted the worst perfor-
mance and furnished significantly
high error values for all four proper-
ties, which obscured the difference in
performance among the other meth-
ods in the plots. For better interpreta-
tion and understanding, we exclude
the Evidential Uncertainty method
from the plots here and present the
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results with this baseline in Sec.
of the Appendix. The other base- Figure 3: Active learning performance results with SphereNet.
line methods depict more or less The graphs show the mean (averaged over 3 runs) and the error-
similar performance, with Coreset bars for all the methods. We plot the MAE values from the first
marginally outperforming the other iteration onwards, to focus on the comparative performance of
baselines. Our method comprehen- the methods after they start selecting samples using AL. Best
sively outperforms all the baselines. viewed in color.

At any given AL iteration, it consistently attains a lower MAE compared to all the baselines.

Iteration Number Iteration Number

We also conducted statistical tests of aple 1: The table shows the p-values obtained using paired
significance using paired t-test to as- ¢ oqt hetween the results our method against each of the base-
sess whether the improvement in per- Jineg for all the properties studied. Here, L. Loss refers to

formance achieved by our method is ;. min g Loss.

statistically significant. For this pur-

Baselines
pose, we compared the average MAE o i —
achieved by our method against each Random L. Loss Coreset Evidential
of the baselines individually. The re- mu 75431077 5.00x107%  151x107%  2.19x1077
sults are reported in Table m each en- alpha 1.06><1075 8.14><1077 4.27% 1076 2.72><1078
i the table denofes th lue of  omo  226X107° 836x107T  4.23x10 1.71x10
try in the table denotes the p-value o lumo  4.48x107°  1.25x107°  3.12x10"*  2.39x107°
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the paired t-test between our method
and the corresponding baseline (denoted in the columns) for the property studied (denoted in the
rows). From the table, we note that the improvement in performance achieved by our method is
statistically significant (p < 0.05) compared to all the baselines, consistently for all the four properties
studied. These results unanimously corroborate the promise and potential of the proposed active
sampling method to tremendously reduce the annotation cost in inducing a robust 3D graph neural
network for molecular property prediction.

In addition, to study the robustness of our framework to the underlying network architecture and
generalizability to the underlying geometric graph data, we have the following results: 1. To study the
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robustness of our framework to the underlying network architecture, results on the mu and lumo
properties of the QM9 dataset using DimeNet™ [Gasteiger et al.,[2020a] as the backbone model are
presented in Section[A.7]of the Appendix due to space constraints. The results depict a similar pattern
as Figure [3] with the proposed method consistently outperforming all the baselines for both the
properties. A paired t-test, presented in Table 3| revealed that the performance improvement achieved
by our framework is statistically significant. 2. To study the generalizability of our framework to the
underlying geometric graph data, results on predicting atomic forces for Aspirin molecules in the
MD17 benchmark dataset [Chmiela et al., 2017b] using our framework are depicted in Section [A.8]of
the Appendix and further corroborate the potential of our framework.

MU: Query Budget 1,000 MU: Query Budget 1,500 MU: Query Budget 2,000
2400 Query 9 2200 Query 9 2200 Query g
—1—Random —J—Random
—1—L Lo —1—L Lo
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Iteration Number Iteration Number Iteration Number

Figure 4: Study of query budget on the active learning performance. The graphs show the mean
(averaged over 3 runs) and the errorbars for all the methods. The results with budget 1500 are the
same as the those presented in Figure E] and are included here for comparison. Best viewed in color.

4.3 Study of Query Budget 2200 Ablation Study: MU Ablation Study: LUMO
N - - -Coreset AN - - “Coreset
The goal Of thlS experlment is 2000 . Proposed: Diversity Only AIOOO . Proposed: Diversity Only
o o \
to study the effect of query bud- S 1409 S 900 .
get (batch size) on the AL per- S 1600 S
formance. The results on the Emo 800 el
i < < T
mu property with SphereNet < oo < .00
for query budgets 1, 000, 1, 500 ~-
1 1 i 1000 600
and.2, 000 are d.eplcted in Elg. 5 4 . 5 . .
Since Evidential Uncertainty Iteration Number Iteration Number

depicted much worse perfor- Figure 5: Ablation study results on the mu and lumo properties with
mance than all the methods, it SphereNet. Best viewed in color.

was excluded from this comparison. Our framework once again outperforms all the baselines consis-
tently for all the query budgets. As before, we conducted a paired t-test and the results are presented
in Appendix [A.9] From the p-values, we conclude that the error values furnished by our method
are statistically significantly better (p < 0.05) than all the baselines, consistently for all the query
budgets. These results are particularly significant from a practical standpoint as the available query
budget in a real-world application is dependent on time, resources, and other constraints.

4.4 Ablation Studies

We conduct ablation studies to examine the power of our diversity computing method, as it is our
primary contribution in this research. We perform experiments on the mu and lumo properties with
SphereNet from two aspects. Firstly, we compare our framework with only the diversity term in
Eq. 4| against Coreset, the state-of-the-art diversity-based AL technique. The results are reported in
Fig. [5] from which we note that the diversity component of our framework consistently furnishes
much lower MAE values than Coreset over all the AL iterations, for both properties. Secondly, we
also conducted experiments where we compared the performance of our overall framework (using
both uncertainty and diversity) against the baseline where only the uncertainty term in Eq. @) was
used for active sampling. The results revealed that removing the diversity term adversely affected
the performance of our framework. A paired t-test revealed that the improvement in performance
achieved by our diversity component is statistically significant (p < 0.05) for both these properties
(p = 0.0001 for mu and p = 0.04 for lumo). These results show the effectiveness of the proposed
diversity metric for AL framework to train a 3D GNN for molecular property prediction. Additionally,
we examine the individual impact of diversity and uncertainty components in Appendix [A.10] We
also compare our proposed diversity component with the SOAP-based diversity, and test our method
against BatchBALD [Kirsch et al.,[2019], a greedy clustering-based Bayesian uncertainty approach

in Appendix
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4.5 Computation Time Analysis

In this experiment, we analyze the computation time of all the methods studied in this paper. The
average time taken to query a batch of unlabeled samples and update the SphereNet model (one active
learning iteration) are shown in Table@ For fair comparison, all the methods were run on the same
NVIDIA RTX A4500 20GB GPU.

Table 2: Average (&£ std) time (minutes) taken by each method for
sample selection and training the SphereNet model (one iteration of
AL). Here, L. Loss refers to Learning Loss.

The computation time of our
framework is much less than
Coreset, which needs to solve
a mixed integer programming Random L.Loss Coreset Evidential  Ours
(MIP) problem. = The other 53+ 4.5 56+2.1 127+3.5 56+2.3 64.9+75
three methods have similar
computation time, as they don’t involve iterative algorithms. Our method takes only slightly more
time than them, owing to the implementation of a faster QP solver as mentioned in Sec. [2.3] as well
as our vectorized implementation to enable the use of GPUs to perform diversity matrix computation.
The performance studies in Sec. show that our framework is much more accurate than these
baselines, and the ablation studies in Sec. [f.4]indicate both the diversity and uncertainty components
are necessary to form a QP problem. Given the large margin of performance improvement, we think
the efficiency of our method is acceptable.

5 Conclusion, Limitations, Future Work, and Broader Impacts

We present a principled active learning framework with the goal of reducing the annotation cost
for learning from 3D molecules represented as 3D graphs. The sample selection is posed as a QP
problem, which selects samples with high mutual diversity and high uncertainty. Novel diversity and
uncertainty components are proposed for 3D graphs, with strong empirical results presented.

We present a model-agnostic diversity component for 3D graphs, and our method is provably at least
as powerful as any existing 3D GNN for learning geometric information. Even though our method
can set the upper bound of the accuracy of diversity sampling for 3D molecules, it remains unexplored
if such an advantage can be incorporated into 3D GNN models for diversity sampling. For example,
molecular similarity might be incorporated into 3D GNNs to achieve comparable AL performance.
Moreover, our experimental studies focus on small molecules in this work.

As part of future work, we plan to apply our methods to problems where much more accurate
but expensive annotation is required, such as computing molecular systems’ ground states using
the Schrodinger equation. DFT calculations are widely used but still involve approximations, as
Schrédinger equation is prohibitively expensive and its use is limited in very small molecules. Our AL
pipeline is anticipated to unleash greater potential in such extreme-scale applications. Additionally,
given AL needs several interactions with each requiring the model is well-trained, we test our methods
on the commonly used but medium-scale QM9 and MD17 datasets in this work. Even though we
think the empirical studies are sufficient to support our theory, we still plan to test the scalability of
our methods on large-scale molecule datasets, such as OC20 [[Chanussot et al., [2021]], in the future.

This work facilitates a new avenue in graph analysis by effective and efficient representation of 3D
geometric information, thereby dramatically advancing graph learning and mining. Our methods can
reduce the annotation cost for molecular data and also have the potential in a broad set of scientific
data types, such as materials and proteins, facilitating various disciplines including basic biology,
material science, and quantum chemistry. This work is anticipated to have strong impacts on drug
discovery and material design by enabling low-cost representation learning. Any positive and negative
societal impact associated with those applications and domains can be applied to our methods.
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A Appendix

A.1 Proofs of the Theorems and Propositions

Theorem 1. If A and B are triangular isometric, then A and B are reference distance isometric; If
A and B are cross-angle isometric, then A and B are triangular isometric.

Proof. Suppose that A and B are triangular isometric, then there exists a collection of global group
elements y; € SE(3) such that

(T27 f (afa.r) 3 f(al)) = (%‘7“17%afar>’7iai), vai S A.

It follows immediately that for each point a; € A, (12, f(a;)) = (vi71, via;) also holds. Thus, if A
and B are triangular isometric, then A and B are reference distance isometric.

Suppose that A and B are cross-angular isometric, then there exists a collection of global group
elements +y;; € SE(3) such that

(T.Qaf(aj)vf(ai)) = (’Yijﬁv%j%a%j%% vaiaaj € sz 7& .7

By fixing a; to be ayq- and the corresponding ;; to be +;, it follows immediately that for
each point a; € A, there exists a collection of global group elements ; € SE(3) such that
(ro, f (afar) 5 f(ai)) = (7471, ViGgar, via;i ). Thus, if A and B are cross-angular isometric, then A and
B are triangular isometric.

O

Proposition 1. GR,,,, is at least as expressive as the GWL test. In other words, G R, suffices to
distinguish any non-isomorphic molecular structures that are distinguishable by any 3D GNN.

Proof. We prove the case when the reference points r; and ry are the centroids of the point clouds
A and B, respectively. The proof for other choices of reference points follows analogously. First,
we will show that ¢, which is the function that gives us the geometric representation G R given a
point cloud, is E(3)-orbit injective.

Without loss of generality, assume that the centroids of these two point clouds are at the origin.
Otherwise, they can be fixed by a translation in T(3) = E(3)/O(3). For simplicity, we denote the
point f(a;) as b;, and bold symbol represents the corresponding vectors. Suppose that G Ry is the
same for both points clouds A and B, that is to say, we have the following conditions:

llas|| = ||bil|, Vi € N<y )
<a'fa.l‘7 a’l.> <bfa.l‘a b'l,> .
= ,» Vi€ Ngp (6)
sl - lasll [ Drall - [|bs ]l =
(Gtar, @5 — @) (btar, by — bj) o .
= , Vi,j € Ny, i # 5. @)
atl - [la; — aj| [[brar | - 1Bz — byl ="

It follows from (5) and () that for any & € N<,,,
(afar; @k) = (biar, bie).
Then, for all 4, j € N<,,,1 # 7,
(@far, a5 — aj) = (brar, by — bj).

Thus, it is clear from (7)) that all the pair-wise distances are the same, i.e., ||@; — a;|| = ||b; — bj||
forall,j € N<,,,7 # j. Thus

las — az)* = llas|* - 2 (@i, a5) + ||a ]*
I1bs — by |* = 1ball* — 2 (b, bs) + [1bs]|*
It follows that (a;, a;) = (b;, b;) from (3).

It is safe to assume that (ay,az, ..., ay) spans E3, otherwise the proof is trivial when all points
are co-planer. Without loss of generality, let (ay, a2, as) be a basis for E3. It is easy to see that
(b1, ba, b3) is also a basis for E3.
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Let X and Y denote the matrices whose columns are (a1, az, as) and (b1, ba, bs), respectively. Let
G denote the associated Gram matrix, i.e. G = X7 X = YTV, then G is symmetric and positive
semi-definite. Moreover, as both X and Y are full-rank, there exist orthogonal matrices @ x, Qy and
upper triangular matrices Rx , Ry such that

{ X =QxRx
Y = Qv Ry
then
G=XTX = RLRx
{ G=Y'TY = R} Ry

The form above follows the pattern of Cholesky decomposition. As G is symmetric and positive
semi-definite, the Cholesky decomposition is unique. Thus, Ry = Ry. Thus, X = Q XQ;lY,

where Qx Q5" is an orthogonal matrix. Thus, there exists g € O(3) such that gX =Y. If n < 3,
this completes the proof.

When n > 4, forany k > 4, ar, = E?:l c;a;, where {c;}3_, are uniquely determined by ¢; =
(ak,a;). Then, gag =g (Z§:1 ciai) = 2321 ci(ga;) = Z?:1 c;b; = bg.

Now, without loss of generality, we can conclude that if { (A) = ¢ (B), then there exists g € F(3)
such that gA = B. As we have an injective map, our method is naturally at least as expressive as the
GWL test for F(3) isomorphism. As a result, our method surpasses all existing 3D GNNs in terms of
distinguishing non-isomorphic point clouds.

O

A.2 Geometric Weisfeiler-Leman (GWL) Test

For the Geometric Weisfeiler-Leman (GWL) test, consider a graph G with its set of vertices repre-
sented as V(G) and its set of edges as £(G). A vertex in graph G is denoted by , and ; signifies the
()

set of vertices adjacent to <. The color of vertex i at iteration ¢ is given by c;
()

%

, and the geometric
object for vertex ¢ at iteration ¢ is represented by g

The procedure for the GWL test is as follows:

1. Initialization: Each vertex ¢ is assigned an initial color CEO)

typically based on its local property or geometric attributes.

and a geometric object g(o)

i

2. Iterative Aggregation: For each iteration ¢ > 1, the geometric object of each vertex i is
updated to aggregate geometric information from its ¢-hop neighborhood, represented as

gl(t), which includes the colors and geometric objects from the previous iteration of vertex @
and its neighbors.

3. Color Update: The color of each vertex ¢ at iteration ¢ is computed by aggregating the
geometric information around vertex 7 using a &-orbit injective and $-invariant function,

denoted by I-HASH, i.e., ¢{!) ;= [-HASH® (ggt)).

4. Termination: The procedure terminates when colors do not change from the previous
iteration or a predetermined maximum number of iterations is reached.

5. Graph Comparison: Finally, two geometric graphs G and H are geometrically non-
isomorphic if there exists some iteration ¢ for which the sets of colors of their vertices

are not equal, i.e., {{cgt) | i€ V(g)}} # {{cl(-t) | i€ V(H)}}
A.3 Statistical Moments

The equations that we used for calculating four moments are as follows.

The mean, often referred to as the average, represents the sum of all data points divided by the
number of data points and is given by
i1 T
ma—

Mean =

(®)
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Variance measures the spread or dispersion of a dataset and is defined as

S0 (2 — Mean)?
n—1 '

Variance =

©))

Skewness gauges the asymmetry of a dataset’s distribution. Here we sightly change its definition to
be positive for convenience as

S0, [ — Mean]? /n

Skewness = 35 (10)
{311 (z; — Mean)?/(n — 1)}
Kurtosis assesses the “tailedness” of a dataset’s distribution as
" i —M 4
Kurtosis = Lz (@ ean)’/n (11

{307 (e — Mean)?/(n — 1)}*
A.4 Schematic Diagram of our Framework

A schematic diagram of our active sampling framework is depicted in Fig. [6} We are given a labeled
training set L, an unlabeled set U and a query budget %k for each active learning iteration. The
SphereNet model is first trained on the labeled set L. In the second step, the trained model is applied
on the unlabeled set to compute a prediction uncertainty of each unlabeled molecule, which is used
to populate the uncertainty vector r; the diversity matrix D is also computed in this step where
D(i, j) is the diversity between unlabeled molecules z; and x;. Next, the QP problem is solved to
select k£ unlabeled molecules for annotation. These molecules are removed from the unlabeled set U
and appended to the labeled set L. The active sampling process is continued iteratively until some
stopping criterion is satisfied (taken as 7 iterations in our work).

Note that, computing the diversity matrix D in Step 3 needs to be executed just once for the whole
process. Once we have the initial D, as more and more samples are queried through AL, we keep
deleting the corresponding rows and columns from D to derive the updated matrix.

Train the BGGNN
model on L

Given: Labeled set L,

unlabeled set U,
active query budget k

Step 0 Apply the trained
model on U and
compute the
uncertainty vector r

Compute the
diversity matrix D
onU

AL Iterations

Solve the QP problem to select
a batch B with k samples from U
and get them annotated

Update the labeled set: Update the unlabeled set:
L=LUB U=uU-8B

Figure 6: Schematic diagram of the proposed active learning framework.

A.5 Related Work for Active Learning

Active Learning (AL) is a well-researched problem in the machine learning community
[2009]|. Uncertainty sampling is an important strategy for AL, where unlabeled samples with the
highest prediction uncertainties are queried for annotation. Several techniques have been explored to
compute the uncertainty, such as Shannon’s entropy [Guo and Schuurmans|, 2007} [Li and Guol [2013]],
the distance of a sample from the separating hyperplane for SVM classifiers [Tong and Koller, [2001],
the disagreement among a committee of classifiers regarding the label of a sample [Freund et al.,
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Figure 7: Active learning performance results. The graphs show the mean (averaged over 3 runs) and
the errorbars for all the methods. Best viewed in color.

1997, |Gilad-Bachrach et al.| |2005]], among others [Hoi et al., 2006, HOI et al., 2008} |Guo and Greiner
2007, [Freytag et al.l [2014]]. With the advent of deep learning, Deep AL has attracted significant
research attention [Hino, 2020, Ren et al., 2021[], Entropy-based methods are developed as well
[Wang and Shang} 2014, [Ranganathan et al.,|2017]]. [Yoo and Kweon| [2019]] cascaded a task-agnostic
loss learning module that queries samples with the highest predicted loss values. Huang et al.|[2021]]
proposed a strategy based on temporal output discrepancy. Techniques based on adversarial training
have also been explored [Sinha et al., 2019, Mayer and Timofte} 2020} Zhang et al., 2020, |Zhu and
Bento, |2017]]. Bayesian neural networks (BNNs) [Lampinen and Vehtari, [2001] [Titterington, |2004,
Goan and Fookes, [2020] and deep model ensemble [Lakshminarayanan et al., 2017, Huang et al.,
2017]] generally achieve superior performance but may induce excessive computational cost.

Diversity/representativeness based AL sampling has also been exploited. A core-set sampling
technique proposed by ? queries a batch of samples such that a model trained on the queried subset
is competitive for the remaining data samples. Diversity sampling has also been exploited in the
context of Bayesian neural networks [Kirsch et al. 2019]. [Buchert et al.| [2023] uses diversity
sampling, together with self-supervised representation learning to select an informative seed set for
AL. Combinations of uncertainty/diversity/representativeness-based criteria have also been used as
query functions in AL research [[Chakraborty et al.,[2015,|Wu et al.,|2022} |Ash et al., 2020].

A.6 Results with the Evidential Uncertainty Baseline

The active learning performance results on the four properties studied (mu, alpha, homo, and lumo)
are depicted in Fig. As mentioned in Sec. [{.2] we note that Evidential Uncertainty depicts
significantly high error values than the other methods, for all the four properties.

A.7 Performance using the DimeNet™ " Backbone

The objective of this experiment is to study the performance of our framework with DimeNet™
[Gasteiger et al.,[2020a]] as the backbone model of our active learning approach. We use the mu and
lumo properties from the QM9 dataset in this experiment. We use the same experimental setup as
detailed in Section[d.T]of the paper. The results are depicted in Figure[8] The proposed framework
consistently outperforms all the baselines at each AL iteration across both the datasets.

The results of the statistical tests of significance are reported in Table[3} Each entry in the table denotes
the p-value of the paired t-test between our method and the corresponding baseline (denoted in the
columns) for the property studied (denoted in the rows). We note that the performance improvement
achieved by our method is statistically significant (p < 0.05) compared to all the baselines for both
the properties. These results corroborate the robustness of our framework to the underlying GNN
backbone.

Table 3: The table shows the p-values obtained using paired t-test between the results our method
against each of the baselines for the mu and lumo properties, using Dimenet™ ™ backbone.

Baselines

Properties .
p Random Learning Loss Coreset

mu 1.56 x 1076 187 x10~* 1.25x10~*
lumo 855 x 107* 424 x 10~*  1.16 x 1072
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Figure 8: Study of our framework using the DimeNet*™™" backbone. The graphs show the mean
(averaged over 3 runs) and the errorbars for all the methods. Best viewed in color.
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Figure 9: Study of our framework on Aspirin molecules using the SphereNet backbone. Best viewed
in color.

A.8 Generalization: Performance on the MD17 Dataset

The research of 3D molecular learning is new, and there are only a few reliable benchmark datasets
for 3D molecules (containing atom types as well as XYZ coordinates for all atoms for each molecule).
To test the generalization ability of our proposed method, we study the performance of our framework
on the MD17 dataset [Chmiela et al., 2017a]. QM9 consists of molecules in equilibrium, while MD17
contains several thermalized (i.e., non-equilibrium, slightly moving) molecular systems. Additionally,
QMO contains various quantum properties for molecules, like the important homo and lomo orbitals.
MD17 is for dynamic system simulation, thus it contains labels for both the energy and atomic forces.
In summary, we test our methods on molecule systems in both equilibrium and non-equilibrium,
covering various quantum properties and molecular dynamics tasks.

We used 300 samples as the initial training set, 700 samples as the unlabeled set and 1,000 test
samples; we used 100 as the batch size and conducted 7 iterations of active learning. For this dataset,
we train the network for 500 epochs. The results on Aspirin molecules using the SphereNet as
the backbone of our GNN are depicted in Fig. [9] Our framework once again depicts promising
performance and attains the lowest MAE values across all the AL iterations compared to all the
baselines. These results further demonstrate the promise and potential of our method for scientific
applications.

A.9 Statistical Tests of Significance for the Query Budget Experiment

Tabled]reports the results of the statistical tests of significance for the study of query budget (presented
in Sec. 4.3). Each entry in the table denotes the p-value of the paired t-test between our method
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Table 4: The table shows the p-values obtained using paired t-test between the results our method
against each of the baselines for the mu property for query budgets 1, 000, 1, 500 and 2, 000.

Baselines

Budget Random Learning Loss Coreset Evidential

1000 758 x107%  1.05 x 107°  5.32x107° 2.46 x 10710
1500 754x107% 5.09x107° 151x107% 2.19x 1077
2000 790 x 1075 1.74x 1075 1.94x10~* 1.77x 108

and the corresponding baseline (denoted in the columns) for the query budget (denoted in the rows)
for the mu property. From the table, we note that the improvement in performance achieved by our
method is statistically significant (p < 0.05) compared to all the baselines, consistently for all the
query budgets.

A.10 Addtional Ablation Studies

The Individual Impact of Diversity and Uncertainty Components. In Fig. we present the
result on the individual impact of the diversity and uncertainty components. Our proposed method
outperforms the individual use of diversity or uncertainty alone. The key to this outperformance lies
in our method’s dual focus on both geometric importance and chemical contexts. Moreover, it can
be observed that the diversity component alone shows strong performance; it is only slightly less
effective than our method because it captures the geometries of molecules, which are fundamental in
distinguishing different molecules with different properties. On top of this, we also conduct statistical
tests to conclude that the improvement of our method is significant compared to only diversity or
only uncertainty in Table[3]

Table 5: The table shows the p-values obtained using paired t-test between the result of our method
against uncertainty only and diversity only components in ablation study for mu and lumo prediction.

Components
Properties . 3 .
p Uncertainty Only  Diversity Only
mu 1.24x107° 1.82x107%
lumo 7.46x1076 2.26x1074
Ablation Study: MU Ablation Study: LUMO
1800 900
—Diversity Only —Diversity Only
— —Uncertainty Only — —Uncertainty Only
S 1600 —Proposed 8 —Proposed
S) S 800
= 3
x 1400 x
w w
700
< 1200 g
1000 600
2 4 6 2 4 6
Iteration Number Iteration Number

Figure 10: Ablation study results studying the individual impact of uncertainty and diversity on the
mu and lumo properties with SphereNet. Best viewed in color.

A Comparison between Our Diversity Component and SOAP. We include a comparison between
our method and one that uses a well-known geometric descriptor in chemistry, the SOAP descriptor
[Bartok et al., 2013]]. SOAP produces descriptors that characterize local atomic environments using
spherical harmonics and radial basis functions. It incorporates both geometric information and
elemental (species) details. Table [6] presents the results on the QM9 dataset for two important
properties, mu and lumo. These results demonstrate that our diversity component clearly outperforms
SOAP. Consequently, our overall method, which combines both diversity and uncertainty, also
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surpasses the performance of the SOAP descriptors. The p-values in Table[7] further illustrate that our
proposed method significantly improves the selection strategy compared to SOAP. This improvement
can be attributed to the more localized nature of the SOAP descriptors and the inability to maintain
permutation invariance.

Table 6: The table shows a comparison between our proposed descriptor and the SOAP descriptor for
the properties mu and lumo, using SphereNet as the backbone.

. mu lumo
Iteration
SOAPD OurD SOAPB OurB SOAPD OurD SOAPB OurB
1 2154 1769 2057 1741 1016 890 1013 876
2 1901 1576 1877 1550 921 805 902 799
3 1732 1440 1721 1412 839 740 838 732
4 1701 1352 1539 1315 797 692 791 677
5 1587 1225 1456 1205 759 680 744 660
6 1414 1157 1345 1121 699 629 711 615
7 1322 1092 1280 1072 667 604 681 594

Abbreviations: D means using diversity Only; B means using both uncertainty + diversity.
The results from the method with superior performance are highlighted in bold.

Table 7: The table shows the p-values obtained from a paired t-test comparing the results of our
method against those of SOAP for the properties mu and lumo, using SphereNet as the backbone.

mu lumo
p-value 4.20 x 1076 2,51 x 1076

A Comparison between our method and BatchBALD. We investigate the impact of our quadratic
programming formulation compared to the greedy, clustering-based Bayesian uncertainty baseline,
BatchBALD [Kirsch et al.| 2019]], which selects a diverse batch of samples by maximizing mutual
information. Our method provides a more structured approach to uncertainty, particularly tailored for
3D molecular data. The results, presented in Fig. [T} demonstrate the effectiveness of our approach.
Additionally, we conducted statistical tests, as shown in Table@], which confirm that the improvement
of our method over the baselines is statistically significant. This outperformance can be attributed to
the components specifically designed for 3D molecular graphs.

Table 8: The p-values obtained using paired t-test between the results our method against each of the
baselines for all the properties studied. Here, L. Loss refers to Learning Loss.

Baselines
Random L. Loss Coreset Evidential BatchBALD

mu 7.54x107% 5.09x107° 1.51x10~* 2.19x10~7 7.20x10°°
alpha 1.06x1075  8.14x10™% 4.27x107° 2.72x10™% 4.86x10~¢
homo 2.26x107° 8.36x10~7 4.23x107% 1.71x107% 1.54x10~*
lumo 4.48x107° 1.25x107% 3.12x107% 2.39x10~6% 3.96x1075

Properties

A.11 Licenses for Existing Assets

We list all the licenses for existing assets in Table[9]
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Figure 11: Active learning performance results with SphereNet on QM9 Dataset. Best viewed in

color.
Table 9: Assets, Licenses, and Descriptions
Asset License Description
SphereNet [Liu et al.| GNU General Public License v3.0 GNN Model
DimeNet ™+ \ 2020a Hippocratic License v2.1 GNN Model
QM9 [Ramakrishnan et al./[2014] CC BY-NC-SA 4.0 International License  Benchmark Dataset

[Ramakrishnan et al.||2014]
ener and Savarese|2018]
Learning Loss | Yoo and Kweon!

Evidential Uncertainty [Beluch et al.

2019]

Amini et al.] 2020'

CC BY-NC-SA 4.0 International License =~ Benchmark Dataset

MIT License Active Learning Scheme
N/A Active Learning Scheme
N/A, Apache-2.0 License Active Learning Scheme
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our novelty, contributions, and scope are accurately supported theoretically
and empirically.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We include a separate Limitation paragraph at the end of the paper.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: The proofs are complete without strong assumptions.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The used dataset, baseline models, and implementation details are provided in
great detail in the main paper and the Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We have released the code and the link is provided in the paper.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Experimental setup details are provided in both the main paper and the
Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Most results are averaged over the three splits to rule out the effects of
randomness. Both means and error bars are given.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Detailed information on the used GPUs is provided.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted conform, in every respect, with the NeurIPS Code of
Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We include a separate paragraph to discuss the potential societal impacts of
our research.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risk of misuse.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The licenses for all the data and models we used are explicitly mentioned in
Table[9] In certain cases where no official implementation was released, we implemented
our own; thus, the license is not applicable, and we note N/A in the table.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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