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Abstract

This paper presents Dual Lagrangian Learning (DLL), a principled learning method-
ology for dual conic optimization proxies. DLL leverages conic duality and the
representation power of ML models to provide high-duality, dual-feasible solutions,
and therefore valid Lagrangian dual bounds, for linear and nonlinear conic opti-
mization problems. The paper introduces a systematic dual completion procedure,
differentiable conic projection layers, and a self-supervised learning framework
based on Lagrangian duality. It also provides closed-form dual completion for-
mulae for broad classes of conic problems, which eliminate the need for costly
implicit layers. The effectiveness of DLL is demonstrated on linear and nonlinear
conic optimization problems. The proposed methodology significantly outper-
forms a state-of-the-art learning-based method, and achieves 1000x speedups over
commercial interior-point solvers with optimality gaps under 0.5% on average.

1 Introduction

From power systems and manufacturing to supply chain management, logistics and healthcare,
optimization technology underlies most aspects of the economy and society. Over recent years, the
substantial achievements of Machine Learning (ML) have spurred significant interest in combining
the two methodologies. This integration has led to the development of new optimization algorithms
(and the revival of old ones) taylored to ML problems, as well as new ML techniques for improving
the resolution of hard optimization problems [1]]. This paper focuses on the latter (ML for optimiza-
tion), specifically, the development of so-called optimization proxies, i.e., ML models that provide
approximate solutions to parametric optimization problems, see e.g., [2]].

In that context, considerable progress has been made in learning primal solutions for a broad range of
problems, from linear to discrete and nonlinear, non-convex optimization problems. State-of-the-art
methods can now predict high-quality, feasible or close-to-feasible solutions for various applications
[2]. This paper complements these methods by learning dual solutions which, in turn, certify the
(sub)optimality of learned primal solutions. Despite the fundamental role of duality in optimization,
there is no dedicated framework for dual optimization proxies, which have seldom received any
attention in the literature. The paper addresses this gap by proposing, for the first time, a principled
learning methodology that combines conic duality theory with Machine Learning. As a result, it
becomes possible, for a large class of optimization problems, to design a primal proxy to deliver a
high-quality primal solution and an associated dual proxy to obtain a quality certificate.

1.1 Contributions and outline

The core contribution of the paper is the Dual Lagrangian Learning (DLL) methodology for learning
dual-feasible solutions for parametric conic optimization problems. DLL leverages conic duality to
design a self-supervised Lagrangian loss for training dual conic optimization proxies. In addition, the
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paper proposes a general dual conic completion using differential conic projections and implicit layers
to guarantee dual feasibility, which yields stronger guarantees than existing methods for constrained
optimization learning. Furthermore, it presents closed-form analytical solutions for conic projections,
and for dual conic completion across broad classes of problems. This eliminates the need for implicit
layers in practice. Finally, numerical results on linear and nonlinear conic problems demonstrate the
effectiveness of DLL, which a outperforms state-of-the-art learning baseline, and yields significant
speedups over interior-point solvers.

The rest of the paper is organized as follows. Section [2] presents the relevant literature. Section 3]
introduces notations and background material. Section [ presents the DLL methodology, which
comprises the Lagrangian loss, dual completion strategy, and conic projections. Section [5|reports
numerical results. Section [6]discusses possible the limitations of DLL and possible extensions, and
Section 7| concludes the paper.

2 Related works

Constrained Optimization Learning The vast majority of existing works on optimization proxies
focuses on learning primal solutions and, especially, on ensuring their feasibility. This includes, for
instance, physics-informed training loss [3| 14, [5], mimicking the steps of an optimization algorithm
[6} [7, (8], using masking operations [9, [10], or designing custom projections and feasibility layers
[L1L[12]. The reader is referred to [2] for an extensive survey of constrained optimization learning.

Only a handful of methods offer feasibility guarantees, and only for convex constraints; this latter
point is to be expected since satisfying non-convex constraints is NP-hard in general. Implicit layers
[13] have a high computational cost, and are therefore impractical unless closed-form solutions are
available. DC3 [5] uses equality completion and inequality correction, and is only guaranteed to
converge for convex constraints and given enough correction steps. LOOP-LC [14]] uses a gauge
mapping to ensure feasibility for bounded polyhedral domains. RAYEN [12] and the similar work in
[L5] use a line search-based projection mechanism to handle convex constraints. All above methods
employ equality completion, and the latter three [[14} 12} [15] assume knowledge of a strictly feasible
point, which is not always available.

Dual Optimization Learning To the authors’ knowledge, dual predictions have received very
little attention, with most works using them to warm-start an optimization algorithm. In [16], a
primal-dual prediction is used to warm-start an ADMM algorithm, while These works consider
specific applications, and do not provide dual feasibility guarantees. More recently, [0, [8] attempt
to mimic the (dual) steps of an augmented Lagrangian method, however with the goal of obtaining
high-quality primal solutions.

In the mixed-integer programming (MIP) setting, [17]] and [18] use a dual prediction as warm-start in
a column-generation algorithm, for cutting-stock and unit-commitment problems, respectively. In
a similar fashion, [19] consider a (combinatorial) Lagrangian relaxation of Traveling Salesperson
Problem (TSP) Most recently, [20] consider learning Lagrangian multipliers for mixed-integer linear
programs. Therein, a machine learning model predicts Lagrange multipliers, and a Lagrangian sub-
problem is solved to obtained a Lagrangian dual bound. This approach only supports linear constraints
for the Lagrangian, and it requires an external combinatorial solver to solve the subproblem, which
may be NP-hard in general.

The first work to explicitly consider dual proxies in the context of conic optimization, and to offer
dual feasibility guarantees, is [21], which learns a dual proxy for a second-order cone relaxation of the
AC Optimal Power Flow. Klamkin et al. [22] later introduce a dual interior-point learning algorithm
to speed-up the training of dual proxies for bounded linear programming problems. In contrast,
this paper proposes a general methodology for conic optimization problems, thus generalizing the
approach in [21]], and provides more extensive theoretical results. The dual completion procedure
used in [22, Lemma 1] is a special case of the one proposed in this paper.
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3 Background

This section introduces relevant notations and standard results on conic optimization and duality,
which lay the basis for the proposed learning methodology. The reader is referred to [23]] for a
thorough overview of conic optimization.

3.1 Notations

Unless specified otherwise, the Euclidean norm of a vector z € R™ is denoted by ||z| = Va Tz.

The positive and negative part of 2 € R are denoted by 27 = max(0,z) and 2~ = max(0, —z).
The identity matrix of order n is denoted by I,,, and e denotes the vector of all ones. The smallest
eigenvalue of a real symmetric matrix X is Apin (X).

Given a set X C R"™, the interior and closure of X are denoted by int X’ and by cl X', respectively.
The Euclidean projection onto convex set C is denoted by 11, where

le(#) = argmin ||z — z*. )
Te

The set CCR"™isaconeifx € K,A > 0= Az € K. The dual cone of K is
K*={yeR":y'z>0VrecKk}, 2)

whose negative K° = —* is the polar cone of K. A cone K is self-dual if JC = K*, and it is pointed
if L N (—K)={0}. All cones considered in the paper are proper cones, i.e., closed, convex, pointed
cones with non-empty interior. A proper cone K defines conic inequalities =i and >k as

V(z,y) e R"xR", z =y & -y ek, (3a)
Y(z,y) ER"XR™, z =y < = —y € int K. (3b)

3.2 Conic optimization

Consider a (convex) conic optimization problem of the form
min {CT.’E ’ Az = b}, 4
x

where A € R™*" heR™, ¢c€R"”, and K is a proper cone. All convex optimization problems can be
formulated in conic form. A desirable property of conic formulations is that is enables the use of
principled conic duality theory [23]. Namely, the conic dual problem reads

max {bTy | ATy:c,yGIC*}. 5)
Y

The dual problem (9) is a conic problem, and the dual of (B) is (d). Weak conic duality always
holds, i.e., any dual-feasible solution provides a valid lower bound on the optimal value of (4}, and
vice-versa. When strong conic duality holds, e.g., under Slater’s condition, both primal/dual problems
have the same optimal value and a primal-dual optimal solution exists [23]].

Conic optimization encompasses broad classes of problems such linear and semi-definite program-
ming. Most real-life convex optimization problems can be represented in conic form using only a
small number of cones [24], which are supported by off-the-shelf solvers such as Mosek, ECOS, or
SCS. These so-called “standard” cones comprise the non-negative orthant R, the second-order cone
@ and rotated second-order cone Q,., the positive semi-definite cone S, the power cone P and the
exponential cone &; see Appendix [B]for algebraic definitions.

4 Dual Lagrangian Learning (DLL)

This section presents the Dual Lagrangian Learning (DLL) methodology, illustrated in Figure[T] for
learning dual solutions for conic optimization problems. DLL combines the representation power of
artificial neural networks (or, more generally, any differentiable program), with conic duality theory,
thus providing valid Lagrangian dual bounds for general conic optimization problems. 7o the best of
the authors’ knowledge, this paper is the first to propose a principled self-supervised framework with
dual guarantees for general conic optimization problems.
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Dual Completion
L se argmax, h'z

i st. H'z=c—A"g,

Gradient step VoL(§) [

Figure 1: Illustration of the proposed DLL scheme. Given input data (A, b, H, h, ¢), a neural network
first predicts § € R™. Next, a conic projection layer computes a conic-feasible § € K*, which is then
completed into a full dual-feasible solution (¢, 2). The model is trained in a self-supervised fashion,
by updating the weights 6 to maximize the Lagrangian dual bound £().

DLL exploits three fundamental building blocks: (1) a dual conic completion procedure that provides
dual-feasible solutions and, hence, valid Lagrangian dual bounds; (2) fast and differentiable conic
projection layers; and (3) a self-supervised learning algorithm that emulates the steps of a dual
Lagrangian ascent algorithm.

4.1 Dual Conic Completion

Consider a conic optimization problem in primal-dual form

min c'x (6a) max by +h'z (7a)
st. Az = b, (6b) st. Aly+H z=¢, (7b)
Hzx =¢c h, (6¢) yeK*, zeC". (7c)

where y € C* and z € C* are the dual variables associated to constraints (6b) and (6c)), respectively.
The proposed dual conic completion, outlined in Theorems I and 2] below, takes as input § € K*, and
recovers Z € C* such that (g, 2) is feasible for (7). The initial assumption that § € X* can be enforced
through a projection step, which will be described in Section[4.2]

Theorem [T| (Dual conic completion). Assume thatVy € K*,3x : Hx ¢ h and the problem
min {cTac +(b— Ax)TQ ’ Hx ¢ h} )

is bounded. Then, Vjj € K*,32€C*: AT+ H'" 2 = ¢ i.e., (1, 2) is feasible for (7).

Theorem 2| (Optimal dual completion). Let §j € K*, and let % be dual-optimal for (8).

Then, L(4,2) = b4 + h' 2 is a valid dual bound on the optimal value of (), and L({, 2) is the
strongest dual bound that can be obtained after fixing y = ¢ in ().

It is important to note the theoretical differences between the proposed dual completion, and applying
a generic method, e.g., DC3 [J3], LOOP-LC [[14] or RAYEN [[12], to the dual problem (7). First,
LOOP-LC is not applicable here, because it only handles linear constraints and requires a compact
feasible set, which is not the case in general for (7). Second, unlike RAYEN, Theorem does not
require an explicit characterization of the affine hull of the (dual) feasible set, nor does it assume
knowledge of a strictly feasible point. In fact, Theorem [T]applies even if the feasible set of (7)) has an
empty interior. Third, the proposed dual completion enforces both linear equality constraints
and conic constraints (7c). In contrast, the equality completion schemes used in DC3 and RAYEN
enforce equality constraints but need an additional mechanism to handle inequality constraints.
Fourth, the optimal completion outlined in Theorem [2] provides guarantees on the strength of the
Lagrangian dual bound £(g, 2). This is a major difference with DC3 and RAYEN, whose correction
mechanism does not provide any guarantee of solution quality. Overall, the fundamental difference
between generic methods and the proposed optimal dual completion, is that the former only exploit
dual feasibility constraints (Tb)—(7c), whereas DLL also exploits (dual) optimality conditions, thus
providing additional guarantees.

Another desirable property of the proposed dual completion procedure, is that it does not require the
user to formulate the dual problem (7)) explicitly, as would be the case for DC3 or RAYEN. Instead,
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the user only needs to identify a set of primal constraints that satisfy the conditions of Theorem ]
For instance, it suffices to identify constraints that bound the set of primal-feasible solutions. This
is advantageous because practitioners typically work with primal problems rather than their dual.
The optimal dual completion can then be implemented via an implicit optimization layer. Thereby,
in a forward pass, 2 is computed by solving the primal-dual pair 8)—(27) and, in a backward pass,
gradient information is obtained via the implicit function theorem [25]].

The main limitations of implicit layers are their numerical instability and their computational cost,
both in the forward and backward passes. To eliminate these issues, closed-form analytical solutions
are presented next for broad classes of conic optimization problems; other examples are presented in
the numerical experiments of Section 3]

Example [I] (Bounded variables). Consider a conic optimization problem with bounded variables
min {ch|Aar = b,leSu} )

where | < u are finite lower and upper bounds on all variables x. The dual problem is

min {bTy—HTzl—uTz“ | ATy+2d -2 =cye k2l >0,2% 20} (10)

y,2t, 2
and the optimal dual completion is ' = |c — ATj|*, 3% =|c— ATg|~.

The assumption in Example ] that all variables have finite bounds holds in most —if not all- real-life
settings, where decision variables are physical quantities (e.g. budgets or production levels) that are
naturally bounded. The resulting completion procedure is a generalization of that used in [22]] for
linear programming (LP) problems.

Example E] (Trust region). Consider the trust region problem [26]

min {ch | Az =i b, ||z| <7} (11)

x

where r>0, ||| is a norm, and ||z||<r < (r,x) € C={(t,z) | t>||z||}. The dual problem is

max {bTy—’f‘Zo | ATy4+z=cye K", (20,2) GC*} (12)
Y,20,2
where |||« is the dual norm and C*={(t,z) |t>||x||«} [27]. The optimal dual completion is
= c— AT, % = |2
Z=c 7, 2o X

Example 3] (Convex quadratic objective). Consider the convex quadratic conic problem

min  {2x 2" Qz+c x| Az =k b}, (13)

where Q = F'T F is positive definite. The problem can be formulated as the conic problem

min {q—i—cTa? ‘ Az = b,(1,q,Fx) € Qg‘*‘”} (14)
x

whose dual is

max {bTy—zo ’ ATy+F z=¢(1,20,2) € Q%Jr”}. (15)

Y,20,2

The optimal dual completionis 2 = F~ " (c — AT9), 20 = 1/2||2||%.

4.2 Conic Projections

The second building block of DLL are differentiable conic projection layers. Note that DLL only
requires a valid projection onto *, which need not be the Euclidean projection Ilx«. Indeed, the
latter may be computationally expensive and cumbersome to differentiate. For completeness, the
paper presents Euclidean and non-Euclidean projection operators, where the latter are simple to
implement, computationally fast, and differentiable almost everywhere. Closed-form formulae are
presented for each standard cone in Appendix [B] and an overview is presented in Table
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Table 1: Overview of conic projections for standard cones

Cone Definition Euclidean projection  Radial projection

Ry Appendix|B.[| (ER) (ER)
Q  Appendix|[B (38) (39

Sy Appendix @1 #2)
no closed form (@3] and @7)
(&L

& Appendix
P Appendix [B.5) no closed form

4.2.1 Euclidean projection

Let /C be a proper cone, and Z € R™. By Moreau’s decomposition [28]],

Z =k (T) + Uke (2), (16)

which is a reformulation of the KKT conditions of the projection problem (T)), i.e.,
T=p—q, peK, qek*, p'qg=0. (17)
It then follows that IIjc« (Z) = —IIx- (—Z), by invariance of Moreau’s decomposition under orthogo-

nal transformations. Thus, it is sufficient to know how to project onto K to be able to project onto
K* and K°. Furthermore, (I6) shows that ITx is identically zero on the polar cone K°. In a machine
learning context, this may cause gradient vanishing issues and slow down training.

4.2.2 Radial projection

Given an interior ray p >x 0, the radial projection operator IIf. is defined as

i (Z) =T+ Ap where A= r)\n>irol{)\ |Z 4+ Ap € K}. (18)

The name stems from the fact that IT{- traces ray p from Z until K is reached. Unlike the Euclidean
projection, it requires an interior ray, which however only needs to be determined once per cone. The
radial projection can then be computed, in general, via a line search on A or via an implicit layer.
Closed-form formulae for standard cones and their duals are presented in Appendix [B]

4.3 Self-Supervised Dual Lagrangian Training

The third building block of DLL is a self-supervised learning framework for training dual conic
optimization proxies. In all that follows, let £ = (A, b, H, h, ¢) denote the data of an instance (6)), and
assume a distribution of instances & ~ =. Next, let My be a differentiable program parametrized
by 6, e.g., an artificial neural network, which takes as input £ and outputs a dual-feasible solution
(9, 2). Recall that dual feasibility of (¢, £) can be enforced by combining the dual conic projection
presented in Section[4.2} and the optimal dual completion outlined in Theorem 2]

The proposed self-supervised dual lagrangian training is formulated as
max Bewz [£(7,2€)] (19)

st (,2) = Mo (), (19b)

where £(7,2,6)=b" 9+ h' 2 is the Lagrangian dual bound obtained from (g, 2) by weak duality.
Thereby, the training problem (T9) seeks the value of # that maximizes the expected Lagrangian dual
bound over the distribution of instances =, effectively mimicking the steps of a (sub)gradient algorithm.
Note that, instead of updating (7, £) directly, the training procedure computes a (sub)gradient
O L(y, 2,€) to update 6, and then obtains a new prediction (§, £) through M,. Also note that
formulation (I9) does not required labeled data, i.e., it does not require pre-computed dual-optimal
solutions. Furthermore, it applies to any architecture that guarantees dual feasibility of (¢, 2), i.e., it
does not assume any specific projection nor completion procedure.

5 Numerical experiments

This section presents numerical experiments on linear and nonlinear optimization problems; detailed
problem formulations, model architectures, and other experiment settings, are reported in Appendix
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Table 2: Comparison of optimality gaps on linear programming instances.

DC3 DLL

m n Opt val* avg. std max  avg. std  max

5 100 148119 19.58 186 4142 036 020 1.36
200 296604  20.58 1.41 4947 0.18 0.10 0.84
500  74267.0 3370 129 4154 0.07 0.04 0.30

10 100 146758  41.85 251 69.58 0.68 0.25 2.15
200  29450.7 36.88 228 10090 0.34 0.13 0.96
500 737775 100.04 338 104.00 0.14 0.06 0.46

30 100 144415 15949 554 16631 193 037 3.31
200  29156.1 25524 842 25925 096 020 1.83
500 733143 27478 791 27740 038 0.09 0.75

All gaps are in %; best values are in bold. *Mean optimal value on test set; obtained with Gurobi.

The code used for experiments is available under an open-source license The proposed DLL
methodology is evaluated against applying DC3 to the dual problem as a baseline. Thereby,
linear equality constraints and conic inequality constraints are handled by DC3’s equality
completion and inequality correction mechanisms, respectively. The two approaches (DLL and DC3)
are evaluated in terms of dual optimality gap and training/inference time. The dual optimality gap
is defined as (£* — L(g,2))/L*, where L* is the optimal value obtained from a state-of-the-art
interior-point solver.

5.1 Linear Programming Problems

5.1.1 Problem formulation and dual completion

The first set of experiments considers continuous relaxations of multi-dimensional knapsack problems
[29, 30]], which are of the form

min {prm | Wz < b,z € |0, 1}"} (20)
where p € R, W € R"*", and b € R"". The dual problem reads

max {bTy —e'z" | Why+2l—24=—p,y<0,2>0,2% >0, } 21

y,Zl,Z“

where y € R™ and 2, 2% € R™. Since variables  is bounded, the closed-form completion presented
in Exampleapplies. Namely, 2! = |-p—W Tg|* and 2% = |—p—W "§|~, where §j € R™.

5.1.2 Numerical results

Table 2] reports, for each combination of m, n: the average optimal value obtained by Gurobi (Opt
val), as well as the average (avg), standard-deviation (std) and maximum (max) optimality gaps
achieved by DC3 and DLL on the test set. First, DLL significantly outperforms DC3, with average
gaps ranging from 0.07% to 1.93%, compared with 19.58%-274.78% for DC3, an improvement of
about two orders of magnitude. A similar behavior is observed for maximum optimality gaps. The
rest of the analysis thus focuses on DLL. Second, an interesting trend can be identified: optimality
gaps tend to increase with m and decrease with n. This effect may be explained by the fact that
increasing m increases the output dimension of the FCNN; larger output dimensions are typically
harder to predict. In addition, a larger n likely provides a smoothing effect on the dual, whose solution
becomes easier to predict. The reader is referred to [30] for probabilistic results on properties of
multi-knapsack problems.

Next, Table[3|reports computing time statistics for Gurobi, DC3 and DLL. Namely, the table reports,
for each combination of m, n, the time it takes to execute each method on all instances in the test
set. First, DLL is 3-10x faster than DC3, which is caused by DC3’s larger output dimension (m+n,
compared to m for DLL), and its correction steps. Furthermore, unsurprisingly, both DC3 and DLL

"https://github.com/AI40PT/Duallagrangianlearning
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Table 3: Computing time statistics for linear programming instances

m n  Gurobi' DC3* DLL}

5 100 2.8 CPU.s 2.1 GPU.ms 0.3 GPU.ms
200 4.1 CPU.s 4.0 GPU.ms 0.7 GPU.ms
500 6.6 CPU.s 13.2 GPU.ms 3.0 GPU.ms

10 100 3.7 CPU.s 2.3 GPU.ms 0.4 GPU.ms
200 6.1 CPU.s 4.9 GPU.ms 1.1 GPU.ms
500 11.9CPUs 17.2 GPU.ms 4.7 GPU.ms

30 100 14.0CPU.s 4.6 GPU.ms 0.9 GPU.ms
200 21.3CPUs  10.4 GPU.ms 2.5 GPU.ms
500 40.0CPU.s 39.5GPU.ms 13.6 GPU.ms

TTime to solve all instances in the test set, using one CPU core. Time to run inference on all instances in the
test set, using one V100 GPU.

yield substantial speedups compared to Gurobi, of about 3 orders of magnitude. Note however that
Gurobi’s timings could be improved given additional CPU cores, although both ML-based methods
remain significantly faster using a single GPU.

5.2 Nonlinear Production and Inventory Planning Problems

5.2.1 Problem formulation and dual completion

The second set of experiments considers the nonlinear resource-constrained production and inventory
planning problem [31} 32]. In primal-dual form, the problem reads

min d'z+ 't (22a) Jmax by — V2e' o, (23a)
st. r'z<b, (22b) st ry+m=d, (23b)
(zj,t5,V2) € @2, j=1,..,n  (22¢) =1 (23¢)

y <0, (23d)

(mj,75,05) € Q) j=1,...n (23e)

where 7, d, f € R are positive vectors, and b > 0. Primal variables are z,¢ € R", and the dual
variables associated to constraints and (22d) are y € R_, and 7, 0, 7 € R™, respectively.

Note that (22¢) implies x,¢ > 0. Next, let y < 0 be fixed, and consider the problem
min {d—yr)Tz+ fTt+by | @29} . (24)

Problem (24)) is immediately strictly feasible, and bounded since (d — yr), f >0 and z, ¢ > 0. Hence,
Theorems [I]and 2] apply, and there exists a dual-optimal completion to recover 7, o, 7. A closed-form
completion is then achieved as follows. First, constraints and yieldmr =d—ryand T = f.
Next, note that o only appears in constraint (23¢) and has negative objective coefficient. Further
noting that can be written as 0]2- < 277y, it follows that o; = —/27;7; at the optimum.

5.2.2 Numerical Results

Table [ reports optimality gap statistics for DC3 and DLL. Similar to the linear programming setting,
DLL substantially outperforms DC3, with average optimality gaps ranging from 0.23% to 1.03%,
compared with 70.76%-87.01% for DC3. In addition, DLL exhibits smaller standard deviation and
maximum optimality gaps than DC3. These results can be explained by several factors. First, the
neural network architecture used in DC3 has output size n+ 1, compared to 1 for DLL; this is because
DLL leverages a more efficient dual completion procedure. Second, a closer examination of DC3’s
output reveals that it often fails to satisfy the (conic) inequality constraints and (23¢). More
generally, DC3 was found to have much slower convergence than DLL during training. While the
performance of DC3 may benefit from more exhaustive hypertuning, doing so comes at a significant
computational and environmental cost. This further highlights the benefits of DLL, which requires
minimal tuning and is efficient to train.
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Table 4: Comparison of optimality gaps on production planning instances.

DC3 DLL

n Opt val* avg. std max  avg. std max

10 34418 70.76 9.42 9023 0.23 0.57 17.05
20 69882 7852 6.67 9231 041 0.69 9.04
50 17667.4 81.70 541 92.69 1.03 1.69 21.68
100 35400.2 8325 478 9331 037 0.57 6.69
200 70889.5 84.06 420 9344 029 0.46 4.81
500 177060.0 86.74 3.80 93.74 046 0.73 9.92
1000 3540375 87.01 3.71 93.80 0.36 0.48 4.44

All gaps are in %; best values are in bold. *Mean optimal value on test set; obtained with Mosek.
Table 5: Computing time statistics for nonlinear instances

n Mosek DC3* DLL?

10 73.5 CPU.s 2.7 GPU.ms 0.2 GPU.ms
20 75.3 CPU.s 2.7 GPU.ms 0.2 GPU.ms
50 15.4 CPU.s 2.7 GPU.ms 0.2 GPU.ms
100 24.9 CPU.s 2.7 GPU.ms 0.4 GPU.ms
200 49.9 CPU.s 5.1 GPU.ms 1.0 GPU.ms
500 98.8 CPU.s 15.9 GPU.ms 5.1 GPU.ms
1000 203.0CPU.s 41.5GPU.ms 19.0 GPU.ms

Time to solve all instances in the test set, using one CPU core. *Time to run inference on all instances in the
test set, using one V100 GPU.

Finally, Table [5|reports computing time statistics for Mosek, a state-of-the-art conic interior-point
solver, DC3 and DLL. Abnormally high times are observed for Mosek and n=10, 20. These are most
likely caused by congestion on the computing nodes used in the experiments, and are discarded in the
analysis. Again, DC3 and DLL outperform Mosek by about three orders of magnitude. Furthermore,
DLL is about 10x faster than DC3 for smaller instances (n<100), and about 2x faster for the largest
instances (n=1000). This is caused by DC3’s larger output dimension and correction steps.

6 Discussion

6.1 Mixed-Integer Nonlinear Programming Setting

The proposed Dual Lagrangian Learning framework directly extends to the mixed-integer nonlinear
programming (MINLP) setting. Consider a general MINLP problem of the form

min  {f(z) | h(z) = 0,9(z) 2 0}, (25)

where X CR™ denotes a possibly discrete domain. Given Lagrange multipliers A € R™ and ;1 € R,
associated to equality and inequality constraints, the corresponding Lagrangian dual bound is

LOp) =min f(z) = ATh(z) — pg(x). (26)

Note that (26) is the MINLP counterpart of (8] in the conic setting.

The dual Lagrangian function £(\, p) is concave, non-smooth, and admits sub-differentials of the
form O\L = —h(z), 0,L = —g(z), where T is an optimal solution of (26). The self-supervised
learning framework of Section4.3]can then be applied out of the box, wherein an ML model predicting
(A, ) is trained in a self-supervised fashion by maximizing the dual bound £(A, ut). This approach is
followed in, e.g., [20] for mixed-integer linear problems, and [6} 8] for nonlinear problems.

Despite natural similarities between the (convex) conic and MINLP settings, several intrinsic limi-
tations appear in the latter. First, although the domain of (X, 1) € R™ x R% is simple, and can be
enforced via, e.g., ReLU activations, evaluating £(\, 1) is not. Indeed, this requires solving the
MINLP problem 26)) to optimality, which is NP-hard in general. In contrast, the proposed dual conic
completion can be performed efficiently, and closed-form solutions are available for broad classes of
problems. Second, (sub)gradient information OL is obtained from an optimal solution of (26)), which
poses obvious limitations if is solved approximately. Third, arbitrary values of A, © may result in
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(26) being unbounded, yielding a dual bound of —oo and no usable gradient information. In contrast,
in the conic setting, Theorem [I| provides sufficient conditions under which dual completion is always
possible. Finally, an intrinsic limitation in the MINLP setting is the absence, in general, of strong
duality. Therefore, even predicting a dual-optimal (\, 1) may be insufficient to prove optimality, thus
requiring additional computation such as branching. In contrast, the strong conic duality theorem
[23] offers a robust foundation to obtain high-quality dual bounds efficiently.

6.2 Limitations

The main theoretical limitation of the paper is that it considers convex conic optimization problems,
and therefore does not consider discrete decisions nor general non-convex constraints. Since convex
relaxations are typically used to solve non-convex problems to global optimality, the proposed
approach is nonetheless still useful in non-convex settings. Furthermore, as pointed out in Section
[6.1] the DLL framework extends naturally to the MINLP setting, by leveraging Lagrangian duality
for discrete and/or nonlinear problems. However, this approach suffers from several theoretical and
computational limitations.

On the practical side, the optimal dual completion presented in Section .| requires, in general, the
use of an implicit layer, which is typically not tractable for large-scale problems. In the absence of a
known closed-form optimal dual completion, it may still be possible to design efficient completion
strategies that at least ensure dual feasibility. One such strategy is to introduce artificial large bounds
on all primal variables, and use the completion outlined in Example[I] Finally, all neural network
architectures considered in the experiments are fully-connected neural networks. Thus, a separate
model is trained for each input dimension. Nevertheless, the DLL methodology is applicable to graph
neural network architectures, which would support arbitrary problem size. The use of GNN models
in the DLL context is a promising avenue for future research.

7 Conclusion

The paper has proposed Dual Lagrangian Learning (DLL), a principled methodology for learning
dual conic optimization proxies. Thereby, a systematic dual conic completion, differentiable conic
projection layers, and a self-supervised dual Lagrangian training framework have been proposed.
The effectiveness of DLL has been demonstrated on numerical experiments that consider linear
and nonlinear conic problems, where DLL significantly outperforms DC3 [3]], and achieves 1000x
speedups over commercial interior-point solvers.

One of the main advantages of DLL is its simplicity. The proposed dual completion can be stated
only in terms of primal constraints, thus relieving users from the need to explicitly write the dual
problem. DLL introduces very few hyper-parameters, and requires minimal tuning to achieve
good performance. This results in simpler models and improved performance, thus delivering
computational and environmental benefits.

DLL opens the door to multiple avenues for future research, at the intersection of ML and optimization.
The availability of high-quality dual-feasible solutions naturally calls for the integration of DLL in
existing optimization algorithms, either as a warm-start, or to obtain good dual bounds fast. Multiple
optimization algorithms have been proposed to optimize Lagrangian functions, which may yield
more efficient training algorithms in DLL. Finally, given the importance of conic optimization in
numerous real-life applications, DLL can provide a useful complement to existing primal proxies.
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A Proofs for Section [d| (Dual Lagrangian Learning (DLL))

Theorem [I] (Dual conic completion). Assume that ¥y € K*,3x : Hx ¢ h and the problem
min  {c'z+ (b— Az)"§ | Hz =¢ h} (®)

is bounded. Then, Vj € K*,32€C* : ATg+ H' 2 = ¢, i.e, (9, 2) is feasible for (7).

Proof. Lety € K*, and recall that (8) is bounded and strictly feasible. By strong duality, its dual
max {hTz—I—bTQ Hz=c— A"y, = GC*} 27

is solvable [BTNOI]. Therefore, there exists a feasible solution Z for (27). By construction, 2 € C*
and AT9 + H' 2 = c, hence (7, 2) is feasible for (7). O

Theorem 2| (Optimal dual completion). Ler § € K*, and let % be dual-optimal for ().
Then, L(3,2) = b9 + h' 2 is a valid dual bound on the optimal value of (6), and L(4, 2) is the
strongest dual bound that can be obtained after fixing y = v in (/).

Proof. First, recall that Z exists by strong conic duality; see proof of Theorem Furthermore, (3, %)
is feasible for (7)) by construction. Thus, by weak duality, the Lagrangian bound £() = b9 + h' 2
is a valid dual bound on the optimal value of (6)). Finally, fixing y = ¢ in (7) yields

max  {(7a) | (70), (7). y = 9}, (28)
Y,z
which is equivalent to (27). Hence, its optimal value is b' §+h ' 2 = L(§, 2) by definition of 2. [

Example 1] (Bounded variables). Consider a conic optimization problem with bounded variables

min {ch | Arx = bl <z < u} )
where I < u are finite lower and upper bounds on all variables x. The dual problem is
mlin {bTerszl —u' Y | ATy+d -2 =cye K20 >0,2% > 0} (10)
y,zt,zY

and the optimal dual completion is ' = |c — ATj|t, 2% = |c — ATg|~.

Proof. Let gy € K* be fixed. Fixing y = ¢ in the dual problem yields

max [Tzl —uT2® (29)

zlzw
st Zl—t=c— ATy (30)
22" > 0. (31)

Eliminating 2! = 2% + (¢ — AT§), the problem becomes
max (I—u) 2" +1"(c—ATY) (32)
o

st. 24> —(c—ATY) (33)
24 > 0. (34)

Since [ < w, i.e., the objective coefficient of z" is negative, and the problem is a maximization
problem, it follows that z* must be as small as possible in any optimal solution. Hence, at the

optimum, 2% = max(0, —(c — ATy)) = [c — ATg|",and 2! = |[c — ATj|T. O
Example 2| (Trust region). Consider the trust region problem [NW99]
mwin {cT;v | Az =i b, [|z]| < r} (11)
where r>0, ||-|| is a norm, and ||z||<r < (r,x) € C={(t,z) |t>||z||}. The dual problem is
max {bTy—rz| ATy +2=cye K", (20,2) €C*} (12)

where ||-|| is the dual norm and C* ={(t,x) | t>||x||.} [BVO4)]. The optimal dual completion is
Z=c— A9 20 = ||2]|«
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Proof. The relation 2 = ¢ — AT is immediate from the dual equality constraint ATy + z = c.
Next, observe that z appears only in the constraint (zg, z) € C*, and has negative objective coeffient.
Hence, zo must be as small as possible in any optimal solution. This yields 29 = ||Z||. O

Example 3] (Convex quadratic objective). Consider the convex quadratic conic problem

min {1/2 Xz ' Qz+c'z | Az =k b} , (13)
where Q = F'T F is positive definite. The problem can be formulated as the conic problem
min {q +c'z | Az = b,(1,q,Fz) € Q?f”} (14)
whose dual is
max {bTyfzo | ATy+FTz=1¢(1,2,2) € Q%Jr"}. (15)
Y,%0,2

The optimal dual completionis 2 = F~ " (c — AT9), 20 = 1/2||2||%

Proof. The proof uses the same argument as the proof of Example Namely, 2 = F~ T (c — AT9)
is immediate from the dual equality constraint A"y + F'Tz = ¢. Note that F'T is non-singular
because () is positive definite. Finally, z( has negative objective coefficient, and only appears in the
conic constraint (1, zg, 2) € @27, Therefore, at the optimum, one must have 22, = ||2||3, which
concludes the proof.

B Standard cones

This section presents standard cones and their duals, as well as corresponding Euclidean and radial
projections. The reader is referred to [CKV22] for a more exhaustive list of non-standard cones, and
to [PB™ 14, Sec. 6.3] for an overview of Euclidean projections onto standard cones.

B.1 Non-negative orthant

The non-negative orthant is defined as R} = {x € R™ : & > 0}. It is a self-dual cone, and forms the
basis of linear programming [BTNOI1].

Euclidean projection The Euclidean projection on R’} is
Ign (§) = max(0, ) = ReLU(y), (35)

where the max and ReLU operations are performed element-wise.

Radial projection The radial projection with ray e, applied coordinate-wise, is equivalent to the
Euclidean projection.

B.2 Conic quadratic cones

Conic quadratic cones include the second-order cone (SOC)

Q"={x eR": 2z > /ad+ - +22} (36)
and the rotated second-order cone (RSOC)
Qr = {2 €R™: 2xyw9 > a3+ - - +a2 21,29 > 0} 37

Both cones are self-dual, i.e., @* = Q and Q = Q,.. The RSOC is the main building block of conic
formulations of convex quadratically-constrained optimization problems.
Euclidean projection The Euclidean projection on Q™ is given by
z ifzec o
Hon(z) =4 0 ifz e —Q" (38)
Ié—}“‘;(&fcz,...,:ﬁn) otherwise

where § = ||(Z2, ..., Tn) || 2-
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Radial projection Given interior ray p = (1,0, ...,0) >=g~ 0, the radial projection is
HPQ,L(IE) = (i’l,fg,...,jn), :%1 :max(fl,||(;f2,...,a_3n)||2). (39)
Note that, in the worst case, computing IIg(Z) requires O(2n) operations, and modifies all coordi-

nates of z. In contrast, computing T1¢, (Z) requires only O(n) operations, and only modifies the first
coordinate of .

Closed-form formulae for Euclidean and radial projections onto Q” are derived from (38) and (39).

B.3 Positive Semi-Definite cone

The cone of positive semi-definite (PSD) matrices of order n is defined as

ST={XeR™™: X =X" A\pin(X) > 0}. (40)
Note that all matrices in Si are symmetric, hence all their eigenvalues are real. The PSD cone is
self-dual, and generalizes the non-negative orthant and SOC cones [BV04].

Euclidean projection The Euclidean projection onto S is given by

sy (X) = max(0, \;)viv (41)

where X € R™ ™ is symmetric with eigenvalue decomposition X = >, A\;v;v;". Note that the
Euclidean projection onto the PSD code thus requires a full eigenvalue decomposition, which has
complexity O(n?).

Radial projection The radial projection considered in the paper uses p = I,, € int(S}). This
yields the closed-form projection

I3 (X) = X + min(0, [ Amin (X)) 1. (42)

Note that the radial projection only requires computing the smallest eigenvalue of X, which is
typically much faster than a full eigenvalue decomposition, and only modifies the diagonal of X.

B.4 Exponential Cone
The 3-dimensional exponential cone is a non-symmetric cone defined as
Ezcl{xeR?’:xl 2I2613/I2,I2>0}, 43)
whose dual cone is
S*zcl{yeﬂ@:_yzlzeﬁ1,y1>0,y3<0}. (44)

The exponential cone is useful to model exponential and logarithmic terms, which occur in, e.g.,
relative entropy, logistic regression, or logarithmic utility functions.

Euclidean projection To the best of the authors’ knowledge, there is no closed-form, analytical
formula for evaluating II¢ nor Il¢+, which instead require a numerical method, see, e.g., [PBT14]
and [Fri23|| for completeness.

Radial projection To avoid any root-finding operation, the paper leverages the fact that
21,29 >0,V(x1,x0, x3) € £. Note that one can enforce T, Ty > 0 via, e.g., softplus activation. A
radial projection is then obtained using p = (0, 0, 1), which yields

% (T, To, Tg) = <$17$2,min (Z3, T2 log ;1)) - (45)
2

This approach does not require any root-finding, and is therefore more amenable to automatic
differentiation. The validity of Eq. (@3)) is immediate from the representation

5:cl{m€R3:@glogﬂ,xl,x2>0}. (46)
i) i)

Similarly, assuming %1 > 0 and g3 < 0, the radial projection onto £* reads

2. (21, 2, 23) = (yhmax (2, Ts+0s 1ny;),y3> . (47)
—Y3
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B.5 Power Cone

Given 0 < « < 1, the 3-dimensional power cone is defined as
Po={z € R¥ 1 afa)™* > |z3|, 21,22 > 0}. (48)

Power cones are non-symmetric cones, which allow to express power other than 2, e.g., p-norms with
p = 1. Note that Py, is a scaled version of the rotated second-order cone Q3. The 3-dimensional
power cone P, is sufficient to express more general, high-dimensional power cones. The dual power

cone is
pr=dyerd: (L 2 ) ep, L. (49)
a’'l—«a

Euclidean projection The Euclidean projection onto the power cone P, is described in [Hiel3].
Similar to the exponential cone, it requires a root-finding operation.

Radial projection The proposed radial projection is similar to the one proposed for £. Assuming
Z9, T3 >0, and using p = (1,0, 0), the radial projection reads

—1

%, (Z1,%2,23) = (max (@1,@T|gzg|i),f2,fg> ) (50)

A similar approach is done to recover y € P} after scaling the first two coordinates of y. This
technique can be extended to the more general power cones.

C Experiment Details

C.1 Common experiment settings

All experiments are conducted on the Phoenix cluster [PAC17] with Intel Xeon Gold 6226 @2.70GHz
+ Tesla V100 GPU nodes; each job was allocated 1 GPU, 12 CPU cores and 64GB of RAM. All ML
models are formulated and trained using Flux [ISEF™18]]; unless specified otherwise, all (sub)gradients
are computed using the auto-differentiation backend Zygote [Inn18]]. All linear problems are solved
with Gurobi v10 [GO18]. All nonlinear conic problems are solved with Mosek [MOS23b].

All neural network architectures considered here are fully-connected neural networks (FCNNs). Thus,
a separate model is trained for each input dimension. Note that the proposed DLL methodology
is applicable to graph neural network architectures, which would support arbitrary problem size.
The use GNN models in the DLL context is a promising avenue for future research; a systematic
comparison of the performance of GNN and FCNN architectures is, however, beyond the scope of
this work.

All ML models are trained in a self-supervised fashion following the training scheme outlined in
Section and training is performed using the Adam optimizer [KB15l]. The training scheme uses a
patience mechanism where the learning rate 7 is decreased by a factor 2 if the validation loss does
not improve for more than N,, epochs. The initial learning rate is n = 10~*. Training is stopped
if either the learning rate reaches 7y, = 1077, or a maximum N epochs is reached. Every ML
model considered in the experiments was trained in under an hour.

A limited, manual, hypertuning was performed by the authors during preliminary experiments. It was
found that DLL models require very little hypertuning, if any, to achieve satisfactory performance.
In contrast, DC3 was found to require very careful hypertuning, even just to ensure its numerical
stability. It is also important to note that DC3 introduces multiple additional hyperparameters, such
as the number of correction steps, learning rate for the correction steps, penalty coefficient for the
soft penalty loss, etc. These additional hyperparameters complicate the hypertuning task, and result
in additional computational needs. Given the corresponding economical and environmental costs,
only limited hypertuning of DC3 was performed.

Finally, it was observed that DC3 often fail to output dual-feasible solutions, which therefore do not
valid dual bounds. Therefore, to ensure a fair comparison, the dual solution produced by DC3 is fed
to the dual optimal completion of DLL, thus ensuring dual feasibility and a valid dual bound. This is
only performed at test time, with a negligible overhead since the dual completion uses a closed-form
formula. All optimality gaps for DC3 are reported for this valid dual bound.
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C.2 Linear programming problems

C.2.1 Problem formulation

The first set of experiments considers the continuous relaxation of multi-dimensional knapsack
problems [FP94, [Fre04], which are of the form

min {prx | Wz < b,z € [0, 1]”}, (5D

where n denotes the number of items, m denotes the number of resources, p € R} is the value of
each item, b; is the amount of resource 7, and W;; denotes the amount of resource 7 used by item j.

The dual problem reads
max {bTy —el ‘ WTy +2t— 2 = -,y < O,Zl >0,2" >0, } (52)
Y,z 2"

C.2.2 Data generation

For each number of items n € {100, 200, 500} and number of resources m € {5, 10, 30}, a total of
16384 instances are generated using the same procedure as the MIPLearn library [[SXQG™23|. Each
instance is solved with Gurobi, and the optimal dual solution is recorded for evaluation purposes. This
dataset is split in training, validation and testing sets, which contain 8192, 4096 and 4096 instances,
respectively.

C.2.3 DLL implementation

The DLL architecture considered here is a fully-connected neural network (FCNN); a separate model
is trained for each combination (m, n). The FCNN model takes as input the flatted problem data
(b, p, W) € RiFntnxm and outputs y € R™. The FCNN has two hidden layers of size 2(m + n)
and sigmoid activation; the output layer uses a negated softplus activation to ensure y < 0. The dual
completion procedure follows Example ().

Hyperparameters The patience parameter is N, =32, and the maximum number of training
epochs is Ny = 1024.

C.24 DC3 implementation

The DC3 architecture consists of an initial FCNN which takes as input (b, p, W), and outputs ¥, 2'.
Then, z* is recovered by equality completion as z* = p + W Ty + z!. The correction then applies
gradient steps (y, 2!) < (y,2!) — yVo(y, 2!) where

#(y, 2') = || max(0,y)[|* + [ min(0, 2')|[* + || min(0, 2*)*

The corresponding gradients V(y, z!) were computed analytically. After applying corrections, the
dual equality completion is applied one more time to recover z*, and the final soft loss is

bly—e' 2" +px oy, 2) (53)

which considers both the dual objective value, and the violation of inequality constraints. Note that
the dual objective by — e 2" is not a valid dual bound in general, because ¥, 2!, 2% may not be
dual-feasible.

Hyperparameters The maximum number of correction steps is 10, the learning rate for correction
is v = 10~*. The soft penalty weight is set to p = 10; this parameter was found to have a high impact
on the numerical stability of training. The patience parameter is /N, = 32, and the maximum number
of training epochs is Np,x = 1024.
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C.3 Nonlinear Production and Inventory Planning Problems

C.3.1 Problem formulation

The original presentation of the resource-constrained production and inventory planning problem
[Z1e82]] uses the nonlinear convex formulation

1

min " djz; + fi— (54a)
J

st. r'x <, (54b)

x>0, (54c)

where n is the number of items to be produced, z € R"™, b € R denotes the available resource
amount, and ; > 0 denotes the resource consumption rate of item j. The objective function
captures production and inventory costs. Namely, d; = %c? ¢ and f; =cfD;, where cé’ 1 €5, ¢7>0
and D; > 0 denote per-unit holding cost, rate of holding cost, ordering cost, and total demand for
item j, respectively.

The problem is reformulated in conic form [MOS23al as

min d a4+ fTt (55a)
st. 'z <, (55b)
(zj,t;,V2) € Q3 Vji=1,..,n (55¢)
whose dual problem is

max by — \/ie—roj (56a)

Y, T, T,0
st. ry+m=d, (56b)
T=f, (56¢)
y <0, (56d)
(mj,75,05) € @2, Vji=1.n. (56¢)

Note that the dual problem contains 1 4 3n variables, 2n equality constraints, 1 linear inequality
constraints, and n conic inequality constraints. Therefore, DC3 must predict n + 1 dual variables,
then recover 2n variables by equality completion, and correct for n + 1 inequality constraints. In
contrast, by exploiting dual optimality conditions, DLL eliminates 3n dual variables, thus reducing
the output dimension of the initial prediction from n + 1 to 1, and eliminates the need for correction.

C.3.2 Data generation

For each n € {10, 20, 50, 100, 200, 500, 1000}, 16384 instances are generated using the procedure
of [Zie82]. First, D; is sampled from a uniform distribution U[1, 100], ¢? is sampled from U[1, 10],

and ¢ is sampled from U[0.05,0.2]. Then, ;= ajc? and r; = @cf where «, 5 are sampled from
U]0.1,1.5] and U[0.1, 2], respectively. Finally, the right-hand side is b=n_ ; T Where 77 is sampled
from U[0.25,0.75].

Each instance is solved with Mosek, and its solution is recorded for evaluation purposes. The

dataset is split into training, validation and testing sets comprising 8192, 4096 and 4096 instances,
respectively.

C.3.3 DLL implementation

The DLL architecture consists of an initial FCNN that takes as input (d, f,r,b) € R1*3", and output
y € R. The FCNNs have two hidden layers of size max (128, 4n) and sigmoid activation. For the
output layer, a negated softplus activation ensures y < 0. The dual completion outlined in Section
then recovers (7,0, 7).
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Hyperparameters The patience parameter is N, =128, and the maximum number of training
epochs is Ny,x =4096. The patience mechanism is deactivated for the first 1024 epochs; this
latter setting has little impact of the performance of DLL, and was introduced to avoid premature
termination for DC3.

C.3.4 DC3 implementation

The DLL architecture consists of an initial FCNN that takes as input (d, f, 7, b) € R1*3" and outputs
y,0 € R. The FCNNs have two hidden layers of size max(128,4n) and sigmoid activation, and the
output layer has linear activation.

The equality completion step recovers m = d —ry and 7 = f. The correction step then apply gradient
steps to minimize the violations ¢(y, o) = ¢y (y,0) + ¢=(y,0) + ¢»(y, o), where

y(y, 0) = max(0,y)*, (57)

6 (y, ) =min(0, )%, (58)

o (y,0) = Zmax(O, 0']2 —2m;m;)2 (59)
J

Note that, to express ¢ (y, o), conic constraints (23¢) are converted to their nonlinear programming
equality, because DC3 does not handle conic constraints. Gradients for ¢ are computed analytically,
and implemented directly in the inequality correction procedure. The final soft loss is then

by —V2e" o, + poly, o). (60)

Hyperparameters The maximum number of correction steps is 10, the learning rate for correction
is v =107", and the soft loss penalty parameter is p = 10. The patience parameter is N,, = 128, and
the maximum number of training epochs is Ny.x =4096. The patience mechanism is deactivated
for the first 1024 epochs; this latter setting has little impact of the performance of DLL, and was
introduced to avoid premature termination for DC3.

Overall, DC3 was found to experience substantial numerical instability, and failed to produce dual-
feasible solutions on a majority of instances. Increasing the number of correction steps helps alleviate
this issue, at the cost of more expensive inference and back-propagation. Increasing the learning
rate for correction (y) was also found to yield smaller violations, yet resulted in degraded numerical
stability. Finally, increasing the number of correction steps also increases GPU memory requirements,
which can further affect training performance.

C.3.5 Convergence plots

Figures[2)and[3|show the progress of the Lagrangian dual bound obtained by DLL and DC3 throughout
training. The figures report the average Lagrangian dual bound on the training and validation set, as a
function of the number of epochs (Figure[2) and training time (Figure[3). The difference in training
times, for a same number of epochs, is explained by the longer inference and back-propagation times
for DC3 (see also Table3).

Both figures show that DLL exhibits a faster convergence, with performance plateau-ing after about
1,000 training epochs. The performance of DC3 degrades as the instances become larger (from
n = 10 to n = 500): the plots exhibit a more erratic behavior, especially in the first 500 training
epochs. On the smallest instances (n=10 and n=20), the behavior stabilizes after about 500 epochs,
yet progress remains slow compared to DLL.
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Figure 2: Production planning instances: convergence plots of average Lagrangian dual bound on
training and validation sets for DLL and DC3 models, as a function of the number of training epochs.
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Figure 3: Production planning instances: convergence plots of average Lagrangian dual bound on
training and validation sets for DLL and DC3 models, as a function of training time.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract mentions the 3 building blocks of the proposed methodology,
which are described in Section 4] The numerical results that are mentioned in the abstract
reflect the results presented in Section [5]

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Theoretical and practical limitations are discussed in Section[6.2}

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Assumptions are stated in the paper and in theorem, and proofs are provided in
Appendix.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: Experiment details are provided in Appendix |C| These include:

» Computing resources used for experiments (CPU and GPU models)
* Problem formulations and data-generation procedures

* Neural architecture used in the experiments

* Detailed training scheme

* Hyper-parameters used for the final results

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All the data used in the experiments is publicly available and/or synthetically
generated. We have cited sources whenever using a data-generation procedure proposed
elsewhere. We intend to release our code upon acceptance of the paper.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Experimental details are provided in Appendix[C|
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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10.

11.

12.

13.

14.

15.

Justification: When reporting optimality gaps in Section [5] (Tables 2] and [)), we report
averages, standard deviations, and maximum across the test set. Computing times reported
in Tables 3] and [5| were evaluated over multiple runs.

. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Compute resources and training time are reported in Appendix [C]

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We have reviewed the code of ethics, and do not see any deviation to report.
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Broader impact is discussed in Section [6] (Limitations) and Section [7](Conclu-
sion).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Not applicable.
Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All prior codes / methods have been cited.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [NA|
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA]

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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