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Abstract

We study a new class of MDPs that employs multinomial logit (MNL) function
approximation to ensure valid probability distributions over the state space. Despite
its significant benefits, incorporating the non-linear function raises substantial
challenges in both statistical and computational efficiency. The best-known result

of Hwang and Oh [2023] has achieved an O(x~'dH?\/K) regret upper bound,
where k is a problem-dependent quantity, d is the feature dimension, H is the
episode length, and K is the number of episodes. However, we observe that
x~1 exhibits polynomial dependence on the number of reachable states, which
can be as large as the state space size in the worst case and thus undermines
the motivation for function approximation. Additionally, their method requires
storing all historical data and the time complexity scales linearly with the episode
count, which is computationally expensive. In this work, we propose a statistically

efficient algorithm that achieves a regret of O(dH?v'K + x~*d*>H?), eliminating
the dependence on ! in the dominant term for the first time. We then address the
computational challenges by introducing an enhanced algorithm that achieves the
same regret guarantee but with only constant cost. Finally, we establish the first
lower bound for this problem, justifying the optimality of our results in d and K.

1 Introduction

Reinforcement Learning (RL) with function approximation has achieved remarkable success in
various applications involving large state and action spaces, such as games [Silver et al., 2016],
algorithm discovery [Fawzi et al., 2022] and large language models [Ouyang et al., 2022]. Therefore,
establishing the theoretical foundation for RL with function approximation is of great importance.
Recently, there have been many efforts devoted to understanding the linear function approximation,
yielding numerous valuable results [ Yang and Wang, 2019, Jin et al., 2020, Ayoub et al., 2020].

While these studies make important steps toward understanding RL with function approximation,
there are still challenges to be solved. In linear function approximation, transitions are assumed
to be linear in feature mappings, such as P(s'[s, a) = ¢(s'|s,a) " §* for linear mixture MDPs and
P(s'|s,a) = ¢(s,a) " u*(s') for linear MDPs. Here P(s'|s, a) is the probability from state s to s’
taking action a, ¢(s'|s, a) and ¢(s, a) are feature mappings, 8* and p*(s’) are unknown parameters.
However, the transition function is a probability distribution over states, meaning its values must lie
within [0, 1] and sum to 1. Thus, the linearity assumption is restrictive and hard to satisfy in practice.
An algorithm designed for linear MDPs could break down entirely if the underlying MDP is not
linear [Jin et al., 2020]. While some works explore generalized linear [Wang et al., 2021] and general
function approximation [Russo and Roy, 2013, Foster et al., 2021, Chen et al., 2023], they focus on
function approximation for value functions rather than transitions, hence do not tackle this challenge.
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Table 1: Comparison between previous works and ours in terms of the regret and computational cost
(including storage and time complexity) . Here x and x* are problem-dependent quantities defined in
Assumption 1, d is the feature dimension, H is the episode length and K is the number of episodes.
The computational cost per episode only highlight the dependence on the episode count k.

Reference Regret Storage Time MDP model

Hwang and Oh [2023] O(k~'dH2VEK) Ok)  O(k) homogeneous
UCRL-MNL-LL (Theorem 1) O(dH?*VK + x~'d?H?) O(k) O(k)  inhomogeneous
UCRL-MNL-OL (Theorem 2) O(dH?*VK +rx~'d?H?) O(1)  O(1)  inhomogeneous

Lower Bound (Corollary 1) Q(dHV Kk*) - - infinite action space

Towards addressing the limitation of linear function approximation, a new class of MDPs that utilizes
multinomial logit function approximation has been proposed by Hwang and Oh [2023] recently. Such
formula also aligns better with models like neural networks [LeCun et al., 2015], which inherently
respect the probabilistic constraints through a softmax layer and allow for greater expressive power.
However, though it offers promising benefits, the introduction of non-linear functions introduces
significant challenges in both statistical and computational efficiency. Specifically, the best-known

approach of Hwang and Oh [2023] has achieved an O(x~'dH?\/K) regret, where £ is a problem-
dependent quantity that measures the effective non-linearity over the entire parameter space, d is the
feature dimension, H is the episode length, and K is the number of episodes. Unfortunately, as we
show in Claim 1, it holds that k=1 > U?2, where U denotes the maximum number of reachable states,
which equals to the size of the state space .S in the worst case. This undermines the core motivation
for function approximation, which aims to mitigate dependence on large state and action spaces.
Furthermore, the method requires storing all historical data, and its time complexity per episode
grows linearly with the episode count (i.e., O(k) at episode k). Thus, a natural question arises:

Is it possible to design both statistically and computationally efficient algorithms
for RL with MNL function approximation?

In this work, we answer this question affirmatively for the class of MNL mixture MDPs where the
transition is parameterized by a multinomial logit function. Our contributions are listed as follows:

* For statistical efficiency, we propose the UCRL-MNL-LL algorithm, which attains a regret bound
of O(dH?*VK + k~'d?H?). Our result significantly improves upon the O(x~'dH?V/K) rate
of Hwang and Oh [2023], making the first time to achieve a x-independent dominant term (note
that the lower-order term still scales with x~!, but does not depend on K, making it acceptable).
To achieve this, we propose a tighter confidence set based on a new Bernstein-type concentra-
tion [Périvier and Goyal, 2022] instead of the standard Hoeffding-type concentration, and exploit the
self-concordant-like property [Bach, 2010] of the log-loss function to better use local information.

 For computational efficiency, we propose the UCRL-MNL-OL algorithm, which enjoys the same
regret bound as UCRL-MNL-LL, but with only constant storage and time complexity per episode.
This is enabled by recognizing that the negative log-likelihood function is exponentially concave,
which motivates the use of online mirror descent with a specifically tailored local norm [Zhang
and Sugiyama, 2023] to replace the standard maximum likelihood estimation. Furthermore, we
construct the optimistic value function by incorporating a closed-form bonus term through a
second-order Taylor expansion, thus avoiding the need to solve a non-convex optimization problem.

* We establish the first lower bound for MNL mixture MDPs by introducing a reduction to the logistic
bandit problem. We prove a problem-dependent lower bound of Q(dH+/ K k*) for infinite action
setting, where x* is an another problem-dependent quantity that measures the effective non-linearity
over around the ground truth parameter. Though this does not constitute a strict lower bound for
the finite action case studied in this work, it suggests that our result may be optimal in d and K. '

Table 1 provides a comparison between our work and previous studies, focusing on regret and
computational costs, including both storage and time complexity.

! After the submission of our work to arXiv [Li et al., 2024a], a follow up work by Park et al. [2024] proved a
lower bound of Q(dH?>/2v/K) for the finite action setting. This confirms that our result is optimal in d and K.
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Organization. We introduce the related work in Section 2 and present the setup in Section 3. Then,
we design a statistically efficient algorithm in Section 4. Next, we present an algorithm that achieves
both statistical and computational efficiency in Section 5. Finally, we establish the lower bound in
Section 6. Section 7 concludes the paper. Due to space limits, we defer all proofs to the appendixes.

Notations. We use [x](, 4 to denote min(max(x,a),b). For a vector x € R? and positive semi-

definite matrix A € R9*?, denote ||x|[4 = Vx' Ax. For a strictly convex and continuously
differentiable function ¢ : W — R, the Bregman divergence is defined as Dy, (w1, wa) = 9 (w1) —
P (wa) — (Vip (wa) , w1 — wa). We use the notation O(-) to indicate different types of dependencies
depending on the context. For regret analysis, O(+) omits only constant factors. For computational
costs, we use O(+) to solely highlight the dependence on the number of episode as this is the primary

factor influencing the complexity. Additionally, we employ o (+) to hide all polylogarithmic factors.

2 Related Work

In this section, we review related works from both setup and technical perspectives.

RL with Generalized Linear Function Approximation. There are recent efforts devoted to
investigating function approximation beyond the linear models. Wang et al. [2021] investigated RL
with generalized linear function approximation. Notably, unlike our approach that models transitions
using a generalized linear model, they apply this approximation directly to the value function.
Another line of works [Chowdhury et al., 2021, Li et al., 2022, Ouhamma et al., 2023] has studied
RL with exponential function approximation and also aimed to ensure that transitions constitute
valid probability distributions. The MDP model can be viewed as an extension of bilinear MDPs
in their work while our setting extends linear mixture MDPs. These studies are complementary to
ours and not directly comparable. Moreover, these works also enter the computational and statistical
challenges arising from non-linear function approximation that remain to be addressed. The most
relevant work to ours is the recent work by Hwang and Oh [2023], which firstly explored a similar
setting to ours, where the transition is characterized using a multinomial logit model. We significantly
improve upon their results by providing statistically and computationally more efficient algorithms.

RL with General Function Approximation. There have also been some works that studies RL
with general function approximation. Russo and Roy [2013] and Osband and Roy [2014] initiated
the study on the minimal structural assumptions that render sample-efficient learning by proposing
a structural condition called Eluder dimension. Recently, several works have investigated different
conditions for sample-efficient interactive learning, such as Bellman Eluder (BE) dimension [Jin
et al., 2021], Bilinear classes [Du et al., 2021], Decision-Estimation Coefficient (DEC) [Foster et al.,
2021], and Admissible Bellman Characterization (ABC) [Chen et al., 2023]. A notable difference is
that they impose assumptions on the value functions while we study function approximation on the
transitions to ensure valid probability distributions. Moreover, the goal of these works is to study the
conditions for sample-efficient reinforcement learning, but not focus on the computational efficiency.

Multinomial Logit Bandits. There are two types of multinomial logit bandits studied in the literature:
the single-parameter model, where the parameter is a vector [Cheung and Simchi-Levi, 2017] and
multiple-parameter model, where the parameter is a matrix [Amani and Thrampoulidis, 2021]. We
focus on the single-parameter model, which are more relevant to our setting. The pioneering work by
Cheung and Simchi-Levi [2017] achieved a Bayesian regret of O(x~'dv/T), where T denotes the
number of rounds in bandits. This result was further enhanced by subsequent studies [Oh and Iyengar,
2019, 2021, Agrawal et al., 2023]. In particular, Périvier and Goyal [2022] significantly improved the
dependence on «, obtaining a regret of O(d\/ﬁ + 1) in the uniform revenue setting. Most prior
methods required storing all historical data and faced computational challenge. To address this issue,
the most recent work by Lee and Oh [2024] proposed an algorithm with constant computational and
storage costs building on recent advances in multiple-parameter model [Zhang and Sugiyama, 2023].
Their algorithm achieves the optimal regret of O(dv/kT + =) and O(dv/'T + ") under uniform
and non-uniform rewards respectively. However, although the underlying models of MNL bandits and
MDPs share similarities, the challenges they present differ substantially, and techniques developed for
MNL bandits cannot be directly applied to MNL MDPs. For example, in MNL bandits, the objective
is to select a series of assortments with varying sizes that maximize the expected revenue, whereas in
MNL MDPs, the goal is to choose one action at each stage to maximize the cumulative reward. Thus,
it is necessary to design new algorithms tailored for MDPs to address these unique challenges.
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3 Problem Setup

In this section, we present the problem setup of RL with multinomial logit function approximation.

Inhomogeneous, Episodic MDPs. An inhomogeneous, episodic MDP instance can be denoted by a
tuple M = (S, A, H, {P,}L | {r,}_,), where S is the state space, A is the action space, H is the
length of each episode, Pj, : S x A x S — [0, 1] is the transition kernel with P, (s” | s, a) is being the
probability of transferring to state s’ from state s and taking action a at stage h, rp, : S x A — [0, 1]
is the deterministic reward function. A policy 7 = {7, }_ | is a collection of mapping 7y, where
each 75, : S — A(A) is a function maps a state s to distributions over A at stage h. For any policy 7
and (s,a) € S x A, we define the action-value function Q7 and value function V;" as follows:

H

E Th (Sw,ane) |Sh = S,an = a
h'=h

QZ(&Q) =E > Vhﬂ-(s) = anﬂ'h(-|s) [QZ(S,(I)] )

where the expectation of ()} is taken over the randomness of the transition P and policy 7. The optimal
value function V;* and action-value function @} given by V;*(s) = sup, V;"(s) and Q5.(s,a) =
sup, Q7 (s, a). For any function V' : S — R, we define [P, V](s,a) = Eyp, (.s,0)V ().

Learning Protocol. In the online MDP setting, the learner interacts with the environment without the
knowledge of the transition kernel {P, }/_,. We assume the reward function {r }/L_, is deterministic
and known to the learner. The interaction proceeds in K episodes. At the beginning of episode k, the
learner chooses a policy 7, = {my, ;,,}thl. At each stage h € [H], starting from the initial state sy 1,
the learner observes the state sy, 5, chooses an action ay, 5, sampled from 7, (- | Sk.p, ), Obtains reward
Th(Sk,h, k,p) and transits to the next state si p+1 ~ Pp( | sk.n, ak,p) for h € [H]. The episode ends
when sg 41 is reached. The goal of the learner is to minimize regret, defined as

K K
Reg(K) = Vi'(se.1) = ) V™ (sna),
k=1 k=1

which is the difference between the cumulative reward of the optimal policy and the learner’s policy.

Multinomial Logit (MNL) Mixture MDPs. Although significant advances have been achieved
for MDPs with linear function approximation, Hwang and Oh [2023] show that there exists a set
of features such that no linear transition model can induce a valid probability distribution, which
limits the expressiveness of function approximation. To overcome this limitation, they propose a new
class of MDPs with multinomial logit function approximation. However, their work focuses on the
homogeneous setting, where the transitions remain the same across all stages (i.e., P; = ... = Pg).
In this work, we address the more general inhomogeneous setting, allowing transitions to vary across
different stages. We introduce the formal definition of inhomogeneous MNL mixture MDPs below.

Definition 1 (Reachable States). For any (h, s,a) € [H] x S x A, we define the “reachable states”
as the set of states that can be reached from state s taking action a at stage h within a single transition,
ie., Snsa={s €S |Py(s'|s,a) > 0}. Furthermore, we define S}, 5 o £ |Sh.s,q| and denote by
= max (s q) Sh,s,a the maximum number of reachable states.

Definition 2 (MNL Mixture MDP). An MDP instance M = (S, A, H, {P }_,, {ry}L ) is called
an inhomogeneous, episodic B-bounded MNL mixture MDP if there exist a known feature mapping
B(s" | s,a) : S x Ax S — R% with ||¢(s' | s,a)||2 < 1 and unknown vectors {0} }1L | € © with
O = {0 € R4, ||0||> < B}, such that for all (s,a,h) € S x A x [H] and s’ € Sh, 5.4, it holds that

exp(¢(s | s,a)TO,’fb)
> sesn.. P(O(S|s,a)T05)
Remark 1. This model is consistent with models like neural networks [LeCun et al., 2015], where

the feature ¢ is obtained by omitting the final layer, and 6} represents the weights of the last layer. A
final softmax layer is then applied to ensure that the output forms a valid probability distribution.

Pu(s'| s,a) =

For any 6 € R?, we define the induced transition as p ,(6) = > eXp(i(é;(lg(’f? nga))‘rg)' We then
J 5€85,q & 18

introduce the following two key problem-dependent quantities x and «* that measure the effective
non-linearity over the entire parameter space and around the ground truth parameter respectively.
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Assumption 1. There exists 0 < £ < k* < 1 such that for all (s,a,h) € S x A x [H] and
§',8" € Sp,s.0 it holds that infoce pS, (0)p5 o (0) > k and pS, (05)p5 . (05) > K*.

Assumption 1 is similar to the assumption in generalized linear bandit [Filippi et al., 2010] and logistic
bandit [Faury et al., 2020, Abeille et al., 2021] to guarantee the Hessian matrix is non-singular.

Finally, we show the claim about the range of the magnitude of x and x*.
Claim 1. It holds that 1/(U exp(2B))? < k < k* < 1/U%

4 Statistically Efficient Algorithm

The work of Hwang and Oh [2023] first introduced the MNL mixture MDPs and proposed an

algorithm with a regret bound of O (ﬁ’ldH 2K ). However, as discussed in Claim 1, it follows that
U? < k! < (Uexp(2B))?2, which results in the regret bound scaling polynomially with the number
of reachable states U. In the worst case, U can be equal to the size of the state space .S, thereby
undermining the motivation for function approximation, which aims to mitigate the dependence on
the large state and action spaces. In this section, we address this significant issue by proposing a
statistically efficient algorithm that eliminates this dependence in the dominant term of the regret.

4.1 Parameter Estimation

In this section, we first present the parameter estimation method based on the maximum likelihood
estimation (MLE) for MNL mixture MDPs. Next, we review the confidence set construction based
on the estimated parameters from previous work [Hwang and Oh, 2023]. Finally, we propose our
new confidence set construction and highlight the improvements it offers over the previous approach.

Since the transition parameter ¢} is unknown, we need to estimate it using the historical data. At
episode k, we collect a trajectory {(sg n,arn)}_,, then define the variable: yy , € {0,1}5%n
where yzih =lyy—g .,y fors’ € Spp £ Ssinsan.n and Sk p = |Sk,n|. We denote by pz:,L(G) =
pz;’h arn (0). Then yy, 5, is a sample from the following multinomial distribution:

Yk ~ multinomial (1, [p3!,, (6%), ..., py " (6%)),
where the parameter 1 indicates that yy, 5, is a single-trial sample. Furthermore, we define the noise
€ n =Y — Py (0;). Itis clear that € 5, € [1,1]5%# E[ey, 4] = 0 and Y wesin e, =0.
We estimate the parameter ¢, using the MLE and construct the estimator é\k,h as follows:
k—1
Or.n = argmin Ly, 1, (0) 2 Z Z —y logpf,,h(e) + %HOH% (1)
OeR? i=1s"€S;n

where )\, is the regularization parameter. Though the MLE estimator é\k,h is the same as that of Hwang
and Oh [2023], the confidence set is constructed differently. Specifically, define the gradient Gy, 1, ()
and Hessian matrix Hy, ,(6) of the MLE loss by

k=1
Gr.n(0) = Z Z (07 1 (0) = Yi )b + Ak,
i=1s'€S;n
k1 k=1
Hi,n(0) = Z P (0)05 (05 ,) " — Z Z Z PR (0D ()05 1 (051) T + Akl
i=1s'€S; p i=1s'€S; n s""E€Sin

. . _ k—1 ’ ’
Furthermore, we define the feature covariance matrix Ay j, = K 1Ak1+zi,1 Yoses, A n (07 h)T.
’ = E ih i i

By demonstrating Hy, ,,(6) > kA », V6 € ©, Hwang and Oh [2023] construct the confidence set as

Cion = {He — Ol , <5t V/dlog(kH/0) £ Bk}~ @)

Since the radius of the confidence set depends on 1, the final regret bound also exhibits a depen-
dence on x~!. To eliminates this dependence, we construct a x-independent confidence set based on
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new Bernstein-like inequalities in Lemma 13, following recent advances in logistic bandits [Faury
et al., 2020, Périvier and Goyal, 2022]. Specifically, we show the following lemma.

Lemma 1. Forany 6 € (0,1), set A, = dlog(kH /) and define the confidence set as
Cuopn = {9 € O [|Gr,n(6) — Qk,h(gk,h)Hy;} 0 < (B+3)y/dlog(kH/d) = Ek} 3)

Then, we have Pr[0; € €k7h] >1-46,Vk € [K],h € [H].

Comparison to prior work. We compare the confidence sets defined in Egs. (2) and (3).

For the confidence set in (3), by the self-concordance property of log-loss in Lemma 10, we have:
6 — ak,hHHM(G) < (1+3V2)||Grn(6) — gk,h(ak,h)HHm(e) < (14 3V2)Bs.
Then, note that . ,(0) = KAy 5, for all € ©, we have
16 = Oklls, , < 57200 = Ornllyy, o) < K721+ 3V2Y(B+3)/dlog(kH/S).  (4)

Thus, compared to the confidence set in Eq. (2) from Hwang and Oh [2023], our confidence set in
Eq. (3) provides a strict improvement by at least a factor of x~'/2. This improvement is one of the
key components to eliminate the dependence on ! in the dominant term of the final regret bound.

Additionally, we identify a technical issue of Hwang and Oh [2023]. Specifically, they bound the
confidence set in Eq. (2) using the self-normalized concentration in Lemma 12. However, the noise is
not independent, and since } Sin ef:h = 0 (due to the learner visiting each stage h exactly once

per episode), it does not satisfy the zero-mean sub-Gaussian condition in Lemma 12. We observe
similar oversights in multinomial logit contextual bandits [Oh and Iyengar, 2019, 2021, Agrawal et al.,
2023], an issue that, to our knowledge, has not been explicitly addressed in prior work. This issue can
be resolved with only slight modifications in constant factors by a new self-normalized concentration
with dependent noises in Lemma 1 of Li et al. [2024b], a simplified version of Lemma 13.

4.2 Optimistic Value Function Construction

Given the confidence set CAk, n» it is natural to follow the principle of “optimism in the face of
uncertainty” and construct the optimistic value function. Hwang and Oh [2023] constructed the
optimistic value function Q, 1, (s, a) by adding a closed-form upper confidence bound as follows:

Qr.n(s,a) = l:’/‘h(S; a)+ Y paOrn)Venia(s)) + 2HBy _max 165 all ot )
S,E‘Sh,s,a h,s,a s 0,
where Vj, 1,(s) = maxqec.4 Qk,n (s, a). Then, a naive idea to compute the optimistic value function is

replacing the radius of the confidence set 8y, with Bk and the feature covariance matrix Ay, , with
the Hessian matrix #y, (6 ). However, there are two issues with this approach. First, the true
parameter ¢; is unknown thus the Hessian matrix Hy, ,(6;) is not computable in the algorithmic

updates. Second, though B\k is independent of x and the Hessian matrix Hy j,(6) captures local
information, the bonus term maxgcs, . . ||¢§/a [l -1 ) remains in a global form. This term involves
nsa ) k,h

taking the maximum over all states s’ € Sy, 5 o, Which prevents fully utilizing the local information.

To address these challenges, we construct the optimistic value function by directly taking the
maximum expected reward over the confidence set. Specifically, we define Q (s, a) and V3 ,(s) as

Qun(s,a) = |ra(s,0) + max > ps o (OVinsa(s)| Vin(s) = maxQun(s,a). (6)
0€Ck,n $'€Sh.s.a [0,H] acA

This construction addresses the first challenge by eliminating the need for the Hessian matrix H, »,(67)

and directly leveraging the local information embedded in the confidence set Cy, 5. For the second
challenge, although we bypass this issue in the construction of the optimistic value function, we still
need to address it in the analysis. To tackle this, we employ a second-order Taylor expansion, in
contrast to the first-order expansion used in the analysis of Hwang and Oh [2023]. This allows for a
more precise capture of local information. Further details are provided in Lemma 7 in the appendix.
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Algorithm 1 UCRL-MNL-LL

Input: Regularization parameter A, confidence width Sy, confidence parameter .
1: Initialization: Set 6, , = 0, Q1 1(-,-) = 0, Vi 4(-) = O for all h € [H].

2. fork=1,...,Kdo

3: forh=1,...,Hdo

4: Observe current state sy, , and select action ay, ;, = argmax,ec 4 Qr,n(Sk,h, @).

5:  end for

6: Set VkJrLHJrl(') =0.

7. forh=H,...,1do R R

8: Compute the estimator 41, by Eq. (1) and update the confidence set C.1 5 by Eq. (3).
o: Compute Qr+1,1(+, ) and V11 5(+) as in Eq. (6).
10:  end for
11: end for

4.3 Regret Guarantee

Based on the parameter estimation in Section 4.1 and the construction of the optimistic value function
in Section 4.2, we propose the UCRL-MNL-LL algorithm. At each stage h of episode k, the
algorithm observes the current state sy, ;, and selects the action that maximizes the value function, i.e.,

Qf,p = arg max,c 4 Qk h(sk hy G ) and transits to next state sy ,1. After collecting the tra_]ectory
{Sk.h, Ok h}h 1> the estimator 9k+1 n 1s updated usmg Eq. (1), and the confidence set Ck+1 p 18

updated according to Eq. (3). Then, the value function Qk+1 n and Vk+1 n, are updated using Eq. (6).
The detailed procedure is outlined in Algorithm 1. We show it achieves the following regret guarantee.

Theorem 1. For any § € (0,1), set A, = dlog(kH/§), and B, = (B + 3)+/dlog(kH/3). With
probability at least 1 — 0, UCRL-MNL-LL algorithm (Algorithm 1) ensures the following guarantee:

Reg(K) < O(dH*VK + v 'd*H?).

Remark 2. Focusing on the dominant term, our guarantee eliminates the problematic dependence on

x~1, in stark contrast to the O(x~'dH?v/K) result of Hwang and Oh [2023]. As noted in Claim 1,
such undesirable dependence has polynomial scaling with the number of reachable states U, which
can be as large as the entire state space S in the worst case. This renders the guarantee for function
approximation—designed for settings with large state and action spaces—essentially vacuous.

S Computationally Efficient Algorithm

While the UCRL-MNL-LL algorithm is the first statistically efficient algorithm for MNL mixture
MDPs, it is computationally expensive dur the the optimization of the MLE in Eq. (1) and non-convex
optimization in Eq. (6). To address these challenges, we propose a computationally efficient algorithm
in this section, which attains the same regret but with constant computational costs per episode.

5.1 Efficient Online Parameter Estimation

In this section, we focus on estimating the unknown parameter §; in a computationally efficient
manner. We first discuss the storage and time complexities of the MLE optimization in Eq. (1). Next,
we introduce an efficient online parameter estimation based on online mirror descent that provides
similar guarantees to the MLE, but with constant storage and time complexity per episode.

For the storage complexity, the optimization problem defined in Eq. (1) requires storing all historical
data, resulting in a storage complexity of O(k) at episode k. In terms of time complexity, the problem
does not have a closed-form solution and can only be solved to within an e-accuracy, such as using
projected gradient descent. As discussed in Faury et al. [2022], optimizing the MLE typically requires
O(log(1/e)) iterations to achieve an e-accurate solution. Since the loss function is defined over all
historical data, each gradient step incurs a query complexity of O(k). As ¢ is usually chosen as 1/k
for episode k, the total time complexity is O(k log k) at episode k. Consequently, both storage and
time complexities scale linearly with the episode count, which is computationally expensive.
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To improve the computational efficiency, the basic idea is to estimate the unknown parameter with
the online mirror descent (OMD) update instead of the MLE as defined in Eq. (1). To this end, we
first define per-episode loss function £y, 5, (), gradient gy, ,(9) and Hessian matrix Hy, 5,(6) as

bn(0) == D" yinlogpin(®), gan(0) =VGn®) = Y 0in®) —vidin O
S Esk h ' €Sk,
Hy,n(0) = v? Ui, (6 Z Pk n( ¢kh ¢k h Z Z th th )¢k h(¢k h)
s'ESk.n s'€Sk,n 8" ESk,n

Then, the design of the OMD algorithm can be conceptually divided into two parts: the approximation
of the past losses and the approximation of the current loss. We provide the details of each below.

Approximate the past losses. To integrate historical information from previous iterations while
avoiding the use of MLE in Eq. (1), we construct the estimator 61,5, using the implicit OMD form:

_ ] 1 _
Ok+1,n = arg min {Ek,h(e) + *He — Ol , } ®)
6co o

where 7 is a step size and Hy p £ Hyn(Okr1.0) = Zk ! H; 4(0i11.1) + M\i.I. The optimization
problem can be decomposed in two terms. The first term is the instantaneous log-loss ¢ 1, (6),
which accounts for the information of the current episode. The second is a regularization term that
ensures the current model remains close to the previous one, 0y, 5, thereby incorporating the historical
information acquired so far. The most critical aspect in the above is the design of the local norm
‘Hp n» which intentionally approximate the per-episode Hessian matrix by H;(6;41,5) at a look ahead
point 6;1 5. Such a Hessian matrix, originally introduced by Faury et al. [2022], effectively captures
the local curvature of the loss function and is crucial for ensuring statistical efficiency.

The update rule in Eq. (8) is storage efficient, as it only requires storing the Hessian matrix 7:1167 ho
which can be updated incrementally, resulting in an O(1) storage cost. In terms of time complexity,
the optimization problem in Eq. (8) suffers an O(log k) time complexity at episode k, since the loss
function is defined only over the current episode. While this represents a significant improvement
over the O(k log k) time complexity of the MLE in Eq. (1), there is still a need to reduce the cost
further to O(1) per episode, particularly given the potentially large number of episodes.

Approximate the current loss. To achieve O(1) time complexity per episode, we can further
approximate the current loss with a second order approximation. Drawing inspiration from Zhang
and Suglyama [2023], we define the second-order approx1mat10n of the original loss function ¢, ;,(6)

at 9k h as ék h(g) = ék h(Gk h) <V€k h(Gk h) 0 — 9k h> 5 HO 9k h||2 7, on)’ where Qk,h is the

current estimate. Then, we can replace ¢y, 5, (6) with its second-order approx1mat10n Zk}h(é') in the
optimization problem in Eq. (8). This leads to the following approximate optimization problem:

Okt1,n = arglgin {(Vﬁk 0 (Okn),0 = O 1) + *||9 O w5, h} ©)

where 7; is the step size, ”Hk n = Hpn+nHyg, h(ek p) and Hy p, = Zk_ ! Hi,h(9i+1,h) + A\ I. Then,
Eq. (9) can be solved with a single projected gradient step with the following equivalent formulation:
Ori1n = Ok — M, VenOrn),  Oryrn = arg rginHH - 9§c+1,h“%k T
c :, h
Thus, Eq. (9) is computationally efficient, as it only suffers an O(1) storage and time complexity.

Notice that the update rule in Eq. (9) is actually a standard online mirror descent (OMD) formula,

~ ) ~ 1 -
9k+1,h = a,reg Helln{<v€k,h(9k7h), 9> + prk (0, ok,h)}- (10)

5
where the regularizer is () = 3 H9||2 y and Dy, (-, -) is the induced Bregman divergence.

Therefore, we can construct the confidence set building upon the modern analysis of OMD [Orabona,
2019, Zhao et al., 2024]. Specifically, we can construct the x-independent confidence set as follows.

Lemma 2. Forany 6 € (0,1), setn = $log(1+ U) + (B + 1) and A = 84v/2n(B + d), define
Crn=1{0€0 10— Onllr., <5}
where B, = O(v/dlog Ulog(kH/5)). Then, we have Pr[0; € Cpp] > 1—0,Vk € [K],h € [H).

Remark 3. Compared to the confidence set in Lemma 1, the radius Ek in Lemma 2 includes an
additional log U factor. This is due to our approximation of the original MLE using the OMD update.
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Algorithm 2 UCRL-MNL-OL

Input: Step size 7, regularization parameter A, confidence width Bk’ confidence parameter §.
1: Initialization: H, , = A, 6, ;, = O forall h € [H].

2. fork=1,...,Kdo

3:  Compute @k7;L(-, -) in a backward way as in Eq. (11).

4. forh=1,...,Hdo

5: Observe state sy p,, select action ay,;, = argmax,¢ 4 Qk n(Sk,h, @).

6: Updaterh = Hpn +nHy, h(gk h)- _

7: Compute 9k+1 p = arg mm@E@(ka h(9k h) 0 — Qk h> ?17]”9 - ek’thﬁk E
8: Update Hy1,n = Hin + Hin(Ori1n)-

9:  end for

10: end for

5.2 Efficient Optimistic Value Function Construction

Although the optimistic value function in Eq. (6) preserves local information effectively and provides
strong theoretical guarantees, it is computationally intractable due to the need to solve a non-convex
optimization problem. To address this challenge, we propose an efficient method in this section.

The key idea is to use a second-order Taylor expansion to derive a closed-form bonus term, which
replaces the operation of taking the maximum over the non-convex confidence set. While this idea
has been used in bandit settings, fundamental challenges arise when applying it in the MDP setting.
Specifically, Zhang and Sugiyama [2023] studied the multi-parameter MLogB bandit, where each
outcome is associated with a distinct parameter vector. In contrast, MNL mixture MDPs involve a
single shared parameter vector across all outcomes. This distinction leads to a more complex Hessian
matrix, necessitating a more sophisticated analysis. A direct use of their analysis will leads to a
polynomial dependence on the number of reachable states U, which is undesirable in the MDP setting.
Lee and Oh [2024] focused on the single-parameter MNL bandit, which is more closely related to
our setting. However, they construct the optimistic value function by directly taking the maximum
over the confidence set, a computationally intractable approach in the MDP setting. As a result, they
can apply a second-order Taylor expansion around the ground truth parameter 6; in their analysis,

while we must apply it around the estimated parameter 6y, ;, to construct the bonus term explicitly.

For MDPs, we show the value difference arising from the transition estimation error as follows.
Lemma 3. Suppose Lemma 2 holds. Forany V : § — [0, H| and (h, s,a) € [H] x S x A, it holds

D Pl Oen)V(s) = D pllOn)V(s)

S/ESh,ﬁs,a S/Gsh,s‘a

fst snd
S 6s,a + 6s,a'

where
s ~ S/ ~ ‘/ S// ~ s// sn 5 ~
EZ,Z = Hﬂk Z ps,a(ak,h)‘ ¢;,a - Z ps,a(ok,h)¢s,a n-1 765,: = §Hﬂlz
kh

s'€Sp,s,a s""€Sp,s,a

s 2
é{lgii’aH(ﬁS,aHH;’lh"

s/

Based on Lemma 3, we construct the optimistic value function as follows:
Qk.n(s,a) = {rh(s,a) + P 0Ok n) Viear (8)) + €655 + Gsnd} ; (1
s/ESh,S,a [0 H]

where XN/k n(s) = max,e A @k (s, a). In contrast to the value function in Eq. (5), which incorporates
the term maxyes, , |2 a ||H_1 , the refined value function in Eq. (11) replaces it with €57 + €37
This modification better preserves local information, offering a more accurate estimation error bound.

5.3 Regret Guarantee

The overall algorithm UCRL-MNL-OL is similar to UCRL-MNL-LL, but with the estimator and
optimistic value function updated in a computationally efficient manner. The detailed algorithm is
presented in Algorithm 2. We provide the guarantee of UCRL-MNL-OL in the following theorem.
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Theorem 2. For any 6 € (0,1), set B, = O(V/dlog U log(kH/6)), n = flog(1+U)+ (B+1)

and \ = 84\/577(3 + d), with probability at least 1 — 6, UCRL-MNL-LL (Algorithm 2) ensures
Reg(K) < O(dH*VE + vk~ 'd*H?).

Remark 4. UCRL-MNL-OL attains the same regret as UCRL-MNL-LL, but with constant compu-

tational cost per episode. This is achieved by constructing an efficient online estimation based on
OMD and an optimistic value function by closed-form bonus instead of the non-convex optimization.

6 Lower Bound

In this section, we establish the lower bound for MNL mixture MDPs by presenting a novel reduction,
which connects MNL mixture MDPs and the logistic bandit problem.

Consider the following logistic bandit problem [Faury et al., 2020]: at each round ¢ € [T'], the learner
selects an action z; € X and receives a reward r; sampled from Bernoulli distribution with mean
w(xT0%) = (1 +exp(—x"6%))~1, where 6* € {6 € R?,||f||> < B} is the unknown parameter. The
learner aims to to minimize the regret: Reg™*8®(T") = max,¢x Zle p(xT o) — 23:1 w(x] 0%).

Theorem 3. For any logistic bandit problem B, there exists an MNL mixture MDP M such that
learning M is as hard as learning H /2 independent instances of B simultaneously.

Corollary 1 (Lower Bound). For any problem instance {6} }/_ | and for K > d?x*, there exists an
MNL mixture MDP with infinite action space such that Reg(K) > Q(dHV K«k*).

Remark 5. Corollary 1 also implies a problem-independent lower bound of Q(dH VK) directly.
Corollary 1 can be proved by combining Theorem 3 and the Q(dv/T'k*) lower bound for logistic
bandits with infinite arms by Abeille et al. [2021]. To the best of our knowledge, a lower bound for
logistic bandits with finite arms has not been established, which is beyond the scope of this work.
This absence leaves the lower bound for MNL mixture MDPs with a finite action space open through
this reduction. However, after the submission of our work to arXiv [Li et al., 2024a], a follow up
work by Park et al. [2024] proposed a new reduction that bridges MNL mixture MDPs with linear
mixture MDPs by approximating MNL functions to linear functions. Leveraging this new reduction,
they established a problem-independent (dH?3/?1/K) lower bound for the finite action setting. This
achievement confirms that our result is optimal in d and K, only loosing by an O(H'/?) factor.

Dependence on H. By the discussion in Remark 5, we note that our result is optimal with respect to d
and K, but loosing by an O(H'/?) factor. We discuss the challenges in improving the dependence on
H. Notably, MNL mixture MDPs can be viewed as a generalization of linear mixture MDPs [Ayoub
et al., 2020, Zhou et al., 2021]. The pioneering work by Ayoub et al. [2020] achieved a regret bound
of O(dH?v/K) for linear mixture MDPs, which matches our results in Theorem 1, differing only
on the lower-order term. Later, Zhou et al. [2021] enhanced the dependence on H and attained an
optimal regret bound of O(dv H3K). This was made possible by recognizing that the value function
in linear mixture MDPs is linear, allowing for direct learning of the value function while incorporating
variance information. In contrast, the value function for MNL mixture MDPs does not conform to a
specific structure, posing a significant challenge in using the variance information of value functions.
Thus, it remains open whether similar improvements on H are attainable for MNL mixture MDPs.

7 Conclusion and Future Work

In this work, we addressing both statistical and computational challenges for MNL mixture MDPs,
which leverage MNL function approximation to ensure valid probability distributions. Specifically,
we propose a statistically efficient algorithm that achieve a regret of O(dH?*VK + x~'d>H?),
eliminating the dependence on x~! in the dominant term for the first time. Then, we introduce a
computationally enhanced algorithm that achieves the same regret but with only constant cost. Finally,
we establish the first lower bound for this problem, justifying the optimality of our results in d and K.

There are several interesting directions for future work. First, there still exists a gap between the upper
and lower bounds. How to close this gap remains an open problem. Besides, we focuses on stationary
rewards in this work, extending MNL mixture MDPs to the non-stationary settings and studying the
dynamic regret [Wei and Luo, 2021, Zhao et al., 2022, Li et al., 2023] is also an important direction.
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A Notations

In this section, we collect the notations used in the paper in Table 2.

Table 2: Notations used in the regret analysis.

Notation Definition and description

L5 (0) £ _ ZS,GSM y,‘ih 1ogpi:h(9), per-episode loss function at episode k and stage h
aen(0) &V L(0) = Es/esk,h(p‘il,h(@) — i )5, - gradient of loss ¢ 1, ()

Hy, 1 (0) £ Zs'esk_ﬁ PZ',h(G)cﬁi/,h(ﬁ',h)T - Es/,esk,h Zs"esk,h pi:h( )pk h( )¢k (05 )
Len(0) = 2?2—11 £ n(0) + 2E||0||3, the cumulative MLE loss

Gen®)  2VL(0) =10, es
Hin(0) 2 V2L55(0) = Zk 1 H; 1,(0) + A1, Hessian of MLE loss Ly, , (6)

(pf:h (0) — yf"h)qbf:h + A\i0, gradient of Ly, 5,(6)

ih

Ok, £ arg mingepa Ly 5 (0), the MLE estimator at episode k and stage h

Hin 29, h( it1,h) = Z:::f Hiﬁh(giJrl’h) + M. I4, the cumulative look ahead Hessian
ﬂk’h = Hin + nHkyh(@vk,h), the sum of look ahead Hessian and the Hessian of current loss
Or1.1 £ arg min%@(VEk,h(éN?k,h), 0 —0rp) + ﬁ”@ — gk’h”%k,h, the OMD estimator

B Properties of Multinomial Logit Function

This section collects several key properties of the multinomial logit function used in the paper.

Without loss of generality, we assume VS, s o, 35h,5,0 € Sh,s,q Such that ¢($ | s, a) = 0. Otherwise,
we can always define a new feature mapping ¢'(s” | s,a) = ¢(s' | s,a) — ¢(s” | s,a) for any
s € 85,4 such that ¢’ (s | s,a) = 0 and the transition kernel induced by ¢’ is the same as that
induced by ¢. Furthermore, We denote the set S, s o = Sh.s,a \{Sh.s,a}-
First, we introduce the definition of self-concordant-like functions and demonstrate that the MNL
loss function is self-concordant-like.
Definition 3 (Self-concordant-like function, Tran-Dinh et al. [2015]). A convex function f € C3 (R™)
is M -self-concordant-like function with constant M if:

19" (s)| < M|[bll2y" (s).
fors € Rand M > 0, where ¢(s) := f(a+ sb) forany a,b € R™.
Proposition 1. The per-episode MNL loss (), 1,(0) and the cumulative MNL loss Ly, 1,(0) are both
3v/2-self-concordant-like for all k € [K], h € [H].

Proof. By proposition B.1 in Lee and Oh [2024], the per-episode MNL loss function ¢, 5, () is
3v/2-self-concordant-like. Then, the cumulative MNL loss function Ly, () is the sum of self-
concordant-like functions and a quadratic function, it is also 3+/2-self-concordant-like. |

Lemma 4 (Zhang and Sugiyama [2023, Lemma 1]). Let {(z,y) = Zszo 1{y =k} - log (m)
where o(z) € [-C,C)¥, y € {0} U [K] and b € RE where C > 0. Then, we have

ek
k= Zf:o P a
1
log(K 4+ 1) 4+2(C +1)

{(a,y) > (b,y) + Vi(b,y) ' (a—b) + (a—b) VZ(b,y)(a—b).
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Then, we show the Hessian of the MNL loss function is positive semi-definite.
Lemma 5. The following statements hold for any k € [K|, h € [H]:

Hin(®) = > pin@p 065 n(0in) " =5 > din(ein)’

S/ES}CJL S/ESk,h

Proof. First, note that
Vo,y eRL (@ —y)(@—y) =aa’ +yy" —ay’ —yz" m0= a2z +yy" =y +ya'.

Then, we have

Hy, (0 Z Pin (O (65 5) " Z Z i n (O)Pin (0) 65 1 (D5n) "

s Esk h s ESk n s ESK h
’ " —I— " ’ T
Z th ¢kh ¢kh - Z Z th th )(¢Z,h(¢i,h) + O%n(Pk.n) )
s'€Sk,n s'€Sk,n 5" ESk,n
5/ ./ T 2 JNT
= Z Pk, h( )¢kh ¢kh - Z Z th th )(ﬁ,h((bz,h) +¢Z,h(¢z,h) )
G/GS]C h s GSk h S ”GS;C h
Z th ¢kh¢kh Z Z pkh th )¢kh(¢kh)
s E‘Sk,h s eSk,h S”ESk’h
. NG ’ / T
= > @ (1= D piO)) i)
S/GSkyh, S”Es‘kyh
Z Pi,h(a)PZTiz}l(9)¢Z,h(¢z,h)T
s'€Sk,n
s' s’ T
=K Z Ok (Dkn) s
s’GSk,h

where the last inequality holds by the definition of x in Assumption 1. This finishes the proof. W

Next, we show several concentration inequalities commonly used in the analysis.

Lemma 6. Suppose \i, > 1, for any k € [K], h € [H), for the quantities in Table 2 and define

-/ / 17 1" ~ 7 ! 1" -~ 1"
¢Z,h = ¢Z,h - Z pz,h(92)¢z,h) ¢Z,h = ¢Z,h - Z pz,h(9k+1,h)¢i,h'

S”Gskyh SHGSk,h

Then, the following statements hold:

k
s’ * s’ k
> S PO oy, < 20w (14 1)

=1 s/esi,h
k k
W > S PG, < 2dlog (1 N Ad)
i=1s"€S; n L
k Oiirn)p 5" (0 k
(III) Z Z 3 n(Oivr,n)pi " (0i+1,h)||¢f,hH’2Hf}l < 2dlog (1 + /\d>
i=1s"€Sin ih k
Ek: ||¢ hH <zd10g ]__|_i ,V@G@
1:1 VR, R /\ d
y k
Z ||¢z h||2 -1 < dlog (1+>
l:l )\kd
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Proof. We prove the five statements individually.

Proof of statement (I). By the definition of Hy, 1 (0), we have

Hi,h(e) = Z pf,h(9)¢z Z Z pz h p7, h )¢7, ( i )T
s'€S;.n s'€S;n s"ESin
s s s s’ T
= ES/EPi,h(e) [¢i,h(¢i,h)T] —Ey "€pi,n(0) [¢i h] (ES/lepi,h(e) [¢i,h])
=Eyep, ) [(#5h — Bsrep, h(e)¢1 h)( Esrepin@®in) ' (12)

Thus, we have H; 5,(0;) = ZS,E& i, 1 (05)(95 ; L) (8 ) Then, we get
Herl h(eh) = Hz h eh Z Pi,n eh )( )

s'€Si.n
As a result, we have
det(Hosrn(83)) 2 det(Hun @) (14 Y- pen @IS0 21 ) )-
s'€S;.n
Since A > 1, we have > s pi’h(0;)||$f/h||§rl < 1. Using the fact that z < 2log(1 + z) for
nh ’ ih

any z € [0, 1], we get

k
Z Z pi7h(92)||¢ hHH 1(9 ) < QZlog (1+ Z Pi.n eh)llqsz hHH 1(9 ))

i=1s"€S; n s'€Si,n

det(Hp41,1(05))
< 2log (dt(?ffzwh;)>

(63)

k
< 2d1 14+ —
<auiog (1435 ).
where the last inequality holds by the determinant inequality in Lemma 14.

Proof of statement (II). The proof is same as that of (I), except that we replace 0] with @-H e

Proof of statement (III). By Lemma 5, we have Hy 5,(0) = Y-, cs, . piih( )pzkhh( )d)k h(gf)k W7
The remaining proof is the same as the proof of statement (I). '

Proof of statement (IV). By Lemma 5, we have V# € O, it holds that Hy1,,(0) = Hi.n(0) +
KD wes Bin(din) |- Since A > 1, we have s maxyes, , Hqu:hIIHi—}lL(e) < k. Using the fact that

z < 2log(1 + z) for any z € [0, 1]. By a similar analysis as the statement (I), we have
k

k
2 ’
s 12 o ( m s )
2{ :S%%ffh|‘¢%h||%;i <= § log (1+ ms/nghll@,hIIHi;

< 7Zlog (1+I€ Z ||¢zh||7-[ )
s'€S;n
2 det(Hi+1,n(0))
< v1oe (“Goiesion )

IN

2 k
—dl 14+ —
p Og( + Ad)
This finishes the proof of statement (IV).
Proof of statement V). By (12), we have

H; p(0i41,n) Z pin(Bip1.0)(B5) (@) = K Z (@53)(@50) "

S'E€S;in s'€Sin
Thus, we have

Hit+1,n = Hin + 5 Z Sin(Bin)-
s'€S8k,n
Then, the remaining proof is similar to the proof of statement (III). |
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C Useful Lemmas for MNL Mixture MDPs
In this section, we present some useful lemmas that are commonly used in the analysis.

C.1 Useful Lemmas

Lemma 7. For any 0y, 0, € RY and positive semi-definite matrix A, suppose |01 — 02||n < B. Then,
foranyV : S — [0, H] and (h, s,a) € [H] x S X A, it holds

S L OIVE) — Y ple)V(s)

s'E€Sh,s,a §'€Sh,s,a

1st 2nd
S Es,a + es,a'

where

)

A1

A —HB Y plOn||er. - D w6,

8'€Sh,s,a 8""€S8h,s,a

) /
e = 2 H B max] 93, 3 .

s,a

Lemma 8. Suppose V(k,h,s,a) € K x [H] x S x Aand é\k,h € R4, it holds that 0} € CAk,h where

Con = 9’ S POV = S B OV < Thnsa . (13)
8'€Sh,s,a 8'€Sh,s,a
Define
@kﬁ(s,a):[rh(s,a)+argmax Z pﬁia(9)§k7h+1(s’)] ) (14)
geck,h S,Gsh,s,a, [O’H]
or,

Qin(s,a) = |:7“h<3>a) + > POk Vins1(s) + Tipsa ) (15)

S/Esh)sﬁa :| [O1H]

where Vk,h(s) = maXgcA @kyh(s, a). Select the action as ay p = arg Max,c 4 @k’h(skﬂh, a). Then,
forany § € (0,1], then it holds that

Qr(s,a) < @k,h(é’, a) < rp(s,a) + Ph‘/}k,hﬂ(&G) + 2T h.s,a-
Lemma 9. Suppose Lemma 8 holds. Then, it holds that

K H
Reg(K) <2> > Thnsppan, + Hy/2KHlog(2/5).

k=1h=1

C.2 Proof of Lemma 7

Proof. By the second-order Taylor expansion at 61, there exists § = v, + (1 — /)0 for some
v € [0, 1], such that

Yo PV = D POV ()

8'€Sh.s,a S'€Sh,s,a
’ 1 r =
= ) VL (00)T (02— )V (s) + 3 > (62— 00) VL (0)(02 — 01)V(s)
s’€Sh,s,a 8'€Sh,s,a

The gradient of pgia (0) is given by

Vi a(0) =15 a(0)0% . —D3a(®) Y. pla(0)65,.

s""E€Sh, s,a
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For the first-order term, we have

Z Vpg a 91 92 — 01)‘/( )

s’ESh,s,a
= D Pl 00(@l) T 02— V() — > plaO) D pia(01)(95.) (B2 —0:1)V(s)
S/Gshwsﬁa Slesh,s,a 3//€Sh,s,a
<H Z p8a91)<(¢ o) (02 —01) — Z pﬁ:;(el)(ﬁi;f(%—@l))
sSEST, 5" €Sn,5,a
2 ’ 1" 1" T
—i % (o X rleell) @ o)
Sles}ts,a s""€Sh s,a
<H Y p:jawl)( am D0 a0 A_J!@z—@lHA)
s'eS;. . s"€8h,s,a
SHB Y pla0||eta— D pia0el|
s GS;F; N s""E€Sh,s,a
<HB Y pla(0) PR AL (16)
8'€Sh,s,a 8""€S8h,s,a

where in the first inequality, we denote ;' , as the subset of Sy, 5, such that ( ﬁ,:a)T(HQ —0) —
D resn . pﬁjla(Hg)( g:;)T(Hg — 60) is non-negative, the second inequality holds by the Holder’s
inequality, and the third inequality is by the condition ||6; — 02|[x < 5.

exp(ub o)
1+ZSN EXp(uS:;) ’

Flu) = Z exp(ui,a) _ ﬁ(u): Z exp(u;a)v(g)

SIESh‘s,a 1 + Zs/,esh,s,a eXp(ug,a) S’ESh,s,a 1 + Zs,/esh,s‘a eXp(uzj;z) .

For the second-order term, let ugia(é‘) = (¢% o) 0 and p; a( )= further define

Then, we have

Z (62 — 91 pé a(é)(92 - 91)V(3/)

3
ESh,
%( (62) —u(6:) V2 F () (u(62) — u(®h))
5 X ¥ (uziawa)—uziawnf%wzi;wz)—uzi;wl»

s'€Sh,s,a 8""€Sh,s,a

! 32F é 1" "
Y @) - ula@] SO s 0n) — i 60)

5"E€Sh,s,a 8" ESh,s,a

w\m

where the inequality holds by V' (s) € [0, H],Vs.
According to Lemma 17, we have (omit the subscript Sy, s, for simplicity):

H o s PFu@) | s
5 ZZ’us,a(HQ) - us,a(el)’ . W : |us,a(92) - us,a(91)|

s’ s

SHY N |uly(02) — ul o (01)] - pl o (w(8)) Pl (u(8)) - |us o (62) — ul o (61)]

S/ SH#S/
3H / / / =
T 2 (ua(02) = w0 (01)) il (u(0)). a7
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To bound the first term, by applying the AM-GM inequality, we obtain
HY Y [ula(02) = ula(00)] 22 (w(D)pEa (u(0) - [0y (02) = ugy(61)]
S/ SN¢S/

<HD Y Jullf(02) — ul o (01)] Pl (u(8)) Pl (u(B)) - [ug , (62) — us, (61)]

’ —

< S S (00 (02) — 5 (0)) 0 (@) (w(8)

’ —

H " " 7 —_ /7
o ST (sl (0) — sl (0) B (w(8))p (w(0))
SHY . (ulo(02) — ul o (601)) P (u(9)) (18)
Plugging (18) into (17), we have

H , , O2F (u(0 9 .
S S a0 — w0 - T M) 1 () i (61)

0s'0s"
5H s s’ 2 )
< 7 (usﬁ(ag) - us,a(el)) ps,a(u(a))

= O S ()T 0 — 00) 00

5H /
< 7ﬁ2 mj}X||¢§,a||?\fl7 (19)

where the last inequality holds by the condition ||#; — 02]|a < 5.
Finally, combining (16) and (19) finishes the proof. |

C.3 Proof of Lemma 8

Proof. First, we prove the left-hand side of the lemma. We prove this by backward induction on
h. For the stage h = H, by definition, we have Q. g (s,a) = rg(s,a) = Q5 (s,a), Vi m+1(s) =
0 = V},1(s). Suppose the statement holds for h + 1, we show it holds for h. By definition, if
@k,h(s, a) = H, this holds trivially. Otherwise, we consider two cases:

For Q\k,h(s, a) defined in (14), we have

~

Qun(s,0) = 1 (s, 0) + argmax S a0Vl
€Ck,n

s'"€Sh.s,a
s’ * /
> rp(s,a) +argmax > plL(O)Vip i (s)
O€Ck h S'E€ESh s,a
> s’ O\ ALY
> rp(s,a) + Z P20 (05) Vi (s) = Qi (s, a).
s'€Sh,s,a

where the first inequality is by the induction hypothesis, and the second inequality is due to ¢}, € Cy, 5.

For @k,h(s, a) defined in (15), we have

~

Qk,h(sa a) = T‘h(S, a) + Z ps,a(é\k,h)‘?k,h—&-l(sl) + Fh,s,a

s'€Sh,s,a
>ra(s,a) 4 > PoalOn) Vi1 (s) + Thisa
s'€Sh,s,a
* * / *
> (s, a) + Z Ps,a(0n) Vit () = Q(s, a).
s'€Sn.s,a
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where the first inequality is by the induction hypothesis, and the second inequality is by (13).

Then, we prove the right-hand side of the lemma.
For @k,h(s, a) defined in (14), we have
Qrn(s,a) = (s, a) + arg max Z pz:a(e)‘/}k7h+1(8/)

GECk,h S'ESh s.a

<rp(s,a)+ Z pz,a(ek,h)‘/}k,thl(sl)+Fk,h,s,a

s’E€Sh,s,a
s *\ 17 /
<rp(s,a)+ Z P50 (00) Vi nt1(s) + 200 5.0,
s'E€Sh.,s,a

where the inequality is by (13).
For @kﬁ(& a) defined in (15), we have
@k,h(& a) =rp(s,a) + Z pi:a(é\k,h)‘/}k,thl(sl) + Tk hs,a

s'E€Sh,s,a
<r(s,a)+ Y e Vinta(s) + 20k nsas
s’ESh,s,a
where the inequality is by (13). |

C.4 Proof of Lemma 9

Proof. By the definition that Reg(K) = Zle Vif(sk1) — Zle V™ (sk,1), we have for any
d € (0, 1], with probability at least 1 — 4, it holds that

K K K
D Vi (sk) = D Vi (sk) = > Qi (sk,1,7 (s,1)) ZVI Sk,1)
k=1 k=1

1
k=1

N "
7
Q (8,1, 7" (Sk,1)) ZVl Sk1)

K

@1(8k,17 ak) — Z V™ (sk),

k=1

Mx FMN

<

=
Il
—

where the first inequality is by Lemma 8 and 0, € Chh with probability at least 1 — d, and the second
inequality is by action selection ay, , = arg max,e 4 Qk,n(Sk,n, @)

By the right-hand side of Lemma 8, we have
Q1 (511, a1,1) — V™ (s1,1)
= 1(81,1, a,1) + P1Viea (81,1, @1) + 200 sy 1 ap s — 7(Sk,15 ak1) — PrVa™* (si1, ann)
<Py (Vo — Vi) (k.15 ak,1) — (Vioo = Vo™ ) (s1,2) + (V2 — Vi™ ) (sk.2) + 200 s 1
< P1(‘7k,2 — Vo) (Sk,15ak,1) — (‘7k,2 —Vi*)(sk2) + ( (Sk,2, k,2) ng‘(Sm)) + 20 50 sam -
(Vient

Define Mk7h = Ph(f}k,thl — Vhﬂfl)(sk hy Ok h)

— V1) (8k,nt1)- Applying this recur-
sively, we have

H H
A Th
Qu(sk1,00,0) = Vi (s51) €2 Thosnaen + Y Mik
h=1 h=1
Summing over k we have

Reg(K QZZFh +ZZMM < 2ZZrh skmann + H\/2KHlog(2/0)

k=1h=1 k=1h=1 k=1h=1
where the inequality holds by the Azuma-Hoeffding inequality as M, j, is a martingale difference
sequence with M, ;, < 2H. This finishes the proof. |
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D Omitted Proofs for Section 3

D.1 Proof of Claim 1

Proof. First, by the definition of MNL mixture MDP, we have V(s,a) € S x Aand s’ € S, 5.4,
it holds that pg‘:a(ﬁ) > exp(—B)/(Uexp(B)),V0 € RY, thus k* > k > 1/(U exp(2B))?. Next,
consider the state-action pair (s, a) at stage h with the maximum number of reachable states U, it is

clear that s, . po(05) = 1. This implies that S cs,  Sores, .. Pha(05)p5a(05) = 1.
Applying the pigeonhole principle, there exists s, s” € S}, s, such that pgia(e;)pgj;(e;;) <1/U>
Thus, we conclude that k < k* < 1/U 2. This finishes the proof. |

E Omitted Proofs for Section 4

E.1 Useful Lemma
Lemma 10. V@l,gg S @, we have||91 — GQHHk,h(Ol) S (1 -+ 3\@)||Qk’h(91) — gkyh(02)||H;1h(91)

Proof. By the multivariate mean value theorem, we have

1
Grn(01) — Gin(02) = VL1 (01) — VL, (62) = / V2L (00 + (0 — 02))dt(0; — 62).
0

Hence, we have
16(61) = G(02)ll ;.1 (6,,0,) = 161 = Ozl 1 61.02)-

where Gy, 1, (61, 02) = fol V2L n(02 + (01 — 62))dt. By self-concordant-like property of Ly, j, in
Proposition 1, we have Hy, ,(61) =< (1 + 3v/2)G.n(01,02). As aresult, we have
||01 — GQH’HIq,h(Gl) S (1 =+ 3\/5)1/2 ||01 — 02||Gk,h(01792)
= (1+3V2)Y2 Gk (01) — Gro (92)“67”2,2(91792)
<(1+ 3\/5) IGk.n (61) — Grn (02)”7“;,1(91) .
This finishes the proof. n

E.2 Proof of Lemma 1

Proof. Since §k7h minimizes Ly, (0), we have Gr. h(ék ) = 0. Thus, we have

Grn(03) = Grn () = Z ST WI05) = v o5 + b

i=15'€S; 1
Therefore, since ||6 || < B and Hy, h(@;) = A1, forany § € (0, 1], with probability at least 1 — 7,

1Gk.1(67) = G, h(ak h ”H y < HZ Z Py () — i h)@ h” 1 (e + mB
i=1s"€S;,n k,h h
VA | 4 21 det (Hy(07))% Ay °
< 1 B,
=7 + oS og 5 4 \/7

where the last inequality holds by the Bernstein-type concentration inequality in Lemma 13. Then,
by the determinant inequality in Lemma 14, we have det(H, h(9* ) < (Ak+ %)d. Thus, we obtain

Gk (65) — G (B, Ml o) < < ) ‘FJF <§ <1 * si))

By the configuration that A\, = dlog(kH/¢) and applying the union bound for h € [H], we have
with probability at least 1 — 0, for all h € [H| simultaneously, it holds that

|Gk, (6) — gk,h@k,h)“y 1 or) < (B +3)V/dlog(kH/5).
This finishes the proof. |
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E.3 Proof of Theorem 1
Proof. By Lemma 10, with probability at least 1 — 4, it holds that
10k,n — 92”7{;;(92) < (1+3V2)||Grn(Orn) — gk7h(92)||7.[;11h(9:) < (14 3V2)8s

where the last inequality holds the confidence set CAk’ r in Lemma 1. Then, by Lemma 7, we have

D P Oen)V(s) = D pllOV(s)

S/ESh,ﬁs,a S/Gsh,s‘a

1st 2nd
< es,a + 6s,a'

where

€ = (1+3V2)HB, Y. pla(0}) ST 007,

s"€Sh,s,a s""€Sh,s,a

_ I
Hy 0 (07)

2nd = QOHﬁk maX||¢s aH’H 1 (0 )"

By Lemma 9, we have

K K H

ZV{‘(skl Zv (o) <20 (e + ) + HV2K Hlog(2/5)  (20)
k=1h=1

1st

2nd

Next, we bound €. and e respectlvely

Bounding ¢;%;. By statement (I) of Lemma 6, we have

K
ST piaen)

ARG

-1 *
k=1 S’GS}C,h S”Gsk,h, Hk’h(eh)
K K 2
s/ * * s/ * s’
< Z Z pk,h(eh) Z Z Pk h ‘9 ’¢k h Z Py, h(eh) k,h’ L (07)
k=1 S’GS}C,},, k=1 S/Esk h S”GS;C h k,h\"h

K
<4/2dK1 14+ —
_\/d og<+d>\K>

By the configuration that 3, = (B +3)+/dlog(k/d), we have

L 1st 2 K k
> 6% < (1+3V2)(B+3)dH? | K log <1+d/\K> log (5) 21)

k=1h=1

Bounding ;7. By statement (IV) of Lemma 6, we have

Zzeinidz - 90H225k maX||¢s a”H (9*
k=1

k=1 h=1
180 K
< -
< HﬁKdlg<1+d)\ )
180 K K
< B 2H?log [14+ — 1 22
< B+ og(+dA>og(5> @

where the first inequality holds by sum}_; max,cs, , ll¢; h||2 (9) 2dlog (1 + 5 d) ,V0 € ©

in Lemma 6 and the second inequality holds by the conﬁguratlon of ﬁk.

Combining (20), (21), and (22), we have with probability at least 1 — 4,

Reg(K) < 4 [2dK log 1+ 5 +@(B+3) d*H?log 1 log K
d\g d\g 1)

< O (aH*VEK + 51 H?).
This finishes the proof. |
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F Omitted Proofs for Section 5

F.1 Useful Lemma

Lemma 11. Forany k € [K|, h € [H], define the second-order approximation of the loss function

Ek,h(ﬂ) at the estimator Gk.,h as Ek,h(e) = gk,h(ok,h)+<v£k,h(§k,h)a 975’“»’1>+%”6*5’“7h”§1k @)’

Then, for the following update rule
~ ~ 1 ~
0 =argminty, ,(0) + — |10 — O nll3, .
k41 = aTgIn ko (6) o 16 = Or.nll5,

it holds that
k

k
10410 = O[5, <20 (Z in(05) — Zei,h,(eiﬂ,h)) +4A\B
=1

i=1

k k
+12v2B0 Y N6ip1n = Oinll3 =D N0ir1n — Oinli, -
=1

i=1
Proof. Based on the analysis of (implicit) OMD update (see Lemma 16), for any 7 € [K], we have
o 0 0 * 1 0 * n * n 0
(VUi n(Bix1,n),0ip1,n — 05;) < o (Hei,h = Oll3,,, = 1010 — 0515, — 10iran — 91h||3{h)
According to Lemma 4, we have
'y * Y Py * 17 * 2
Cin(Oir1,n) = Cin (05) < (Vln(0ir1,n), Oigr,n — 05) — c ‘ Oiv1,n — 9hHV2ei,h,(5i+1,h) ,
where ¢ = log(K + 1) + 4. Then, by combining the above two inequalities, we have
Cin(Oixin) = Lin(0]) < (VU p(Oiv1,n) — VEn(0ix1,n), Oipr,n — 03)
1z * n * n n
i (R VR U A
We can further bound the first term of the right-hand side as:
(Vlin(0iv1,n) — Vn(Oix1,n), 0ip1,n — 05)
= (VlnOis1,0) — Vln(05) — Vi n(0i0) Ois1,n — Oin), i1, — 05
= (D% 1 (&41)[0i41,0 — 0in](Oi1,n — Oin), 0ix1.n — O5)
~ T ~ 9
< 3\[2H91'+17h - 0h||2H07?+17h - Givth‘zei,h
~ ~ 2

< 6V2B||0i11.n — |,

where the second equality holds by the mean value theorem, the first inequality holds by the self-

concordant-like property of ¢; ,(-) in Proposition 1, and the last inequality holds by §i+17 n and 0
belong to © = {6 € R?, ||0||> < B}, and V2, ,(§i11) = Ly

Then, by taking the summation over ¢ and rearranging the terms, we obtain

k k
|01, — 971”;“1& << (Z Lo (07) — Z€S,h(9i+1,h)> + 101 — O3ll3, .
s=1

s=1

(§i+1)

k k
F0VABEY [~ Bunl2 = Y (B~ Bun,
s=1 s=1

k k
< (z b (6= 3 ton (@-H,h)> B
s=1 s=1

k k
+ 6\/§BCZ [|0is1,n — ai,hH; - Z |0is1,n — Hi,h”j_[i’hy
s=1 s=1

where the last inequality holds by ||§1,h - 0;"L||§_[M < >\H§1,h — 07]|3 < 4A\B. Plugging ( = 27
finishes the proof. |
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F.2 Proof of Lemma 2

Proof. According to Lemma 11, we have

k k
10k41.0 = O30, <20 (Z Cin(0) — Z&,h(@ﬂ,h)) +4AB
=1

i=1

k k
+12V2B0 > [0iv1.n = Oinll3 =Y l0ir1n — Oinll3, -
i=1 i=1
We bound the right-hand side of the above lemma separately in the following. The most challenging
part is to bound the term Zle Cin(0F) — Zle l; n(Big1,n). At first glance, this term appears
straightforward to control, as it can be observed that 0; = argmingega €5 (0) = Ey; n[l; n(0)],

where the instantaneous loss ¢; 5, () serves as an empirical observation of £ (6). Consequently,
the loss gap term seemingly can be bounded using appropriate concentration results. However, a

caveat lies in the fact that the update of the estimator ;1 j, depends on the information ¢; j,, or more
precisely y; 5, making it difficult to directly apply such concentration results.
To address this issue, we decompose the loss gap into two components by introducing an intermediate

term. Specifically, we define the softmax function as [0 1 (2)]s = 7 T~ eXP([Z]e)Sp([Z]) ,Vs € Sp.p.
’ seSy,p F s ’

Using this definition, the loss function can be rewritten as:

5/ 1
ben(ens yen) = D Uyin = 1log ([Ukh(>

§'E€Sk.n Zk,,h)]s’

Define a pseudo-inverse function of oy, ,(+) as [o,;}l(p)]sl = log (1@‘]'7;"'1) ,Vp € {p € [0,1]5kr

|lp|lx < 1}. Then, the loss gap term can be decomposed into two parts as follows.

(4:(65) — i (Bign)

-

i=1

k
(i (07) = Lin(Zin yin) + Y (gi,h(zi,ha Yih) — £i7h(9i+1,h))

1 i=1

|

7

term (a) term (b)

-1 4 A s -1\ .
where 2y, 5, = O'k’h(EQNPkJL [on(( Z’h)TQ)S,GSM]), Py = NOkn, (1+ c?—[k’h)) is the Gaussian
distribution with mean 6y, 5, and covariance (1 + CH;}L) where c is a constant to be specified later.

The design of the intermediate term was originally proposed by Zhang and Sugiyama [2023] in their
study of the multiclass logistic bandit problem and was subsequently applied to the multinomial
logit bandits problem by Lee and Oh [2024]. Notably, the intermediate loss is independent of the
information contained in y; 5, enabling the application of concentration results. Specifically, based on
Lemma F.2 and Lemma F.3 of Lee and Oh [2024], we obtain the following upper bounds for them.

For term (a), let 6 € (0,1] and A > max{2, 72cd}, for all k € [K], h € [H], with probability at least
1 — 4, we have

term (a)

< g+ 0+ 90 +9) (42810 (2T ) v o () ) )

For term (b), for all k € [K], h € [H], we have

2 k+1
Oin — 0i+1,hHH + V6edlog (1 + +> .
ih

k

1

t b) < —
SRS >

i=1

2)
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Combining term (a) and term (b), we have

||9k+1,h - 07L||’2Hk+1,h

(31og(1 + (U + 1)k) + 3) (gx + 22 log <2H\/2+72k> +16 <log (W))?

k+1
+2 + V6edlog (1 + +>

<2

k k
+4\B +12v2Bn ZHeiJrl,h —Oinll3 + (g -1 Z||9¢+1,h + 0115,
i=1 =1

(31og(1 + (U + 1)k) + 3) (gx + 2 log <2H\/(15+72k> +16 <log (W))rz)

k+1
+ 24 V6edlog <1 + 2&)

ih

2\

<2

+ 4B,

where the second inequality holds by setting ¢ = 77/6 and A > max{84v/2nB, 84dn}, we have

k k
12\/5377 Z”Hi-‘rl,h — 9,‘@”% + (g — 1) Z”ei-‘rl,h + 0i7h 2
=1 =1

ik

ih

k k
~ ~ 1 ~ ~
=12v2By le9i+1,h —0inll3 — - ;H@m,h + 0113

(12\[37] - —) ZH91+1 = 0in3
0.

IN

Thus, by setting n = 3 log(U + 1) + (B + 1), A = 84/2n(B + d), we have

||§k+1,h - 6;||ch+l,h < O(\/alOgUIOg(kH/(S)) £
This finishes the proof. u
F.3 Proof of Lemma 3

Proof. Lemma 3 follows directly by substituting the confidence set CAk n defined in Lemma 2, into
Lemma 7. This finishes the proof. ]

F.4 Proof of Theorem 2
Proof. Combining Lemma 3 and Lemma 9, we have

K
> Vi (ska) Zvl Sp) < 2 Ze?;Jre;ng ) + H+/2K H log(2/6)
k=1

where

e =HpBr Y pz,,h(gk,h)H¢Z,,h - > pz:/h(a’“’h)qsz/’/huy—“

s’ESk,h S”GSk,h k,h
snd H~2 s (2
max -1 .
€k,h = Bk S’ES;C‘;,,”d)k’h”Hk,h
Next, we bound €{% and €}" respectively.

t

Bounding efs For simplicity, we denote

/

Eg [¢Z,h] = ES'NP;,L(G) [¢i,h]’ 7;,(1 = ¢§,a - 9k h [¢k: h] ¢§,a = ¢§,a - 9k+1 h [¢k h]
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Then, we have

Z PZ/,h(gk,h) ¢Zl,h* Z Dy, h(ak )P} h” Z th 9kh ||¢k h”«rr
' €Sk, n s"€Sk,n k,h s'€Sk,n
< Z pkh 9th¢kh ¢thH,1+ Z pkh (Or.1)
S GSk h s ESkh
= Z pkh gkh H¢kh ¢k h||y 1 + Z th 9k ) — pz:h(§k+1,h))”$lsc/,h“%;;
s'€Sk.n s'€Skn o
term (c) term (d)
S ESk;
term (e)

We bound these terms separately in the following.

For the first term (c¢), we have
75/ . ~3/
1630 = inll
= H > (pz,h(ekJrl,h) —Pi,h(9k,h)> ¢i,h‘ -

SHESk,h k,h
= H Z (Vpi:,h(ﬁk,h)T(gkﬂ,h - 5k,h)) ol
s"E€Sk,n Hk,h,
< Z Vi En) T Okrn — On)
s €Sk,
S,/ S// S// S/// S/// T -~ -~ S//
= > ‘(pk,h(ék,h)cﬁk,h —Din(&en) D pk,h(fk,h)¢k,h) (Ok+1,n — 9k,h)‘ |
S”Esk,h S”lesk,h
< QNEES: Pil,/h(é“k,h)’(¢Z/,Ih)T(F9Vk+1,h — O] - H¢Z/,/h||a;;
S k,h
+ Z pk W (&, H¢k ;LHH—l Z pil,,;;(fk,h) : |(¢Z/,/;/L)T(5k+1,h - 5k,h)|
s’ ESk h s’ lesk,h
< Z Do ()| Or1m — Féik?hHHk X |
s"ESk n '
+ > pha@nlotalig Do Pha@mlotallig 10kean = Oenlly,
S”ESk h s’ esk,h
477 417 o & 2
< N5 s”EZSk hpk h (&k.n H¢k h||H—1 + \[\(Sgs:k hpk,h(fk,h)Hgbk,hHH;i)
- \/X ”ESk}
2

= /) s"€Sk,

where and the fourth inequality is because by Lemma 15 and the fact ﬁk,h = Hin = A4, we have

_ _ _ _ - 2 -
|Oks1.n — ak,hHHk,h <||Okgrn — Hk,hHﬁk,h < 277|\V€k,h(9k,h)||ﬁ;§z < lﬂvgk,h(&k,h)nm

VA

and since VUi, 1 (0) = >, cs, h(p;‘;/h(H) — y,i/h)qbz/h we have

||V£kh(9kh ||2<H Z pkh ekh ¢th +H Z ykh¢kh

k,h k,h

<2 max l#%.all; < 2.
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Therefore, we have

K H
ZZ Z pkh (Ok.n) Hﬁbkh S%ZZ th(ekh) AR

k=1h=1s"€Skn k=1h=1s"€Skn

2
7-[_

K
dlog (14+ — ), 23
S g( dA) (23)

where the last inequality holds by Y"1, max,es, , 58 H; < 2dlog ( + d) in Lemma 6.

For the term (d), by similar analysis, we have
(pi,h(ek,h) —pi,h(‘gkﬂ,h))H‘ZSZ,hHH;%L

= Vi (&) T Orn — §k+1,h)|\¢~5Z:hHH;}l

! o/ ./ " N T ~ ~
= (P &) 0in — PEn(Ern) D PinErn)éin) Orirn—Oen)

s"eSk n

4 ’ ’ ~! ’ ~! 1" "
e Gl A [ A A ] L2 penlenllen i)
k,h

4n
<L (mSX T L e LA e IS h||H_1)
2n
< % max (Hmnﬂ-l + 1165 huﬂ-l)
27’] 2 2
+ VA (( aresy ) + (s’”ES ) >
877 2 ~
< \F)\max{ nax oL e H¢kh }
where the third inequality holds by the AM-GM inequality. Thus, we have
K H .
Z Z Z (Pi,h(ek h) Pk h(9k+1 h ||¢k hHH*
k=1h=1s"E€Sk,n
877 K X ~. 1 2
<)\Z§:max{”65 ki’s/pelgx ||¢kh H,h}
k=1h=1
16H K
< H\F)\dlog <1+d)\)’ (24)

where the last inequality holds by Zl | MaXyres, , ||¢1 hHH—l < 2dlog (1 + ﬁ) in Lemma 6.

Finally, we bound the term (e) as follows.

K
> pz,,h(ok—&-l,h)HQSZ:h||H;‘1h

k:lS/ESkh
K
Z Y PinOrrn) | Y0 D piaOren) ||¢MHH,;§
k= 1S€Skh k= 1S€Skh
K
<\F\/zd1og 1+dA) 25)
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where the first inequality holds by the Cauchy-Schwarz inequality and the last holds by Lemma 6.
Thus, combining (23), (24), and (25), we have

K H K H
St =HB Y Y Y p@a||ein— > p@nei,
k,h

k=1 h=1 k=1 h=1 S/Gsk,h S”Eskﬁh

< H?By <\/2dK10g (1 + K) \Qf (1 + g)) (26)

For the second-order term, by Lemma 6, we have

ZZ fHﬁkZZ ma (16742, < = H?Fidlog (1+§§) @7)
k=

k=1h=

where the last inequality holds by Z _ MaXyes, , ||¢Z h H 2 =dlog (1 + ﬁ) in Lemma 6.
Combining (26) and (27), we have

Reg(K Z i+ ern) + Hy/2K Hlog(2/6)

~ K 2n K 5 o~ K
< 2 17202
< H"fBk <\/2dKlog (1+> H\fdl ( dA)) + /—@H Bidlog <1+d)\>
/ 2
+ H 2KHlogg

< O(dH*VE + d*H*:7Y).
This finishes the proof. n

G Omnitted Proofs for Section 6

G.1 Proof of Theorem 3

Proof. Our proof is similar to adversarial linear mixture MDPs with the unknown transition in Zhao
et al. [2023]. We prove this lemma by reducing MNL mixture MDPs to a sequence of logistic bandits.

We use each three layers to construct a block. Note that the third layer of block ¢ is also the first layer
of block i + 1 and hence there are total H/2 blocks. In each block, both the first and third layers
of this block only have one state, and the second layer has two states. Here we take block ¢ as an
example. The first two layers of this block are associated with transition probability IP; ; and P; ».
Denote by s; 1 the only state in the first layer of this block. In the second layer of the block 7, we
assume there exist two states 3;2 and s; . Let s; 3 be the only state in the third layer of this block.

Further, for any a € A, let ¢(s; 1, a, s;,2) = 0. The transition probability is defined as follows:

eXP(‘ZS(S;z | 54,1, a)T97,1) —)
1+ exp(p(s;y | 54,15 a)Tﬁz"l) a’

Pii(sio | 8i1,0) = Pi1(si2 | si1,0) =1~ pqa.
For the second layer, it satisfies Vs = s; 5, s; 2, and a € A, P; 2(s:3 | s,a) = 1. The reward satisfies
75(8i,1,a) = 0 for the first layer and T’k(s;»k72, a) =1, ri(si2,a) = 0 for the second for all a« € A.

Then, consider the logistic bandit problem where a learner selects action z € R? and receives a
reward 7, sampled from the Bernoulli distribution with mean pu(z"0*) = (1 + exp(z ' 6*))~ . By
this configuration, we can see that learning in each block of MDP can be regarded as learning a
d-dimensional logistic bandit problem with A arms, where the arm set is ¢(s} 5 | si,1,a) and the
expected reward of each arm is p,. Thus, learning this MNL mixture MDP equals to learning H/2
logistic bandit problems. This finishes the proof.
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H Supporting Lemmas

In this section, we provide several supporting lemmas used in the proofs of the main results.

Lemma 12 (Abbasi-Yadkori et al. [2011, Theorem 1]). Let {F,;}, be a filtration. Let {1 },-, be
a real-valued stochastic process such that 1, is F;-measurable and 0, is conditionally zero-mean
R-sub-Gaussian for some R > 0 i.e. YA € R, E [e’" | F,_1] < exp (A?R%/2). Let {X,},°, be an
Ré-valued stochastic process such that X; is F;_1-measurable. Assume that V is a d x d positive
definite matrix. For any t > 1, define
t—1 t—1
Vi=V4+Y XX, S=) nX.
s=1

s=1

Then, for any § € (0, 1), with probability at least 1 — 6, for all t > 1,

det (V)2 det(V)-1/2
||5t||Vt—1<R\/2log( ) 5 W) )

Lemma 13 (Périvier and Goyal [2022, Theorem 4]). Let {F;}2, be a filtration. Let {0:}2, be an
RN -valued stochastic process such that 6 is F;-measurable one-hot vector. Furthermore, assume
E[6:|Fi—1] = p: and define e, = p; — 0y Let {X;}2, be a sequence of RN *?-valued stochastic
process such that X, is Fy_1-measurable and | X, ;|2 < 1,Vi € [N]. Let {\}2, be a sequence of
non-negative scalars. Define

t-1 [ N N N t-1 N
Hy=>) piXii X, =YY ik Xa i Xl | A Mlay Se=) 0 i X
i=1 \ j=1 J=1 k=1 =1 j=1

Then, for any ¢ € (0,1), with probability at least 1 — (, forall t > 1,

1 d
V>\t 4 2ddet (Ht)i)\;é
Stllg-1 < — + —=1 .
| t”Ht =7 W og C

Lemma 14 (Abbasi-Yadkori et al. [2011, Lemma 10]). Suppose z1,...,x; € R? and for any 1 <
5 <t ||wslla < L. Let Vi = Mg+ Y.\ zsx] for X > 0. Then, we have det(V;) < (A + th/d)d.

Lemma 15 (Orabona [2019, Lemma 6.9]). Let Z be a positive define matrix and VV be a convex set,
define wy 1 as the solution of

. 1 9
Wyi1 = arg min {(g,w) + 2—||w - thZ}.
wew n

Then we have
[Wers = wellz < 208l
Lemma 16 (Campolongo and Orabona [2020, Proposition 4.1]). Define w1 as the solution of
Wit = afgﬂll}in {nt(w) + Dy (W, wy) },
we
where V C W C R% is a non-empty convex set. Further supposing 1(w) is 1 -strongly convex w.rt.

a certain norm || - || in W, then there exists a g} € 0¢; (Wyy1) such that

(Mgt Wip1 —u) < (VY (wy) — Vb (Wig1) , W1 — 1)

foranyu e W.
Lemma 17 (Lee and Oh [2024, Lemma D.3]). Define Q : RX — R, such that for any u =
(u1,...,ug) € RE Qu) = K, —o00) 1o pi(u) = —PU)__ Then, for all

=1 o432 exp(uk) v+ exp(uk)

i € [K], we have

62@ < {3pz(u) lfl :j7
0i0j| = 2pi(w)p; () ifi # j.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of this work in the conclusion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate “Limitations” section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We present the assumption in Assumption 1 and provide detailed proofs for all
theoretical results in the appendices.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: This is a theoretical paper and does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: This is a theoretical paper and does not include experiments.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: This is a theoretical paper and does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: This is a theoretical paper and does not include experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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8.

10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: This is a theoretical paper and does not include experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This paper adheres fully to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This is a theoretical paper and there is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This is a theoretical paper and does not release any data or models that have a
high risk for misuse.

Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: This is a theoretical paper and does not use existing assets.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
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14.

15.

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This is a theoretical paper and does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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