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Figure 1: Comparisons between the proposed method and current SOTA approaches specialized for
specific tasks. (a) Representative specialized approaches on six tasks. (b) OneFormer3D, a recent
unified framework, achieves SOTA performance on three generic segmentation tasks in one inference.
(c) The proposed unified framework achieves six tasks in one inference. (d) Our method outperforms
current SOTA approaches across six tasks involving two modalities using a single model.

Abstract

We propose UniSeg3D, a unified 3D scene understanding framework that achieves
panoptic, semantic, instance, interactive, referring, and open-vocabulary segmenta-
tion tasks within a single model. Most previous 3D segmentation approaches are
typically tailored to a specific task, limiting their understanding of 3D scenes to a
task-specific perspective. In contrast, the proposed method unifies six tasks into
unified representations processed by the same Transformer. It facilitates inter-task
knowledge sharing, thereby promoting comprehensive 3D scene understanding. To
take advantage of multi-task unification, we enhance performance by establishing
explicit inter-task associations. Specifically, we design knowledge distillation and
contrastive learning to transfer task-specific knowledge across different tasks. Ex-
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periments on three benchmarks, including ScanNet20, ScanRefer, and ScanNet200,
demonstrate that the UniSeg3D consistently outperforms current SOTA methods,
even those specialized for individual tasks. We hope UniSeg3D can serve as a
solid unified baseline and inspire future work. Code and models are available at
https://dk-liang.github.io/UniSeg3D/.

1 Introduction

3D scene understanding has been a foundational aspect of various real-world applications [3, 13,
72, 71, 19], including robotics, autonomous navigation, and mixed reality. Among 3D scene un-
derstanding tasks, 3D point cloud segmentation is a crucial component. Generic 3D point cloud
segmentation contains panoptic, semantic, and instance segmentation tasks [38, 42, 61, 69, 22],
which segment classes annotated in the training set. As a complement, 3D open-vocabulary (OV)
segmentation task [41, 54, 16] segments open-vocabulary classes of interest. Another group of works
study to utilize user priors. In particular, 3D interactive segmentation task [24, 70] segments instances
specified by users. 3D referring segmentation task [15, 45, 59, 58] segments instances described by
textual expressions. The above-mentioned tasks are core tasks in 3D scene understanding, drawing
significant interest from researchers and achieving great success.

Previous studies [53, 8, 75, 30, 20] in the 3D scene understanding area focus on separated solutions
specialized for specific tasks, as shown in Fig. 1(a). These approaches overlook intrinsic connections
across different tasks, such as geometric and semantic consistency of objects. They also fail to share
knowledge biased toward other tasks, limiting their understanding of 3D scenes to task-specific
perspectives. It poses significant challenges for achieving comprehensive and in-depth 3D scene
understanding. A recent exploration [23] named OneFormer3D designs an architecture to unify
the 3D generic segmentation tasks, as shown in Fig. 1(b). This architecture inputs instance and
semantic queries to simultaneously predict the 3D instance and semantic segmentation results. And
the 3D panoptic segmentation is subsequently achieved by post-processing these predictions. It is
simple yet effective. However, this architecture fails to support the 3D interactive, referring, and
open-vocabulary segmentation tasks, which provide complementary scene information, including
user priors and open-set classes, should be equally crucial in achieving 3D scene understanding as the
generic segmentation tasks. This leads to a natural consideration that if these 3D scene understanding
tasks can be unified in a single framework?

A direct solution is to integrate separated methods into a single architecture. However, it faces
challenges balancing customized optimizations specialized for specific tasks involved in these meth-
ods. Therefore, we aim to design a simple and elegant framework without task-specific customized
modules. This inspires us to design UniSeg3D, a unified framework processing six 3D segmentation
tasks in parallel. Specifically, we use queries to unify representations of six tasks. The 3D generic
and open-vocabulary segmentation tasks, only input point clouds without human knowledge, can
be processed by sharing the same workflow without worrying about prior knowledge leakage. We
use a unified set of queries to extract features of these four tasks for simplification. The interactive
segmentation inputs visual point prompts to condition the segmentation. We represent the point
prompt information by sampling point cloud features as vision prompt queries, thereby avoiding
repeated point feature extraction. The referring segmentation inputs textual expressions persist in
a modality gap with point clouds and are hard to unify in previous workflows. To reduce time
consumption, we employ a parallel text prompt encoder to extract text features and regard them as
text prompt queries. All these queries are decoded using the same mask decoder and share the same
output head without the design of task-specific customized structures.

We further enhance performance by taking advantage of the multi-task design. In particular, we
empirically find that the interactive segmentation outperforms the rest of the tasks in mask predictions,
which is attributable to reliable vision priors. Hence, we design knowledge distillation to distill
knowledge from the interactive segmentation to the other tasks. Then, we build contrastive learning
between interactive segmentation and referring segmentation to connect these two tasks. The
proposed knowledge distillation and contrastive learning promote knowledge sharing across six tasks,
effectively establishing inter-task associations. There are three significant strengths of the UniSeg3D:
(1) It unifies six 3D scene understanding tasks in a single framework, as shown in Fig. 1(c). (2) It is
flexible because it can be easily extended to more tasks by simply feeding additional task-specific
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queries. (3) The designed knowledge distillation and contrastive learning are only used in the training
phase, optimizing performance with no extra inference cost.

We compare the proposed method with task-specific specialized SOTA approaches [50, 56, 36, 70, 45,
40] across six tasks to evaluate its performance. As shown in Fig. 1(d), the UniSeg3D demonstrates
superior performance on all the tasks. It is worth noting that our performance on different tasks is
achieved by a single model, which is more efficient than running separate task-specific approaches
individually. Furthermore, the structure of UniSeg3D is simple and elegant, containing no task-
customized modules, while consistently outperforming specialized SOTA solutions, demonstrating a
desirable potential to be a solid unified baseline.

Our contributions can be summarized as follows: First, we propose a unified framework named
UniSeg3D, offering a flexible and efficient solution for 3D scene understanding. It achieves six 3D
segmentation tasks in one inference by a single model. To our knowledge, this is the first work to unify
six 3D segmentation tasks. Second, specialized approaches limit their 3D scene understanding to
task-specific perspectives. We facilitate inter-task knowledge sharing to promote comprehensive 3D
scene understanding. Specifically, we take advantage of the multi-task unification design, employing
knowledge distillation and contrastive learning to establish explicit inter-task associations.

2 Related Work

3D segmentation. The generic segmentation consists of panoptic, semantic, and instance segmenta-
tion. The panoptic segmentation [38, 60] is the union of instance segmentation [9, 33, 2, 64, 55] and
semantic segmentation [44, 42, 5, 73]. It contains instance masks from the instance segmentation
and stuff masks from the semantic segmentation. These 3D segmentation tasks rely on annotations,
segmenting classes labeled in the training set. The open-vocabulary segmentation [40, 54] extends
3D segmentation to novel classes. Another group of works explores 3D segmentation conditioned by
human knowledge. Specifically, the interactive segmentation [24, 70] segments instances specified
by the point clicks. The referring segmentation [15, 45, 57] segments objects described by textual ex-
pressions. Most previous researches [65, 4, 25, 32] focus on specific 3D segmentation tasks, limiting
their efficiency in multi-task scenarios, such as the domotics, that require multiple task-specific 3D
segmentation approaches to be applied simultaneously. This work proposes a framework to achieve
the six above-mentioned tasks in one inference.

Unified vision models. Unified research supports multiple tasks in a single model, facilitating
efficiency and attracting extensive attention in the 2D area [43, 37, 29, 18]. However, rare works
study the unified 3D segmentation architecture. It might be attributed to the higher dimension of the
3D data, which leads to big solution space, making it challenging for sufficient unification across
multiple 3D tasks. Recent works [11, 35] explore outdoor unified 3D segmentation architectures,
and some others [76, 14, 17] delve into unified 3D representations. So far, only one method,
OneFormer3D [23], focuses on indoor unified 3D segmentation. It extends the motivation proposed in
OneFormer [18] to the 3D area and proposes an architecture to achieve three 3D generic segmentation
tasks in a single model. We note that the supported tasks in OneFormer3D can be achieved in one
inference through post-processing predictions of a panoptic segmentation model. In contrast, we
propose a simple framework that unifies six tasks, including not only generic segmentation but also
interactive, referring, and open-vocabulary segmentation, into a single model. Additionally, we
establish explicit associations between these unified tasks to promote knowledge sharing, contributing
to effective multi-task unification.

3 Methodology

The framework of UniSeg3D is depicted in Fig. 2. It mainly consists of three modules: a point cloud
backbone, prompt encoders, and a mask decoder. We illustrate their structures in the following.

3.1 Point Cloud Backbone and Prompt Encoders

Point cloud backbone. We represent a set of N input points as P ∈ RN×6, where each point is
characterized by three-dimensional coordinates x, y, z and three-channel colors r, g, b. These input
points are then fed into a sparse 3D U-Net, serving as the point cloud backbone, to obtain point-wise
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Figure 2: The framework of UniSeg3D. This is a simple framework handling six tasks in parallel
without any modules specialized for specific tasks. We take advantage of the multi-task unification
design and enhance performance by building associations between the supported tasks. Specifically,
knowledge distillation transfers insights from interactive segmentation to the other tasks, while con-
trastive learning establishes connections between interactive segmentation and referring segmentation.

features F ∈ RN×din , where din denotes the feature dimension. Processing dense points individually
in 3D scene understanding can be time-consuming. Therefore, we downsample the 3D scenario
into M superpoints and pool the point features within each superpoint to form superpoint features
Fs = {fi}Mi=1, where each fi ∈ Rdin and Fs ∈ RM×din . This procedure exhibits awareness of the
edge textures [27] while reducing computation cost.

Vision prompt encoder. Click is a clear and convenient visual interaction condition widely employed
in previous works [21, 24, 70]. We formulate clicks as vision prompts, as illustrated in Fig. 2. In
practice, a click is first indicated by the spatially nearest point. Then, we sample a superpoint
containing this point and employ its superpoint feature as a vision prompt feature fv ∈ Rdin to
represent point prompt information, thus avoiding repeated feature extraction and maintaining feature
consistency with the point clouds.

Text prompt encoder. UniSeg3D is able to segment instances described by textual expressions. The
initial step of processing a text prompt involves tokenizing the text sentence to obtain its string tokens
T ∈ Rl×c, where l is the sentence length, and c represents the token dimension. These tokens are
then fed into a frozen CLIP [46] text encoder to produce a C-dimensional text feature ft ∈ RC . This
feature is subsequently projected into dimension of din using two linear layers, obtaining ft ∈ Rdin ,
aligning the dimension of the point features for subsequent processing.

3.2 Mask Generation

We employ a single mask decoder to output predictions of six 3D scene understanding tasks. The
generic and open-vocabulary segmentation share the same input data, i.e., the point cloud without
user knowledge. Therefore, we randomly select m features from M superpoint features to serve as
unified queries q′

u ∈ Rm×din for both the generic and open-vocabulary segmentation tasks. During
training, we set m < M to reduce computational costs, while for inference, we set m = M to enable
the segmentation of every region.

The prompt information is encoded into prompt features as discussed in Sec. 3.1. We employ the
prompt features as prompt queries, which can be written as q′

v = {fv,i}Kv

i=1, q′
t = {ft,i}Kt

i=1, where
q′
v ∈ RKv×din , q′

t ∈ RKt×din . Kv and Kt are the number of the point and text prompts, respectively.
q′
u, q′

v, q′
t are three types of queries containing information from various aspects. Feeding them

forward indiscriminately would confuse the mask decoder for digging task-specific information.
Thus, we add task-specific embeddings eu, ev , and et before further processing:

qu = q′
u + eu, qv = q′

v + ev, qt = q′
t + et, (1)

4
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Figure 3: Illustration of the inter-task association. (a) A challenging case requiring distinction
of position information within textual descriptions. (b) A contrastive learning matrix for paired
vision-text features, where a ranking rule is employed to suppress incorrect pairings. (c) Knowledge
distillation across multiple tasks.

where eu ∈ Rdin , ev ∈ Rdin , et ∈ Rdin , and are broadcasted into Rm×din , RKv×din , and RKt×din ,
respectively. The mask decoder comprises L mask decoder layers, which contain self-attention layers
integrating information among queries. Prompt priors involving human knowledge are unavailable
for generic segmentation during inference. Therefore, in the training phase, we should prevent human
knowledge from leaking to the generic segmentation. In practice, the prompt queries are exclusively
fed into the cross-attention layers. Output queries of the last mask decoder layer are sent into an
output head consisting of MLP layers to project dimensions of the output queries from din to dout.
In general, the mask generation process can be formally defined as:

Fout = MLP (MaskDecoder (q = Concat (qu,qv,qt) ;k = Fs;v = Fs)) , (2)

where Fout = {fout,i}m+Kv+Kt

i=1 represents output features, with fout,i ∈ Rdout and Fout ∈
R(m+Kv+Kt)×dout .

Subsequently, we can process the output features to obtain class and mask predictions. For class
predictions, a common practice involves replacing class names with class IDs [23]. However, for
our method to support referring segmentation, the class names are crucial information that should
not be overlooked. Hence, we encode the class names into text features ecls ∈ RKc×dout using a
frozen CLIP text encoder and propose to regress the class name features instead, where Kc denotes
the number of categories. Specifically, we formulate the mask predictions maskpred and class
predictions clspred as follows:

maskpred = Fout ·MLP(Fs)
⊤
, clspred = Softmax

(
Fout · e⊤cls

)
, (3)

where maskpred = {maski}m+Kv+Kt

i=1 and clspred = {clsi}m+Kv+Kt

i=1 , with maskpred ∈
R(m+Kv+Kt)×M and clspred ∈ R(m+Kv+Kt)×Kc . maski ∈ RM and clsi ∈ RKc represent
the mask outcome and category probability predicted by the i-th query, respectively. The MLP
projects Rdin into Rdout . Given that maskpred and clspred are derived from superpoints, we map
the segmentation outputs for each superpoint back to the input point cloud to generate point-wise
mask and class predictions.

3.3 Explicit Inter-task Association

Previous studies have overlooked connections among 3D scene understanding tasks, resulting in
task-specific approaches that fail to leverage cross-task knowledge. This limitation restricts the under-
standing of 3D scenes to a task-specific perspective, hindering comprehensive 3D scene understanding.
We establish explicit inter-task associations to overcome these constraints.

Specifically, on the one hand, as shown in Fig. 3(a), the referring segmentation is challenging when
multiple individuals of identical shapes are arranged adjacently. It requires the method to distinguish
the location variations inserted in the text prompts, such as “right of the other chair” vs. “another chair
to the right of it.” However, the modality gap between 3D points and linguistic texts sets significant
obstructions. We propose ranking-based contrastive learning between the vision and text features to
reduce the modality gap and optimize the referring segmentation.
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Table 1: Mask prediction per-
formance of instance and inter-
active segmentation.

Tasks mIoU

Instance Seg. 68.1
Interactive Seg. 76.0 (+7.9)

On the other hand, as shown in Tab. 1, we evaluate our baseline
framework built in Sec. 3.1 and Sec. 3.2 on instance and interactive
segmentation tasks. Essentially, the main difference between the
instance and interactive segmentation is w/o or w/ vision prompts.
The mIoU metric, which directly measures the quality of mask pre-
dictions, indicates that the interactive segmentation surpasses the
instance segmentation by a notable margin of 7.9%. It suggests that
vision prompts provide reliable position priors, boosting the interac-
tive segmentation to perform superior mask prediction performance.
We design a knowledge distillation to share insights from interactive segmentation across unified
tasks. The core idea of this approach is to leverage the task of predicting best-quality masks to guide
the other tasks, i.e., using a teacher to guide students.

3.3.1 Ranking-based Contrastive Learning

We set the vision and text prompts specifying the same individual instances into pairs and align their
pairwise features by employing contrastive learning.

Assuming B vision-text pairs within a training mini-batch, the corresponding vision and text output
features are

{
fvout,i

}B

i=1
and

{
f tout,i

}B

i=1
. fvout,i ∈ Rdout and f tout,i ∈ Rdout are selected from output

features {fout,i}m+Kv

i=m+1 and {fout,i}m+Kv+Kt

i=m+Kv+1, respectively. We normalize these selected features to

obtain vision and text metric embeddings {evi }
B
i=1 and {eti}

B
i=1, where evi ∈ Rdout and eti ∈ Rdout .

Then, the contrastive learning can be formulated as Lcon = Lv + Lt, with:

Lv = − 1

B

B∑
i=1

log
exp (evi · eti/τ)∑B

j=1 exp
(
evi · etj/τ

) , Lt = − 1

B

B∑
i=1

log
exp (eti · evi /τ)∑B
j=1 exp

(
eti · evj/τ

) , (4)

where τ is a learnable temperature parameter. The pairwise similarity is illustrated in Fig. 3(b), where
we denote evi · etj as si,j for simplification. To distinguish the target instances from adjacent ones
with identical shapes, we introduce a ranking rule inspired by the CrowdCLIP [31] that the diagonal
elements are greater than the off-diagonal elements, which can be described as:

Lrank =
1

B

B∑
i=1

B∑
j=1

max (0, si,j − si,i). (5)

3.3.2 Knowledge Distillation

As shown in Fig. 3(c), we transfer knowledge from the interactive segmentation task to the generic
and referring segmentation tasks to guide their training phases.

To generic segmentation. Define predictions decoded from the unified queries as Predu =
{maski, clsi}mi=1. We employ the Hungarian algorithm, utilizing the Dice and cross-entropy
metrics as matching cost criteria, to assign Predu with interactive segmentation labels GTv =

{maskgt,i, clsgt,i}Kv

i=1. The matched predictions are selected as positive samples Posu =

{maskpos,i, clspos,i}Kv

i=1. We denote mask predictions among the positive samples as maskpos =

{maskpos,i}Kv

i=1, with maskpos ∈ RKv×M . The predicted masks of interactive segmentation can
be formulated as maskv = {maski}m+Kv

i=m+1, where maskv ∈ RKv×M . We select the pixels with
top k% scores of maskv as learning region R, and depict the knowledge transfer process from the
interactive segmentation to the generic segmentation tasks as:

Lv→g = LBCE (maskpos (R) ,maskv (R)) , (6)
where maskpos (R) and maskv (R) represent the predicted mask values within the region R,
gathering from the positive samples and the interactive segmentation predictions, respectively.

To referring segmentation. Define pairwise class probabilities predicted by the vision and
text prompt queries as clsv ∈ RB×Kc and clst ∈ RB×Kc selected from {clsi}m+Kv

i=m+1 and
{clsi}m+Kv+Kt

i=m+Kv+1, respectively. We formulate a knowledge transfer process from the interactive
segmentation to the referring segmentation task as:

Lv→t = LBCE (Sigmoid (clst) ,Sigmoid (clsv)) . (7)

6
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3.4 Training Objectives

Open-set pseudo mask labels. For open-vocabulary tasks, we train models on close-set data. To
enhance segmentation performance on open-set data, we use SAM3D [67] to generate segmentation
masks with undetermined categories as pseudo mask labels (open-set masks). While training, we
assign predictions of the unified queries with ground-truth masks (close-set masks). The assigned
and miss-assigned predictions are divided into positive and negative samples. The positive samples
are supervised to regress the close-set masks. We match the negative samples with the pseudo mask
labels and supervise the matched ones to regress the open-set masks. Note that the SAM3D is an
unsupervised method and does not rely on ground-truth annotations, eliminating worries of label
leakage. This process is exclusively applied in the training phase, incurring no extra inference cost.

Loss function. Training losses contain two components: (1) Basic losses, formulated as Lbase =
Lmask + Lcls. Lmask stands for pixel-wise mask loss, comprising the BCE and Dice losses. Lcls

indicates the classification loss, where we use the cross-entropy loss. (2) Losses used to build
inter-task associations, summarized as Linter = Lv→g + Lv→t + Lcon + Lrank. The final loss
function is L = Lbase + λLinter, where λ is a balance weight set as 0.1.

4 Experiments

Datasets. We evaluate the UniSeg3D on three benchmarks: ScanNet20 [6], ScanNet200 [47], and
ScanRefer [1]. ScanNet20 provides RGB-D images and 3D point clouds of 1, 613 scenes, including
18 instance categories and 2 semantic categories. ScanNet200 uses the same source data as ScanNet20,
while it is more challenging for up to 198 instance categories and 2 semantic categories. ScanRefer
contains 51, 583 natural language expressions referring to 11, 046 objects selected from 800 scenes.

Experimental setups. We train our method on the ScanNet20 training split, and referring texts are
collected from the ScanRefer. din and dout are set as 32 and 256, respectively. m ranges [50, 100]
percent of M with an upper limit of 3, 500. We set k as 10 and L as 6. For data augmentations, input
point clouds are randomly rotated around the z-axis, elastic distorted, and scaled; the referring texts
are augmented using public GPT tools following [63, 7]. We adopt the AdamW optimizer with the
polynomial schedule, setting an initial learning rate as 0.0001 and the weight decay as 0.05. All
models are trained for 512 epochs on a single NVIDIA RTX 4090 GPU and evaluated per 16 epochs
on the validation set to find the best-performed model. To stimulate models’ performance, we propose
a two-stage fine-tuning trick, which fine-tunes the best-performed model, setting the learning rate
and weight decay 0.001 times the initial values for 40 epochs. The proposed framework achieves
end-to-end generic, interactive, and referring segmentation tasks. We divide the open-vocabulary
segmentation task into mask prediction and class prediction. Specifically, we employ the proposed
UniSeg3D to predict masks and then follow the Open3DIS [40] to generate class predictions.

We use PQ, mIoU, and mAP metrics to evaluate performance on the generic segmentation tasks
following [38, 42, 69]. Then, we use AP and mIoU metrics for the interactive and referring segmen-
tation tasks, respectively, following [70, 45]. For the open-vocabulary segmentation task, we train
our model on the ScanNet20 and evaluate it on the ScanNet200 using AP metric, following [54]. The
Overall metric represents the average performance across six tasks intended to reflect the model’s
unified capability.

4.1 Comparison to SOTA Methods

The proposed method achieves six 3D scene understanding tasks in a single model. We demonstrate
the effectiveness of our method by comparing it with SOTA approaches specialized for specific tasks.
As shown in Tab. 2, the proposed method outperforms the specialized SOTA methods Panoptic-
NDT [49], OctFormer [56], MAFT [26], AGILE3D [70], X-RefSeg3D [45], and Open3DIS [40] on
the panoptic, semantic, instance, interactive, referring, and open-vocabulary (OV) segmentation tasks
by 12.1 PQ, 1.2 mIoU, 0.9 mAP, 1.0 AP, 4.1 mIoU, 0.7 AP, respectively. Even when compared with
the competitive 3D unified method, i.e., OneFormer3D [23], the proposed UniSeg3D achieves 0.1
PQ improvement on the panoptic segmentation task, and 0.3 mIoU improvement on the semantic seg-
mentation task. More importantly, the OneFormer3D focuses on three generic segmentation tasks. It
fails to understand user prompts, which limits its application prospects. In contrast, UniSeg3D unifies
six tasks and presents desirable performance, demonstrating UniSeg3D a powerful architecture.
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Table 2: Comparisons on ScanNet20 [6], ScanRefer [1], and ScanNet200 [47]. The best results
are highlighted in bold, and the second-best results are underscored. “∗” indicates the use of the
two-stage fine-tuning trick. “-/-” denotes training on filtered or complete ScanRefer datasets.

Datasets ScanNet20 ScanRefer ScanNet200

3D scene understanding tasks Pan. Sem. Inst. Inter. Ref. OV

Method Reference PQ mIoU mAP AP mIoU AP

SceneGraphFusion [60] CVPR 21 31.5 - - - - -
TUPPer-Map [68] IROS 21 50.2 - - - - -
Panoptic Lifting [50] CVPR 23 58.9 - - - - -
PanopticNDT [49] IROS 23 59.2 - - - - -

PointNeXt-XL [44] NeurIPS 22 - 71.5 - - - -
PointMetaBase-XXL [34] CVPR 23 - 72.8 - - - -
MM-3DScene [66] CVPR 23 - 72.8 - - - -
PointTransformerV2 [62] NeurIPS 22 - 75.4 - - - -
ADS [10] ICCV 23 - 75.6 - - - -
OctFormer [56] SIGGRAPH 23 - 75.7 - - - -

SoftGroup [55] CVPR 22 - - 45.8 - - -
PBNet [74] ICCV 23 - - 54.3 - - -
ISBNet [39] CVPR 23 - - 54.5 - - -
SPFormer [52] AAAI 23 - - 56.3 - - -
Mask3D [48] ICRA 23 - - 55.2 - - -
MAFT [26] ICCV 23 - - 58.4 - - -
QueryFormer [36] ICCV 23 - - 56.5 - - -
OneFormer3D [23] CVPR 24 71.2 76.6 59.3 - - -

InterObject3D [24] ICRA 23 - - - 20.9 - -
AGILE3D [70] ICLR 24 - - - 53.5 - -

TGNN [15] AAAI 21 - - - - 24.9/27.8 -
X-RefSeg3D [45] AAAI 24 - - - - 25.5/29.9 -

OpenScene [41] with [48] CVPR 23 - - - - - 8.5
OpenMask3D [54] NeurIPS 23 - - - - - 12.6
SOLE [28] CVPR 24 - - - - - 18.7
Open3DIS [40] CVPR 24 - - - - - 19.0

UniSeg3D (ours) - 71.3 76.3 59.1 54.1 29.5/- 19.6
UniSeg3D∗ (ours) - 71.3 76.9 59.3 54.5 29.6/- 19.7

Table 3: Ablation on task unification.

ScanNet200 ScanRefer ScanNet20

OV Ref. Inter. Pan. Sem. Inst.

AP mIoU AP PQ mIoU mAP

✗ ✗ ✗ 71.0 76.2 59.0
✗ ✗ 56.8 71.0 76.4 58.7
✗ 29.1 56.0 70.3 76.3 58.4

19.7 29.1 54.5 70.4 76.2 58.0

The proposed method achieves six tasks in one
training, which is elegant while facing an is-
sue for fair comparison. Specifically, partial
labels in the referring segmentation benchmark
(10, 115 objects, 27.6% of the complete Scan-
Refer training set) annotate novel classes of the
open-vocabulary segmentation task. Obviously,
these labels should not be used for training to
avoid label leakage. Thus, we filter out these
labels and only employ the filtered ScanRefer
training set to train our model. As shown in
Tab. 2, our model uses 72.4% training data to
achieve closing performance with X-RefSeg3D [45] (29.6 vs. 29.9). Moreover, while reproducing
the X-RefSeg3D using official code on our filtered training data, the performance drops to 4.1 mIoU
lower than UniSeg3D, demonstrating our model’s effectiveness.

4.2 Analysis and Ablation

We conduct ablation studies and analyze key insights of our designs. All models are evaluated on
multiple tasks to show the effectiveness of the proposed components on a broad scope.
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Table 4: Ablation on components. “Distillation”, “Rank-Contrastive”, and “Trick” denote the knowl-
edge distillation, ranking-based contrastive learning, and two-stage fine-tuning trick, respectively.

Datasets ScanNet20 ScanRefer ScanNet200

OverallComponents Pan. Sem. Inst. Inter. Ref. OV

Distillation Rank-Contrastive Trick PQ mIoU mAP AP mIoU AP

- - - 70.4 76.2 58.0 54.5 29.1 19.7 51.3
✔ - - 70.9 76.2 58.6 55.3 29.2 19.6 51.6
- ✔ - 70.8 76.4 58.4 54.1 29.6 19.9 51.5
✔ ✔ - 71.3 76.3 59.1 54.1 29.5 19.6 51.7
✔ ✔ ✔ 71.3 76.9 59.3 54.5 29.6 19.7 51.9

Table 5: Ablation on different designs of the proposed components. “v → g” and “v → t” denote the
knowledge distillation from the interactive segmentation to the generic segmentation and the referring
segmentation, respectively. “Contrastive” and “Rank” denote the contrastive learning and the ranking
rule, respectively.

(a) Ablation on designs for knowledge distillation.

Datasets ScanNet20 ScanRefer ScanNet200

OverallComponents Pan. Sem. Inst. Inter. Ref. OV

v → g v → t PQ mIoU mAP AP mIoU AP

- - 70.8 76.4 58.4 54.1 29.6 19.9 51.5
✔ - 71.2 76.3 59.0 54.0 29.5 19.8 51.6
- ✔ 70.7 76.2 58.6 54.1 29.7 20.0 51.6
✔ ✔ 71.3 76.3 59.1 54.1 29.5 19.6 51.7

(b) Ablation on designs for ranking-based contrastive learning.

Datasets ScanNet20 ScanRefer ScanNet200

OverallComponents Pan. Sem. Inst. Inter. Ref. OV

Contrastive Rank PQ mIoU mAP AP mIoU AP

- - 70.9 76.2 58.6 55.3 29.2 19.6 51.6
✔ - 71.0 76.3 59.0 54.5 29.4 19.7 51.7
- ✔ 71.0 76.2 58.7 54.6 29.5 19.8 51.6
✔ ✔ 71.3 76.3 59.1 54.1 29.5 19.6 51.7

The challenge of multi-task unification. We discuss the challenge of unifying multiple tasks in a
single model. Specifically, we simply add interactive, referring, and open-vocabulary segmentation
into our framework to build a unification baseline, as shown in Tab. 3. We observe a continuous
performance decline on the panoptic, instance, and interactive segmentation tasks, indicating a
significant obstacle in balancing different tasks. Even so, we believe that unifying multiple tasks
within a single model is worth exploring, as it can reduce computation consumption and benefit
real-world applications. Thus, this paper proposes to eliminate performance decline by delivering
inter-task associations, and the following experiments demonstrate that this could be a valuable step.

Design of inter-task associations. Our approach uses knowledge distillation and contrastive learning
to connect supported tasks. As shown in Tab. 4, when applying the knowledge distillation, i.e. row
2, the performance of instance and interactive segmentation increase to 58.6 mAP and 55.3 AP,
respectively. We believe the improvement on the instance task is because of the reliable knowledge
distilled from the interactive segmentation, and the improvement on the interactive segmentation task
is attributed to the intrinsic connections between the two tasks. Then, we ablate the ranking-based
contrastive learning, i.e. row 3. We observe improvements on five tasks, including the generic
segmentation and the referring segmentation, while a slight performance drop on the interactive
segmentation. This phenomenon suggests that contrastive learning is effective on most tasks, but
there is a huge struggle to align point and text modalities, which weakens the interactive segmentation
performance. Overall metric measures multi-task unification performance. We choose models and
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Table 6: Ablation on hyper-parameter λ.

Datasets ScanNet20 ScanRefer ScanNet200

OverallHyper-parameter Pan. Sem. Inst. Inter. Ref. OV

λ PQ mIoU mAP AP mIoU AP

0.05 70.7 76.2 58.9 54.4 29.5 19.6 51.6
0.1 71.3 76.3 59.1 54.1 29.5 19.6 51.7
0.2 70.8 76.6 58.6 52.3 29.8 19.5 51.3
0.3 70.6 75.7 58.4 51.6 29.6 19.3 50.9

checkpoints with higher Overalls in our experiments. In practical applications, checkpoints can be
chosen based on preferred tasks while maintaining good performance across other tasks. Applying
knowledge distillation and ranking-based contrastive learning obtains comparable performance on
most tasks, performing higher Overall than rows 2 and 3, indicating complementarity of the two
components. We employ the two-stage fine-tuning trick, consistently improving various tasks.

Detailed ablation on the components is shown in Tab. 5. It is observed that knowledge distillation to
various tasks brings respective improvements. As for contrastive learning, comparing row 2 and row
4 in Tab. 5(b), the ranking rule suppresses confusing point-text pairs, boosting contrastive learning to
be more effective. λ controls the strength of the explicit inter-task associations. We empirically find
that setting λ to 0.1 obtains the best performance, as shown in Tab. 6.

Table 7: Ablation on vision prompts.

Strategy mIoU AP AP50 AP25

From [70] 78.8 54.5 79.4 93.2
Instance center 79.6 56.6 82.1 94.9

rd = 0.1 79.1 55.9 81.1 94.4
rd = 0.2 78.7 55.1 80.0 93.4
rd = 0.3 78.0 53.8 78.5 92.4
rd = 0.4 77.5 53.0 77.4 91.7
rd = 0.5 76.6 52.1 76.2 90.6
rd = 0.6 75.9 51.2 74.6 90.0
rd = 0.7 74.9 50.1 72.9 88.1
rd = 0.8 73.4 48.2 71.1 86.5
rd = 0.9 71.0 45.3 66.6 82.1
rd = 1.0 62.7 36.4 54.8 70.2
Random 76.0 51.3 75.2 89.6

Influence of vision prompts. We empirically find that
vision prompts affect the interactive segmentation perfor-
mance. To ensure a fair comparison, we adopt the same vi-
sion prompts generation strategy designed in AGILE3D [70]
to evaluate our interactive segmentation performance.

We ablate 3D spatial distances between the vision prompts
and instance centers. Specifically, assuming an instance con-
taining n points, we denote the mean coordinate of these
points as the instance center and order the n points based
on their distances to the instance center. Then, we evaluate
the interactive segmentation performance while employing
the ⌊rd × n⌋-th nearest point as the vision prompt, as shown
in Tab. 7. When the vision prompt is positioned at the
instance center, the interactive segmentation achieves an
upper-bound performance of 56.6 AP, exhibiting a substan-
tial performance gap of up to 20.2 AP compared to when
the vision prompt is located at the object’s edge (rd = 1.0),
illustrating considerable room for improvement. We also
observe an unusual performance decline while increasing rd from 0.9 to 1.0, which we attribute to
the ambiguity in distinguishing the edge points of adjacent instances. As we know, this is the first
work ablating the influence of vision prompts, and we will explore this issue in depth in future work.

5 Conclusion and Discussion

We propose a unified framework named UniSeg3D, which provides a flexible and efficient solution for
3D scene understanding, supporting six tasks within a single model. Previous task-specific approaches
fail to leverage cross-task information, limiting their understanding of 3D scenes to task-specific
perspectives. In contrast, we take advantage of the multi-task design and enhance performance by
building inter-task associations. Specifically, we employ knowledge distillation and ranking-based
contrastive learning to facilitate cross-task knowledge sharing. Experiments demonstrate that the
proposed framework is a powerful method, achieving SOTA performance across six unified tasks.

Limitation. UniSeg3D aims to achieve unified 3D scene understanding. However, it works on indoor
tasks and lacks explorations in outdoor scenes. Additionally, we observe that UniSeg3D performs
worse interactive segmentation performance when the vision prompt is located away from the instance
centers, limiting the reliability of the UniSeg3D and should be explored in future work.
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Appendix

In this appendix, we provide additional content to complement the main manuscript:

• Appendix A: Comparisons employing more metrics on specific tasks.
• Appendix B: Inference time analysis of the proposed UniSeg3D.
• Appendix C: Qualitative visualizations illustrating model effectiveness.

A Comparisons employing more metrics on specific tasks.

The experiments presented in the main manuscript primarily use overarching metrics to measure
performance on each task. This section provides more comprehensive comparisons of our method on
each task using detailed metrics. We train the model on ScanNet20 and assess its open-vocabulary
segmentation performance on ScanNet200. Following [40], 51 classes in ScanNet200 that are
semantically similar to annotated classes in ScanNet20 are grouped as Base classes, while the
remaining classes are divided as Novel classes. The model is then directly tested on Replica [51] to
evaluate its zero-shot segmentation performance.

Table I: Comparison with existing instance seg-
mentation methods on ScanNet20. UniSeg3D
achieves highly competitive performance.

Method Reference mAP25 mAP50 mAP

3D-SIS[12] CVPR 19 35.7 18.7 -
GSPN[69] CVPR 19 53.4 37.8 19.3
PointGroup[20] CVPR 20 71.3 56.7 34.8
OccuSeg[8] CVPR 20 71.9 60.7 44.2
DyCo3D[9] CVPR 21 72.9 57.6 35.4
SSTNet[33] ICCV 21 74.0 64.3 49.4
HAIS[2] ICCV 21 75.6 64.4 43.5
DKNet[64] ICCV 22 76.9 66.7 50.8
SoftGroup[55] CVPR 22 78.9 67.6 45.8
PBNet[74] ICCV 23 78.9 70.5 54.3
ISBNet[39] CVPR 23 82.5 73.1 54.5
SPFormer[52] AAAI 23 82.9 73.9 56.3
Mask3D[48] ICRA 23 83.5 73.7 55.2
MAFT[26] ICCV 23 - 75.9 58.4
QueryFormer[36] ICCV 23 83.3 74.2 56.5
OneFormer3D[23] CVPR 24 86.4 78.1 59.3
UniSeg3D (ours) - 86.1 77.0 59.3

Table II: Comparison with previous 3D interactive
segmentation methods on ScanNet20. UniSeg3D
presents remarkable performance in terms of three
metrics.

Method Reference AP AP50 AP25

InterObject3D [24] ICRA 23 20.9 38.0 67.2
AGILE3D [70] ICLR 24 53.5 75.6 91.3
UniSeg3D (ours) - 54.5 79.4 93.2

Table III: Comparison with existing 3D referring
segmentation methods on ScanRefer. UniSeg3D
demonstrates notable performance in terms of mIoU
and acc@0.25.
Method Reference mIoU acc@0.5 acc@0.25

TGNN [15] AAAI 21 24.9 28.2 33.2
X-RefSeg3D [45] AAAI 24 25.5 28.6 34.0
UniSeg3D (ours) - 29.6 28.0 41.5

Table IV: Comparison with previous open-vocabulary segmentation methods on ScanNe200 and
Replica. Our method outperforms existing approaches in terms of AP.

Method Reference
ScanNet200 Replica

AP APBase APNovel AP AP50 AP25

OpenScene [41] with [48] CVPR 23 8.5 11.1 7.6 10.9 15.6 17.3
OpenMask3D[54] NeurIPS 23 12.6 14.3 11.9 13.1 18.4 24.2
SOLE[28] CVPR 24 18.7 17.4 19.1 - - -
Open3DIS[40] CVPR 24 19.0 25.8 16.5 18.5 24.5 28.2
UniSeg3D (ours) - 19.7 24.4 18.0 19.1 24.1 29.2
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B Inference time analysis of the proposed UniSeg3D.

This work proposes a unified framework, achieving six tasks in one inference, which would be
more efficient than running six task-specific approaches individually. We present the inference
time of the proposed method for efficiency analysis. Tab. V illustrates that our method achieves
effective unification across six tasks while maintaining highly competitive inference times compared
to previous methods.

Table V: Inference time and instance segmentation performance on the ScanNet20 validation split.

Method Component Device
Component

time, ms
Total

time, ms mAP

PointGroup [20]
Backbone GPU 48

372 34.8Grouping GPU+CPU 218
ScoreNet GPU 106

HAIS [2]
Backbone GPU 50

256 43.5Hierarchical aggregation GPU+CPU 116
Intra-instance refinement GPU 90

SoftGroup [55]
Backbone GPU 48

266 45.8Soft grouping GPU+CPU 121
Top-down refinement GPU 97

SSTNet [33]

Superpoint extraction CPU 168

400 49.4Backbone GPU 26
Tree Network GPU+CPU 148
ScoreNet GPU 58

Mask3D [48]
w/o clustering

Backbone GPU 106
221 54.3Mask module GPU 100

Query refinement GPU 15

Mask3D [48]

Backbone GPU 106

19851 55.2Mask module GPU 100
Query refinement GPU 15
DBSCAN clustering CPU 19630

SPFormer [52]

Superpoint extraction CPU 168

215 56.3Backbone GPU 26
Superpoint pooling GPU 4
Query decoder GPU 17

OneFormer3D [23]

Superpoint extraction CPU 168

221 59.3Backbone GPU 26
Superpoint pooling GPU 4
Query decoder GPU 23

UniSeg3D (ours)

Superpoint extraction CPU 168

230.03 59.3Backbone GPU 33
Text encoder GPU 0.03
Mask decoder GPU 29

C Qualitative visualizations illustrating model effectiveness.

We provide qualitative results in this section. In Fig. I, visualizations of multi-task segmentation
results are presented, showcasing point clouds, ground truth, and predictions within each scene. In
Fig. II, we present visualizations of predictions from UniSeg3D and current SOTA methods. In
Fig. III, we test our model on open-set classes not included in training data to evaluate the model’s
open capability. Furthermore, we even replace the class names with attribute descriptions in the open
vocabulary, and impressively, we observe the preliminary reasoning capabilities of our approach.
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Figure I: Visualization of segmentation results obtained by UniSeg3D on ScanNet20 validation split.
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Figure II: Visualization of segmentation results obtained by UniSeg3D and current SOTA methods
on ScanNet20 validation split.
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“purple chair”

Figure III: Visualization of open capabilities. Red prompts involve categories not presented in
the ScanNet200 annotations, while blue prompts describe attributes of various objects, such as
affordances and color.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: See abstract and introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: See limitation part.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: See experiments.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See experiments part.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: The code will be made available.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See experiments part.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: See experiments part.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: See experiments part.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We follow the NeurIPS Code of Ethic.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: no societal impacts.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to

21

59488 https://doi.org/10.52202/079017-1899

https://neurips.cc/public/EthicsGuidelines


generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: No such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We will release the code.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification: We use the public assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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