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Abstract

Parameter-Efficient Fine-Tuning (PEFT) effectively adapts pre-trained transformers
to downstream tasks. However, the optimization of tasks performance often comes
at the cost of generalizability in fine-tuned models. To address this issue, we
theoretically connect smaller weight gradient norms during training and larger
datasets to the improvements in model generalization. Motivated by this connection,
we propose reducing gradient norms for enhanced generalization and aligning fine-
tuned model with the pre-trained counterpart to retain knowledge from large-scale
pre-training data. Yet, naive alignment does not guarantee gradient reduction and
can potentially cause gradient explosion, complicating efforts to manage gradients.
To address such an issue, we propose PACE, marrying generalization of PArameter-
efficient fine-tuning with Consistency rEgularization. We perturb features learned
from the adapter with the multiplicative noise and ensure the fine-tuned model
remains consistent for same sample under different perturbations. Theoretical
analysis shows that PACE not only implicitly regularizes gradients for enhanced
generalization, but also implicitly aligns the fine-tuned and pre-trained models to
retain knowledge. Experimental evidence supports our theories. PACE surpasses
existing PEFT methods in visual adaptation tasks (VTAB-1k, FGVC, few-shot
learning, domain adaptation) showcasing its potential for resource-efficient fine-
tuning. It also improves LoRA in text classification (GLUE) and mathematical
reasoning (GSM-8K). The code is available at github.com/Maxwell YaoNi/PACE.

1 Introduction

Transformers [68], with the self-attention mechanism [3] capturing long-range dependencies in data,
succeed in various deep learning tasks, including image classification (ViT [16]), multimodal learning
(CLIP [55]), image synthesis (StableDiffusion [57]), semantic segmentation (SAM [33]) and text
generation (LLaMA [65]). The success of transformers can be largely attributed to the availability
of abundant data, such as ImageNet [11] and Laion5B [60], which empower researchers to scale up
these models by training them under an enormous number of parameters.

Such huge models, with knowledge from large-scale pre-training [63], constitute on foundation
models that can be easily adapted to various downstream tasks through full fine-tuning or linear
probing [20], eliminating the need for task-specific model design [8]. However, full fine-tuning is
storage-intensive and infeasible for maintaining separate model weights as the number of tasks grows,
while linear probing, which only trains the last head layer, yields inferior adaptation performance.

To overcome these limitations, Parameter-Efficient Fine-Tuning (PEFT) [24] fine-tunes only a small
subset of parameters, thereby reducing storage requirements while surpassing the performance of
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full fine-tuning and linear probing. These advantages have popularized PEFT and inspired the
development of various PEFT methods for deep learning tasks, which can be categorized into two
groups: those increasing inference cost and cost-efficient ones. The first group introduces additional
learning branches, such as non-linear adapters [25, 8], or concatenates learnable parameters with
input tokens, e.g., visual prompts [28, 82, 52], increasing inference cost. The second group, focuses
on cost-efficiency by lower-rank adaptation in linear layers [7, 26], or affine transformations such as
SSF [41] and RepAdapters [45], which can be reparameterized during inference for efficiency.

Despite the superiority and efficiency of PEFT, prioritizing optimization for downstream tasks
compromises the generalizability of fine-tuned models, yielding suboptimal performance. Although
some analyses have been conducted on PEFT [63, 27, 18, 72, 39], they fail to fully explain the
generalization of PEFT, leading to ineffective strategies for improving generalization.

To address this gap in understanding generalization in PEFT, we establish a theoretical connection
from generalization theory: smaller weight gradient norms and larger data volumes contribute to
better generalization. Motivated by this, we propose reducing weight gradient norms and aligning
output space of the fine-tuned model with the pre-trained one to retain knowledge captured from large
pre-training data. Yet, theoretical analyses reveal this naive alignment does not guarantee gradient
regularization and can even cause gradient explosion, complicating efforts for gradient management.
To address this issue, we propose perturbing features learned from the adapter with multiplicative
noise and constraining the network output to be consistent across different perturbations.

Our method, called PACE, marries generalization of PArameter-efficient fine-tuning with Consistency
rEgularization. Its name, PACE, reflects our goal of keeping the output behavior of the fine-tuned
model in pace with the pre-trained one. Despite its simplicity, theoretical analysis confirms that
PACE not only implicitly regularizes weight gradients for better generalization but also implicitly
aligns the fine-tuned model with the pre-trained counterpart to retain knowledge from large-scale
pre-training data. Experimental evidence supports our theories. PACE improves existing PEFT
methods, achieving superior results across six adaptation benchmarks. Our key contributions are:

i. We establish a theory connecting smaller weight gradient norms and larger datasets with en-
hanced generalization, motivating gradient reduction and model alignment for fine-tuning.

ii. We propose PACE, a simple yet effective method perturbing features from adapters with multi-

plicative noise and constraining output of fine-tuned model to be consistent across perturbations.

iii. Our theoretical and empirical evidence confirms that PACE implicitly regularizes gradients and

aligns the fine-tuned model with the pre-trained one. PACE excels on 4 visual adaptation tasks.

iv. We provide novel theoretical explanations of how gradient penalization and consistency regu-

larization benefit generalization, offering fundamental insights applicable across deep learning.

2 Related work

Parameter-Efficient Fine-Tuning (PEFT). LoRA [26] uses low-rank decomposition to reduce
parameters and treats adapters as side paths. SSF [41] proposes affine transformations on latent
features. FacT [30] decomposes and reassembles parameter matrices in ViT. Surgical fine-tuning [36]
of different network parts improves adaptation to distribution shifts. FLoRA [74] performs a batched
low-rank adaptation. GLoRA [7] unifies cost-efficient PEFT methods. NOAH [82] uses parameter
search on neural prompts. ARC [14] leverages cross-layer ViT similarity, parameter-sharing adapter
and scaling factors for lower fine-tuning cost. RLRR [15] incorporates a residual term for flexibility
while preserving pre-trained representation. RepAdapter [45] reparameterizes adapters for efficient
inference. Res-tuning [29] unbinds tuners from the backbone for memory efficiency. Zhao et al.
[84] show impressive fine-tuning results by tuning layernorm in attention. OFT [54] and BOFT [42]
propose orthogonal fine-tuning to preserve hypersphere energy between neurons.

Consistency Regularization. Fixmatch [61] applies consistency regularization over augmented
images for semi-supervised learning. Openmatch [59] utilizes it on outlier predictions for open-set
semi-supervised learning. R-Drop [76] applies it to transformers [68] with dropout for NLP tasks.
CR [79] applies it over augmented real and fake images for GAN training. CAGAN [50] enforces
consistency on discriminators with dropout for GAN training. Despite the empirical success of
consistency regularization demonstrated by previous works, theoretical analysis is lacking. While
NICE [47] demonstrates that consistency regularization lowers latent feature gradients for stable
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GAN training, it fails to reveal reduced weight gradient for enhanced generalization. Our study goes
beyond prior works by providing a theoretical link between smaller weight gradients and improved
generalization, effectively marrying generalization of PEFT with consistency regularization.

Generalization of Fine-Tuning. Li et al. [38] constrain the fine-tuned model’s closeness to the pre-
trained model in weight space. Fu et al. [18] induce sparsity on PEFT for better generalization. Wang
et al. [72] studies generalization of PEFT fine-tuning graph neural network. Zhang et al. [83] employ
rank-1 gradient boosting (GB) updates supported by the GB theoretical framework. VioLET [73],
PromptSRC [31] and CoPrompt [58] naively align the fine-tuned model with the pre-trained one for
enhanced generalization or avoiding forgetting. Additionally, L2SP [77], DELTA [40], and FTP [64]
aim to retain pre-trained knowledge by aligning fine-tuned models with pre-trained ones, reducing
distance in weight space, feature space and using projected gradient descent, respectively. However,
they fail to provide a theoretical analysis for this alignment. Our study goes beyond understanding
generalization of PEFT by discovering the benefits of gradient regularization and model alignment.
We propose PACE to match both requirements, paving a comprehensive understanding for PEFT.

Gradient regularization. Previous studies have empirically shown that gradient regularization
improves performance [67, 85, 48, 49] and adversarially robust accuracy [13]. However, they lack
theoretical connection between smaller gradient norms and better generalization [17, 81, 6]. We
bridge this gap by establishing a fundamental theory between reduced gradient norms and improved
generalization, providing a solid foundation for future research on enhancing generalization.

3 Approach

We begin with a unified perspective on cost-efficient PEFT based on GLoRA [7], linking general-
ization with gradients and large-scale data, and motivating the alignment of the fine-tuned model
with the pre-trained model to leverage its knowledge. We identify limitations of naive alignment in
gradient regularization and introduce PACE, which implicitly enhances gradient regularization and
model alignment. We conclude with theoretical justification and efficient implementations.

3.1 A unified perspective on cost-efficient PEFT methods

The transformer architectures [68, 16] have excelled in natural language processing and computer
vision tasks through their powerful sequential modeling capabilities. This success stems from their
ability to process text/image tokens through L transformer blocks, where each block contains self-
attention and MLP modules primarily composed of linear layers. These linear layers enable the
self-attention mechanism to capture long-range dependencies, allowing transformers to achieve
superior performance when scaled to a huge number of parameters and trained on extensive datasets.

With massive parameters, pre-trained on large-scale data, transformers serve as foundation models that
can be fine-tuned for downstream tasks using limited data. However, fully fine-tuning all parameters
for various downstream tasks requires substantial memory and can lead the forgetting of pre-trained
knowledge. To alleviate this without increasing inference cost, adapters with lightweight parameters
are often preferred for fine-tuning. Let ho(-) be a transformation within the pre-trained transformer.
Current adapters can be unified as introducing a residual branch Ah to form a new transformation h:

h(a) = ho(a) + Ah(a). )

Here, a is the input and EO(-) can represent MLP modules, as in Adapter [25] and AdaptFormer [8],
or linear layers in self-attention and MLP modules, as in [26, 7, 12, 34]. In SSF [41], ho(-) is the
identity mapping and Ah(a) = a ® (v — 1) + B with -y and 3 as affine transformation parameters.

Given that linear layers are key components in transformer, tuning them offers a flexible and effective
way to adapt models to downstream tasks. This work focuses on methods that tune the linear layer
without increasing inference cost. Let (W, by), (AW, Ab), and (W, b) be the parameters of
pre-trained model, adapter and fine-tuned model, respectively, where Wy, AW, W € R%u*dn and
bo, Ab, b € R, Fine-tuning a linear layer in self-attention or MLP module can be formed as:
h(a) =Wa+b= (WO + AW)G, + (bo + Ab)
= ho(a) + Ah(a) = (Woa + by) + (AWa + Ab). 2)

Based on GLoRA [7], cost-efficient PEFT methods for linear layers vary in the form of AW, Ab:
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LoRA4a: AW = WyW,, Ab = by, where Wy € RéouwX7 W, € R"*%n_and r is the rank.
LoRA,ui: AW = Woo(WyW,,), Ab=by®bjor, including RepAdapter [45] via reparameterization.

VPT.aqa: AW is zero, Ab = W P, with learnable P € R%n*1 g9 layer-wise visual prompt. We use
VPT,q4q to differentiate from VPT [28], which concatenates P with tokens, increasing inference cost.

3.2 Generalization of deep neural networks

Having established a unified perspective on cost-efficient PEFT, we now motivate our method from a
perspective on improving generalization of neural networks to enhance performance on unseen data.
Consider a network f := (b( g(x)) with [ layers, where g is feature extractor and ¢ is the classification
head. Let 6 := {(W® b¥)}_ be the parameter set with dimension d and D" := {(z;,y,)}"_,
be the training set of size n drawn i.i.d. from distribution 2, which contains infinite data. The
following lemma from [17] explains the relationship between the empirical and population loss.

Lemma 1 (Theorem 1 from [17]) Let Lpn(0) be the empirical loss function over f on training set
D™ and L4(0) be the population loss. For any p > 0, with high probability over D™ ~ 9, we have

1013 1
L5(0) < Lpn(0+¢€)+ R -, 3
@( ) llnltai(p P ( €) ( n) &)

where R : (R4, Ry) — Ry is an increasing function (under condztlons on L5(0) and n as in §B.5).

Lemma [ bounds the population loss by the empirical loss with perturbed weights, indicating that a
minimal empirical loss increase from small weight perturbations implies low population loss.

By observing that the maximum of Lp- is achieved at € = %, where Vg is the gradient of Lpn
at 0, and performing a Taylor expansion of Lp~» around 6, we formulate the following theorem.

Theorem 1 Denote Vg as the gradient and NI as the largest eigenvalue of the Hessian matrix
Hyg of Lpn at . For any p > 0, with high probability over training set D™ ~ &, we have

(7]
L5(8) < Lpn(6) + p[|Vell2 + A$X+R(||p|2,n)_ 4)
Here, higher-order terms from the Taylor expansion are incorporated into R( ”ﬁlﬁ , %) which is

related to weights norm and inversely related to the training data size n.

Theorem 1 (proof in §B.1) outlines strategies for enhancing generalization. They involve regularizing
weight norms and the largest Hessian eigenvalues, and crucially, increasing data size n and reducing
the weight gradient norms (illustrated in Figure 1). However, excessive reduction should be avoided
as it could impair network’s representation capacity, yielding higher empirical and population loss.

3.3 Motivation and limitation of aligning the fine-tuned model with the pre-trained model

Theorem | emphasizes that large-scale data and smaller gradient magnitudes are essential for better
generalization in neural network training. Therefore, aligning the fine-tuned model with the pre-
trained one is crucial, as it ensures retention of knowledge obtained from large-scale data, preserving
generalization. PEFT methods, often outperforming full fine-tuning, achieve this alignment by
limiting the number of trainable parameters, restricting the model’s capacity to deviate from the pre-
trained one. However, the training objective prioritizes downstream task performance, compromising
alignment with pre-trained knowledge. While sparsity regularization [18] and weight decay on adapter
weights help, they do not ensure alignment, as even small weight changes can lead to significant
divergence in output space [75, 21, 17]. Therefore, we propose to achieve the alignment by reducing
the FP-distance (output distance between fine-tuned and pre-trained models on training samples):

D(0 an x:;0) — f(xi;00)]3, 6 =0+ A6, (5)

where 8, 8y, A@ € R? are parameters for the fine-tuned model, pre-trained model and the adapter.

While reducing FP-distance keeps the fine-tuned model close to the pre-trained model, thus preserving
its knowledge, it does not ensure reduced gradient magnitudes, leading to suboptimal generalization.
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Figure 1: Thm. 1: A flatter minimum has smaller gradient and Hessian norms, yielding better
generalization. Thm. 2: Large gradient norms indicate large differences among perturbations. PACE
minimizes these differences, reducing gradient norms. Thm. 3: Minimizing all pairs of distances
between f(0g+2z1®A0) and f(0g+2z2A0) where 21, 2o ~N (1,021 also reduces FP-distance
(between fine-tuned f(0o+A0) and pre-trained f(6y)), especially when z;=1, zo =0 or vice versa.

To understand the gradient-related limitations in this alignment, we assume A# is small enough for a
Taylor expansion approximation. Following standard practices [17, 80, 2], we perform the expansion
up to the second-order terms. Given the independence between elements in squared Lo distances
(§B.4) and to simplify our theories, we analyze a one-dimensional output for a single i.i.d. sample,
which leads us to the following proposition.

Proposition 1 Assuming A6 is small, denote f(0) € R as the one-dimensional output for x, with
V and H as its gradient and Hessian at 0. FP-distance over x can be decomposed as follows:

[£(8) — F(60)* = [£(8) — [(0 — AO)* ~ [£(6) — [/(8) — A0V + %AeTHAOH i
~ ATV — %AOTHAG]Q. (6)

Prop. 1 establishes the relationship between weight gradients, adapter weights, and FP-distance.
However, it remains unclear if it regulates gradients. Our experiments show that minimizing FP-
distance can sometimes increase gradient magnitude, complicating efforts for managing gradient.

3.4 Consistency regularization

To achieve better generalization by both regularizing gradients and aligning the fine-tuned model with
the pre-trined model, we propose a consistency regularization loss for f, encouraging invariance of f
to the same input under varying multiplicative noise perturbations on the adapter weights, as follows:

1 n
DP(0) = - Z]Ezl,zz 1/ (2i; 80 + 21 © A8) — f(xi;00 + 22 © A)|[3, (N
i=1

where z1, zo ~ N (1,02%1) is the multiplicative noise applied on adapter weight. To understand the
generalization benefits in this consistency regularization, we simplify the analysis by focusing on
one-dimensional output for a single sample, resulting in the following theorem.

Theorem 2 Using notations from Prop. 1, let f(0g + z © A@) € R be the one-dimensional output
for x. Define A8; as j-th element in A@, V ; as the j-th element in V and Hj, as the (j, k)-entry in
H. With z1,z5 ~ N(1,0%1), the consistency loss over x can be approximated as:

E., 2, [f(80 + z1 © AB) — f(By + 2o © AO))?
~20%Y APV 40ty AGRAGTH?E, =207 A6 © V|5+0*((A0A0T) © H| .  (8)
Theorem 2 (proof in §B.2) shows that the consistency regularization essentially penalizes the first- and
second-order gradients of f at @ (illustrated in Figure 1), with the regularization strength controlled by

the noise variance o and adaptively influenced by the magnitude of elements in adapter weight A#.
Thus, minimizing the consistency loss implicitly regularizes the gradients, improving generalization.

With the FP-distance in Prop. 1 and consistency loss in Theorem 2, we establish their relationship as:

Theorem 3 With d as the dimension of 0, Eq. 6 can be upper-bounded as:
1
AgTV — 5A@THA(J]2 < 2d||A0 O V|2 + d?|(A0A607) © H|%. )
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Transformer block with adapter perturbed by noise |Consistency regularization between two outputs of x
MLP o | Transfommer s head® s s
4 ho(: ’ XL
Norm o0 3 fa(x)
Aaw - w, h() =ho()+z O ARQ) | | 4 share weights _ 2
Multi-Head Ab ), b, where z ~ V' (1, 0%1) non-shared noises 1A() = £
Attention 3}?@ ¥
A4 4 f2(x%)
Transformer
Norm —> head
Adapter Ah and Block
pre-trained hy x5
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Figure 2: Our pipeline. Adapter Ah(-) and hg(-) from pre-trained model form the linear layer h of
Multi-Head Attention and MLP in fine-tuned model. We perturb Ah(-) with multiplicative noise and
ensure the network remains consistent to same inputs under varying perturbations.

Theorem 3 (proof in B.3) establishes the relationship between Eq. 6 and Eq. 8, showing Eq. 6 is upper-
bounded by terms involving [|A@® V|3 and ||(AOAO™)® H || which appear in Eq. 8. Reducing
these terms results in a decrease in Eq. 6. Thus minimizing the consistency loss implicitly aligns the
fine-tuned and pre-trained models (illustrated in Figure 1), preserving pre-trained knowledge.

3.5 Efficient implementation of PACE

Providing different weight perturbations for each input in a mini-batch increases memory and
computational demands. To avoid this, we perturb feature outputs from the adapter Ah(-), effectively
simulating perturbation that shares noise across each row in the weight matrix AW. Our simple
pipeline is shown in Figure 2. Consider X € RE*T*dn a5 a batch of data where B and T are the
batch and token sizes. The calculation for the linear layer of the fine-tuned model, which utilizes
pre-trained weights W, by and adapter weights AW, Ab, processes an output size of dyy as:

ho(X) =WoX +by; Ah(X)=AWX + Ab, (10)
hX)=ho(X)+ Z © Ah(X). (11)

Operator © is the element-wise multiplication after expanding the left matrix Z € RE*dou ~
N (1,02I) into B x T x dyy Where tokens within the same example share the same noise. Motivated
by [37], the o decreases linearly as block depth increases. Let f1(-) and fa(-) be two networks share
same weights but do not share the noise patterns. The loss function for PACE is:

1 n
LRF == U fi(@i), y.) + Al fi(:) = fala)ll3, (12)
i=1
where / is the classification loss and ) is a hyperparameter controlling regularization strength. During
inference, noise and regularization are ommitted, AW, Ab are integrated with W, by for efficiency:

W =Wo+AW; b=by+Ab; h(X)=WX +b. (13)

Efficient PACE variants. In §C, we present two variants that match the computational/memory costs
of the baseline while achieving superior performance with substantially reduced resources.

4 Experiments

We combine LoRA ;1 and VPT 44 to form a strong baseline LoORA 1,1+ VPT,q4, outperforming other
combinations in most cases. We evaluate our method across four visual classification adaptation tasks:
VTAB-1K [78], few-shot learning [30], FGVC [28] and domain adaptation [82]. We demonstrate
PACE improves LoRA on GLUE [70] for text classification and GSM-8K [9] for text generation.

Datasets and evluations. VTAB-1K comprises 19 datasets organized into (i) Natural images, (ii)
Specialized datasets (remote sensing, medical) and (iii) Structured datasets (scene structure) domains.
Each dataset has 1K training examples. Following [78, 28], we use the provided 800-200 train split
for hyperparameter selection, evaluate using the full training set and report average accuracy across
three trails. Few-shot learning involves 5 fine-grained datasets: FGVC-Aircraft [46], Food101 [4],
OxfordFlowers102 [51], OxfordPets [53] and StanfordCars [35]. Following [30], we evaluate 1,
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Table 1: Results on VTAB-1K with ViT-B/16. Mean Acc.

is the average of group mean values.

Method Natural Specialized Structured -

S S = £ E 3 2] 5 2l
g8 = E 12 5 % B84 22 8 5 2 2|2
= 3 S Z gl 4 2 2| £ 3 E 7§ 2 €5
E £ B 2 2 £ 2| ¢ %2 €| 58 § E B B O QIS
= < e 5 | < =) v o | =2 = = a @ Z %

O O A & A& » 2|0 @ & |0 0 A ¥ 5 © % z|=
Full 68.9 87.7 64.3 97.3 86.9 87.4 38.8|79.7 95.7 84.2 73.9(56.3 58.6 41.7 65.5 57.5 46.7 25.7 29.1|68.9
Linear 64.4 85.0 63.2 97.0 86.3 36.6 51.0|78.5 87.5 68.5 74.0(34.3 30.6 33.2 55.4 12.5 20.0 9.6 19.2|57.6
VPT-Deep |78.8 90.8 65.8 98.0 88.3 78.1 49.6|81.8 96.1 83.4 68.4|68.5 60.0 46.5 72.8 73.6 47.9 32.9 37.8|72.0
Adapter 69.2 90.1 68.0 98.8 89.9 82.8 54.3|84.0 94.9 81.9 75.5(80.9 65.3 48.6 78.3 74.8 48.5 29.9 41.6|73.9
AdaptFormer|70.8 91.2 70.5 99.1 90.9 86.6 54.8|83.0 95.8 84.4 76.3|81.9 64.3 49.3 80.3 76.3 45.7 31.7 41.1|74.7
LoRA 67.1 91.4 69.4 98.8 90.4 85.3 54.0|84.9 95.3 84.4 73.6(82.9 69.2 49.8 78.5 75.7 47.1 31.0 44.0|74.5
NOAH 69.6 92.7 70.2 99.1 90.4 86.1 53.7|84.4 95.4 83.9 75.8(82.8 68.9 49.9 81.7 81.8 48.3 32.8 44.2|74.2
RepAdapter |69.0 92.6 75.1 99.4 91.8 90.2 52.9|87.4 95.9 87.4 75.5|75.9 62.3 53.3 80.6 77.3 54.9 29.5 37.9|76.1
RLRR 75.6 92.4 72.9 99.3 91.5 89.8 57.0(86.8 95.2 85.3 75.9|79.7 64.2 53.9 82.1 83.9 53.7 33.4 43.6|76.7
GLoRA 76.4 92,9 74.6 99.6 92.5 91.5 57.8|87.3 96.8 88.0 76.0(83.1 67.3 54.5 86.2 83.8 52.9 37.0 41.4|78.0
Baseline 74.9 93.3 72.0 99.4 91.0 91.5 54.8(83.2 95.7 86.9 74.2183.0 70.5 51.9 81.4 77.9 51.7 33.6 44.4|76.4
+PACE 79.0 94.2 73.6 99.4 92.4 93.7 58.0(87.4 96.4 89.3 77.1|84.9 70.9 54.9 84.3 84.7 57.3 39.3 44.8|79.0

Table 2: Classification accuracy on Few-shot learning with ViT-B/16 pre-trained on ImageNet-21K.

Shot FGVCAircraft Food101 Flowers102

Method I 2 4 8 16 1 2 4 8 16 1 2 4 8 16

LoRA44 104 152 272 417 592339 519 593 660 713|933 964 98.0 98.6 98.7
+PACE 10.7 163 282 42.1 61.0|40.6 559 638 703 752|950 98.0 989 99.5 99.6
VPTa44 112 151 23.7 363 51.5[343 56.6 648 71.7 754|943 97.6 982 99.3 99.6
+PACE 116 162 240 37.0 524|399 572 667 724 76.1|953 97.8 98.6 994 99.6
LoRAp+VPTa | 10.5 15.6 284 448 61.8 354 543 648 72.1 764|904 973 984 994 995
+PACE 123 168 299 457 625|393 572 66.7 734 77.8 934 981 99.1 99.5 99.7

OxfordPets StanfordCars Average

LoRA44 732 83.1 875 892 9I.1| 87 153 302 553 745(439 523 604 70.1 789
+PACE 753 850 90.7 90.8 924 | 94 16.0 309 56.1 759|462 542 625 71.7 80.8
VPTa44 759 856 903 90.6 923 | 93 150 27.8 46.6 65.1|450 539 60.9 689 76.7
+PACE 782 874 903 91.1 923 | 99 154 279 470 659|469 548 615 693 772
LoRAj+VPTa | 699 84.1 89.1 913 919 9.0 163 327 59.0 764|430 535 626 732 812
+PACE 76.5 88.0 903 914 924 | 97 164 337 598 773|462 553 639 739 819

2,4, 8 and 16 shots, train on the provided training set, tune hyperparameters using validation and
report average test accuracy over three random seeds. FGVC includes 5 fine-grained datasets: CUB-
200-2011 [69], NABirds [66], OxfordFlowers [51], StanfordDogs [10] and StanfordCars [35]. We
follow [28] to use validation set for hyperparameter and report test results. For domain adaptation,
following [82, 7], we train on ImageNet [11] with a 16-shot setting, use the validation split by [82]
for hyperparameter selection and report the results on the official validation set and 4 out-of-domain
datasets: ImageNet-Sketch [71], ImageNet-V2 [56], ImageNet-A [23] and ImageNet-R [22]. We
evaluate on GLUE [70] for text classification and GSM-8K [9] for mathematical reasoning.

Pre-trained backbones. We experiment with two vision transformers, Vision Transforms (ViT-B/16)
[16] and Swin Transformer (Swin-B) [44]. These two are pre-trained on ImageNet-21K [11]. We test
a ViT-B-Laion-IN12K model, pre-trained on Laion-2B [60] and fine-tuned on ImageNet-12K [11].
We use RoBERTay,. [43] and Phi-3-mini-4k-instruct [1] for text classification and generation.

Implementation details. We follow [28] for image processing: 224 x 224 resizing for VTAB-1K;
random flips and crops to 224 x 224 for FGVC and few-shot learning; stronger augmentation for
domain adaptation task, following [16, 82, 41]. We use the Adam optimizer [32] with cosine learning
rate decay and linear warm-up (first 10 epochs). Models are fine-tuned for 300 epochs on VTAB-1K
and 100 epochs on other vision adaptation tasks, with batch size 64. For text classification we follow
[26]. See §G for mathematical reasoning details. All experiments used an NVIDIA H100 GPU.

Baseline. For each dataset, we identified the better method (LORA ,ui+VPT,4q or LORA,4q) and tuned
the rank, learning rate, and weight decay to form a strong baseline. The detailed baseline settings for
each task and the number of trainable parameters are provided in §F, where LoRA;j+VPT,qq gener-
ally outperformed other variants. Building on the strong LORA,,;j+VPT,4q, we use the grid search
for our A and o, following strategies from previous studies [28, 41, 26]. Beyond LoRA ,;;+VPT,44,
PACE also enhances PEFT methods such as AdaptFormer, GLoRA, COFT, and BOFT (§D.4).
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Table 3: Results on FGVC with ViT-B/16. Table 4: Results on domain adaptation with ViT-
* denotes using augmented ViT by AugReg [62]. B/16 pre-trained on ImageNet-21K.

Method CUB NA- Oxford Stan. Stan. Mean Method Source Target Mean

-2011 Birds Flowers Dogs Cars Acc. ImageNet|-Sketch -V2 -A -R | Acc.
Full 87.3 827 988 89.4 845 859 | |Full 63.9 185 525 32 212318
Linear 853 759 979 86.2 51.3 79.3| |Linear 67.9 144 60.8 9.4 25.6|35.6
VPT 88.5 842 99.0 90.2 83.6 89.1 | |Adapter 70.5 16.4 59.1 5.5 22.1| 347
LoRA 883 85.6 99.2 910 832 89.5| |VPT 70.5 18.3 58.0 4.6 23.2| 34.7
SSF* 89.5 857 99.6 89.6 89.2 90.7 [ |LoRA 70.8 20.0 59.3 6.9 23.3]36.0
ARC* 89.3 857 99.7 89.1 89.5 90.7 [ INOAH 71.5 248 66.1 11.9 28.5| 40.5
RLRR* 89.8 853 99.6 90.0 90.4 91.0  |GLoRA 78.3 30.6 67.513.3 31.0| 44.1
LoRA L +VPTy4q| 889 87.1 994 912 87.5 90.8 | |LoRApu+VPTua| 78.3 30.6 68.5 14.1 32.5| 44.8
+PACE 89.8 873 995 922 88.8 91.5 +PACE 79.0 31.8 69.4 16.3 35.2| 46.3

Table 5: Results for GLUE w/ RoBERTay,,.. Matthew’s correlation = Table 6: Results for GSM-8K

for COLA, Pearson correlation for STSB, and accuracy for others.  using Phi-3-mini-4k-instruct.
Method | COLA _ SISB _ MRPC _ RTE _ QNLI__ SST2 | Avg. Method ‘Accuracy
Full 63.6 912 902 787 9238 948 | 85.2 :
BitFit 62.0 90.8 92.7 815 918 937 | 85.4 Pre-trained 62.01
Adapt 62.6 90.3 884 759 930 947 | 842 Full 73.16
VeRA 65.6 90.7 89.5 787 918 94.6 | 852
LoRA 634 915 39.7 36.6 933 951 | 866 LoRA 75.66
+PACE 66.2 92.0 91.4 86.9 93.6 95.6 87.6 +PACE 78.77

Table 7: Classification results on domain adaptation and CIFAR-100 in VTAB-1K based different
pre-trained models. Src. is short for ‘source’ in Table 4.

ViT-B (ImageNet-21K) ViT-B (Laion2B-ImageNet-12K) Swin-B (ImageNet-21K)

Method CIFAR ImageNet-1K CIFAR ImageNet-1K CIFAR ImageNet-1K

-100 |{Src. -S -V -A -R| -100 |Src. -S -V -A -R| -100 [Src. -S -V -A R
Full 51.6 [63.9 18.5 52.5 3.2 21.2| 51.2 |66.0 29.0 56.1 8.1 27.9| 65.6 |71.7 27.0 61.1 10.8 24.4
Linear 63.4 [67.9 144 60.8 9.4 25.6| 61.9 [79.2 43.2 69.5 23.4 40.9| 65.0 |78.8 36.7 68.8 23.2 35.9
LoRA 44 71.2 [73.8 27.1 64.8 13.6 25.0| 71.3 |77.5 39.8 67.8 20.4 35.6| 74.3 |76.3 30.7 65.7 16.8 28.9
VPT,qq 73.6 |74.3 27.1 65.9 11.5 26.7| 71.8 |78.4 40.4 68.7 22.4 38.4| 72.7 |76.2 30.6 66.2 17.6 29.1
LoRA 73.4 |78.1 31.2 68.3 13.4 32.7| 73.2 |78.6 41.9 68.8 22.6 37.8| 73.9 |76.1 30.8 65.7 18.1 28.9
LoRA,qq+VPTyq| 70.3 |76.8 28.7 66.6 13.7 29.9| 71.8 |78.0 41.4 68.3 20.6 36.9| 74.5 |76.3 30.7 65.7 16.8 28.9
LoRA L+ VPTqq| 74.9 |78.3 30.6 68.5 14.1 32.5| 73.8 |78.3 41.5 68.6 21.6 38.2| 74.6 |76.6 31.2 66.5 18.5 29.4
+PACE 79.0 (79.0 31.8 69.4 16.3 35.2| 78.0 |80.1 45.8 71.2 24.6 43.6| 78.9 |79.6 39.2 70.1 25.2 38.0

4.1 Comparison with the State of the Arts

Results on VTAB-1K. Table | presents the results comparing PACE with recent state-of-the-art
PEFT methods. PACE improves the strong baseline by 2.6% accuracy, surpassing the previous SOTA
GLoRA [7] by 1%, which uses two stages for parameter search. In §D.1, we show that reducing
training epochs to 50 or 100 has minimal impact on PACE performance.

Results on Few-shot Learning. Table 2 compares performance w/ and w/o our PACE. PACE
improves LoORA 44, VPT 44, LORA 1+ VPTo44, with LORA yy+VPTaqq +PACE performing best in
most cases. PACE yields notable improvement, especially when the number of shot is small.

Results on FGVC. Table 3 shows that PACE improves the strong LoRA ,;j+VPT,44 by 0.7%, outper-
forming SSF [41], ARC [14] and RLRR [15] that use strongly pre-trained ViT with augmentations.
In §D.2, PACE achieves larger improvements on smaller datasets.

Results on domain adaptation. Table 4 compares PACE with others. LoORA ,;j+VPT,qq outperforms
GLoRA [7] which relies on parameter search. Meanwhile, PACE improves LoRA,,;+VPT,q4 by
1.5%, outperforming other PEFT methods, demonstrating superior performance on domain adaptation.

Results on text classification and mathematical reasoning. Table 5 shows that PACE outperforms
LoRA by 1% on GLUE text classification and by 3.11% on GSM-8K mathematical reasoning.

Generalization on other backbones. We evaluate PACE on CIFAR-100 (VTAB-1K) and domain
adaptation using Swin-B [44] pre-trained on ImageNet-21K and ViT-B (pre-trained on Laion 2B,
then fine-tuned on ImageNet-12K). Table 7 shows PACE outperforms LoRA,,;j+VPT,qq and other
PEFT methods across all backbones, demonstrating its strong generalizability. Further experiments
in §D.3 show PACE works effectively with self-supervised models such as MAE [19] and DINO [5].
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4.2 Analyses

To verify our theories, we conduct experiments on CIFAR-100 (VTAB-1K) using ViT-B/16 and
Camelyon (VTAB-1K) on Swin-B. Figures 3 & 4 show the gradient norm (summed across all
layers) and FP-distance (Eq. 5) and the train & validation accuracy during training for baseline
LoRAu+VPT,g and PACE on validation set. Figures 3a & 4a show that PACE has a smaller
gradient norm than baseline, verifying Theorem 2 that PACE can implicitly lower the weight gradient
norm for better generalization. Figures 3b & 4b demonstrate that PACE maintains a lower FP-distance
than the baseline, verifying Theorem 3 that PACE can implicitly align the fine-tuned model with
pre-trained model, retaining knowledge from large-scale pre-training. Owing to the advantages of the
gradient regularization and model alignment, PACE shortens the performance gap between seen and
unseen data, yielding higher accuracy on the unseen validation set, as shown in Figures 3c & 4c.

1221 D Acc
12€3 140 100 1—spamampmrvmpree v s emmreee =
Baseline Baseline ¥ =-train acc Baseline
9e3 —— +pace | 100 —— +PACE | 2017 —valace —+PACE
6e3 \\ 601 8011 s
1
3e31 201/ 701 :f

epoch= 100 200 300 epoch= 100 200 300 epoch= 100 200 300

(a) Gradient Norm. (b) FP-Distance (c) Train and validation accuracy.

Figure 3: Analysis for PACE. (a) gradient norm, (b) FP-Distance and (c) train & val. accuracy are
evaluated on validation set of CIFAR-100 (VTAB-1K) with baseline LoRA ;,;j+VPT,4q on ViT-B/16.

120, DIv Ace
8e3 1 100 1.00 1 jrysreror——== gmmmmm e
| i Baseline |1 =--train acc Baseline
6e3 . 70 —— +PACE 0.95 | —valacc —+PACE
4e3 Baseline 401 0.901/
—— +PACE
2¢31 10 s — 085 {YMI N ——

epoch= 100 200 300 epoch= 100 200 300 epoch= 100 200 300

(a) Gradient Norm. (b) FP-distance (c) Train and validation accuracy.
Figure 4: Analysis for PACE. (a) gradient norm, (b) FP-Distance and (c) train & val. accuracy are
evaluated on the validation set of Camelyon (VTAB-1K) with baseline LoRA 1+ VPT,qq on Swin-B.

To clarify why naive alignment is problematic, we vary the regularization strength A over a wide
range (le-3 to 5e4) for both Fine-tuned Pre-trained model Alignment (FPA) by minimizing D' in
Eq. 5 and PACE. Figure 5 shows the averaged gradient norm over training (see also Figures 8 & 9
for more visualizations). PACE robustly lowers gradient norms with larger A\, while FPA exhibits
unpredictable behavior, even causing gradient explosion. This verifies Prop. 1 that minimizing D' is
problematic for gradient regularization, complicating gradient management.

of _ 79.01
H@M Baseline 78_5«0\0\M
o4 —— +FPA 78.01: : - . - . ;
¢ —— +PACE M=2 3 4 5 6 71 8
] 79.01

led 78.5‘0\6\0—0\H\0

78,0t b g

N=1 2 4 6 8 10 12

A=1¢-35¢-30.01005 0.1 05 1 5 10 50 100 500 le3 5¢3 led Sc4
Figure 5: Gradient norms of models across wide range of regu- Figure 6: Ablation results for ap-
larization strengths A on CIFAR-100 (VTAB-1K) w/ ViT-B/16. plying PACE among M nets and
Line and shadow represent mean and std across training epochs. lazily at every N steps.

4.3 Ablation studies

We ablate PACE based on the baseline LoRA,,;+VPT,qq on CIFAR-100 (VTAB-1K) and ImageNet-
1K in domain adaption as shown in Table 8. The ablations include Noise (baseline w/ noise perturbing
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adapter), PACE,yq (replacing the multiplicative noise with the additive noise), PACE;, (perturbing
h(-) instead of Ah(-) in Eq. 11), PACEgy, (replacing the Gaussian noise with the dropout noise),
PACE,— (all transformer blocks share the same o), PACE,+ (o increases linearly with depth), FPA
(fine-tuned and pre-trined alignment by minimizing Eq. 5), SAM (sharpness-aware minimization
[17]), GP (gradient penalization), ¢1 (sparsity regularization), and transfer learning methods L2SP
[77], DELTA [40] and FTP [64]. We grid-search hyperparameters and report the best results.

Table 8 presents the results for all variants. PACE improves over Noise, which itself is better than
baseline, justifying our adapter perturbation and consistency regularization. PACE, 4y performs worse
than PACE, showing the superiority of the multiplicative noise. Although PACE,, can implicitly
regularize gradients, it performs worse than PACE, verifying the advantages of perturbing adapter to
implicitly align models. PACEy, is worse than PACE, indicating the dropout noise is suboptimal.
PACE,— and PACE,+ perform worse, justifying our design of linearly decreasing o. FPA, SAM
and GP, which either only align models or only regularize gradients, are outperformed by PACE.
Despite combining FPA+GP, it still performs worse than ours, suggesting ineffective combination.
£1, L2SP, DELTA, and FTP obtain worse results than PACE, showing their limitations in improving
generalization. PACE regularizes gradients for better generalization and aligns models to retain
knowledge, surpassing all other variants.

CIFAR TmageNet-1K A 1-Shot _ A 2-Shot
Method 100 |Source -Sketch -V2 -A -R | 0.02 75 0.02 .
LoRAmu+VP oaa| 749 | 783  30.6 68.5 141 32.5| (.05 0.05
+Noise 774 | 783 313 68.6 143 33.0 7 36
+PACE 790 | 79.0 318 69.4 163352 0! 0.1
+PACE,qq 757 | 783 312 68.7 13.732.7| 02 69 02 85
+PACE,, 759 | 784 312 68.1 138326 s w6 05
+PACEro 783 | 789 312 68.9 16.0 34.6 "~ g 84
TPACE.Y 779 | 788 316 683 16.6 347 0=0.1 0205 1.0 1.5 0=0.1 0205 1.0 1.5
+PACE, 1 773 | 787 313 68.9 14.0 33.6 N 4-Shot ) 8-Shot
+FPA 76.6 | 788 312 686 14.7335| o 190 o
+SAM [17] 754 | 784 314 68.513.8 329 01
+GP 758 | 783 317 684 14.232.1| 005 0.05
+FPA+GP 749 | 78.1 315 68.113.5326| 01 g9 0.1
+0; 752 | 782 306 686137328 02
+L2SP [77] 759 | 785 304 68.7 14.9 335 : :
+DELTA [40] 764 | 784 308 687 14.633.7| 05 0.5 %
+FTP [64] 76.2 | 78.6 30.8 68.6 15.8 33.6 o=0.1 02051015 o=0.1 02051015

Table 8: Accuracy results on domain adaptation Figure 7: Results for varied A and o as well as
and VTAB-1K based different pre-trained models. shot on OxfordPets in few-shot learning.

We further evaluate applying PACE across multiple M networks during training or applying it lazily
with half-batch size at every N steps (PACE}l;g in §C). Figure 6 presents the results, showing that
applying PACE among two networks at every training step performs best. However, lazy regularization

applied every few steps can still provide reasonable results while saving computational/memory costs.

We test the sensitivity of hyperparameters A and ¢ introduced in our PACE on OxfordPets for few-shot
learning across 1, 2, 4, 8 shots. The results presented in Figure 7 demonstrate that with less data,
larger A and o are favored, verifying the effectiveness of PACE in improving generalization.

5 Conclusions

We have introduced PACE, a novel and effective method that combines generalization of PArameter-
efficient fine-tuning with Consistency rEgularization. Through rigorous theoretical analyses, we have
shown PACE reduces weight gradient for improved generalization and it aligns the fine-tuned model
with the pre-trained model for retaining pre-training knowledge. Our experimental results support
the theoretical analyses, justifying the generalization advantages of PACE over other PEFT methods.
With its dual advantages, PACE consistently outperforms other variants across different backbones,
firmly establishing PACE as a powerful solution for enhancing generalization for PEFT methods.
Limitations and border impacts are discussed in §A.
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A Broader impacts and limitations

A.1 Broader impacts

Our work provides a powerful solution for improving generalization in Parameter Efficient Fine-
Tuning (PEFT), allowing for effective fine-tuning of pre-trained models while reducing the heavily
reliance on pre-training from scratch using large scale data. Our advancements in PEFT, supported
by Theorems 1, 2 and 3, offer novel insights into gradient regularization and model alignment. These
insights extend beyond PEFT and can be applied to other areas such as continual learning and transfer
learning, potentially enhancing the performance and efficiency of models in various domains. By
leveraging our findings, practitioners can develop more robust and adaptable models that generalize
well to new tasks and environments, leading to more intelligent and versatile Al systems. In terms of
negative impacts, the robustness of our fine-tuning method could potentially be misused to create
more convincing deepfakes, raising concerns about the spread of misinformation, manipulation of
public opinion, and malicious activities such as fraud, blackmail, or harassment. However, potential
misuse is a downside with any improvements that have universal nature.

A.2 Limitations

While our work effectively improves generalization ability, it introduces additional computational
costs by requiring input samples to be passed through the network twice for regularization. However,
this can be mitigated by using two efficient variants, PACEy, and PACE}?;;, proposed in §C, where
we demonstrate the potential for resource-efficient fine-tuning. Additionally, our method introduces
extra hyperparameters A and o, which require caution during hyperparameter search. Nonetheless,
Figure 7 suggests that fewer training data requires larger A and o values, providing insight for
hyperparameter tuning.

“The corresponding author.
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B Proofs

B.1 Proof of Theorem 1

Settting € = ﬁ, we perform a second-order Taylor expansion of Lp» around 8. By incorporating

the higher-order terms from the Taylor expansion into R( H(’Lb l), we derive:

£a(0)< (0 15,1) +R<"il'? %)

0

2| V 2[Vol3
Assuming that the approximation does not alter the inequality relatlonshlp, i.e., it preserves the <
relatlon on both sides and considering the largest eigenvalue of Hg as AL | implying v7 Hgv <
|v||3 for any v, we further bound Eq. 14 as follows and arrive at:

max?

de

I 03
< n vV R ” .
‘C@(e) <~Lp ( )+p|| 9||2+ >‘max+ < P 7TL)

B.2 Proof of Theorem 2

The proof is motivated by Ni and Koniusz [47]. We include the proof process for completeness.
Denote m; = z1 — 1,my = 25 — 1 thus mq, my ~ N(0,02?)
A" =B, 2, [f(80 + 21 © AB) — f(80 + 22 © AO))?
=K., 2, [f(60+ A0+ (21 — 1) © AB) — f(0p + AB + (22 — 1) ® AB)]?
=Emy mo[f(0 +m1 ©AB) — £(0 +ma ® AG)°. (15)

Defining v := m; ® A and u := my ® A8, where v,u ~ N (0, c%diag(AO © AB)), we can
rewrite Eq. 15 as follows:

Eoulf(0+v) — f(6 +u)?
S [£(0) + 07V 4 Jo" Ho — [(0) ~u'V — Lu” Hul’

1 1
=Ey o ['UTV + ivTHv —uTVv - §uTHu]2

1 1
=Eyo[(v—u)'V+ ivTHv - iuTHu]2

—Eyu[(v —u)TV]? (16)
+Epu[((v—u)"V)(v" Hv — u" Hu)] an
+ %]E,, T Hol? + iEu[uTHu]Q (18)
- %Evyu[('vTHv)(uTHu)]. (19)

Next, we derive the four terms, Eq. 16, 17, 18, and 19, respectively as follows:

Eq. 16. Using E, ., [(21 — 22)?] = 202 for 21, 22 ~ N(0, 0?), we can simplify (Eq. 16) as follows,
noting that terms related to different dimensions are canceled due to zero-mean independent Gaussian
noise:

Eou[(w—uw)TV]* =Eoul Y (v —4;)?V?] =202y A62VE, (20)

J J
Eq. 17. Utilizing E[2%] = p3 + 3uc? for z ~ N'(u, 0?), and noting that E[23] = 0 for 1 = 0, Eq.
17 is derived as:
Evu[((v—w)"V)(v" Hv — u" Hu)]
=E, [(’UTV)(’UTH’U)] +E., [(uTV) (uTHu)|—Ey o [(UTV) (uTHu)|—Ey o [(uTV) (vTHw)]
=2E, [(vV)(v"Hv)] = 0. Q1)
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Eq. 18. We first decompose Eq. 18, then discuss each case and obtain the final result:

1 1 1 1
“E,[vT Hv]? + 1Eu[uTIjru]? = 5]E,,[vTHv]Q = —E,| Z vjHjpopvp Hpgug|.  (22)

4 .
J.k.p,q

Given the independence of elements in v, only terms with an element repeated two or four times
contribute non-zero results, leading to four distinct, non-overlapping cases. Using E[2?] = 02 + p?
and E[2%] = p* + 6p202% + 30 for z ~ N (i, 0?), and simplifying to E[2?] = 02 and E[2?] = 30*
when p = 0, we have:

Case 1: j = k # p = g, given the independence of v; and v,,, we have:
Eo[ Y > WiHjjuiH,,| = > HjjHy BRI |Ep2] = 0* > HjjHi AGGAGY.  (23)
J p#j J:p#J Jik#j
Case 2: For j = p # k = ¢, the independence of vj and vy, simpliﬁes our calculation, leading to:
ZZUJ kUL, jkvk Z vk] =gt Z kaAG?AG%. (24)
J k#d d:k#] 3 k#j

Case 3: For j = q # k = p, utilizing the independence of v; and vj, as well as the symmetry
Hj, = Hy;, we obtain:

By Y Y vjHjowveHegvy] = Y HAZEWIEWRR] = o* > Hj A07A6;.  (25)

J k#j J,k#] J,k#]

Case 4: For j = q = k = p, using E[2*] = 30* where z ~ N(0, 0?), we have:

Efu [Z UjHjj’Uj’UjHjj’Uj} = Z Hij[’U;L] = 30’4 Z HfjAQ? (26)
J J J
Combining above four cases together, we have the result for Eq. 18:
ot
= ( N 3HZA0N+ S (HyHi + zﬂfk)Aef.Aa,%). 27)
J Jik#J
Eq. 19:
1
- §Ev’u [(v" Hv)(u" Hu)|

_ %Ev [(v" Hv)|E,, [(u” Hu)]

== %E Z JJ J “[;Hkkvi]
S % (Z Hij[vf-]) (Z HkkE[Ui])
; k

4

== S (Do mya0+ Y Hy HuA0A6). (28)
J J.k#3

With results of Eq. 20, 21, 27, 28, we have the final results:

2 272
&P ~20 ZAojvj +0

4
g
+ T (D0 BHE A0+ Y 3 Hy + 2H3) MG Y HE A0 =S H; Hia A9 A63 )
J Jik#] J Jk#j
=202 3" A2V + ot (YD HE A0+ Y HEAG2AG)
J J J.k#j
=20" Y AGIVE + 0" > HHAPZAG, = 20|20 © V|5 + 0*[(A0A67) © H[%. (29)
; _
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B.3 Proof of Theorem 3

The Cauchy-Schwarz inequality states that for u, v € R?, we have (>, u;v5)? < (> uf)(zj v?).
Let u = 1, it follows that (3, v;)? < d||v||3. Using this inequality, we then prove the following:

ATV — %AOTHAGP < 2[A0"V]* + [A8T HAO]?

2
26TV = (Y 26;7;) <dlage Vi; (30)
J

(AT HAG) = (Z AajAekijf < &||(20267) 0 H|, 31)
gk

Here, the inequality is obtained by treating Af; A8y, H . as an element of a vector with size of 2.
This leads to the final results.

B.4 Rationale for one-dimensional output analysis

We use the squared L, distance for multi-dimensional outputs for D and DP%¢, which allows
our one-dimensional analysis to naturally generalize to multiple dimensions. For example, for a
vector-valued function in the naive alignment, f(0) = [f1(0), ..., fm(0)], where m is the output
dimension, we have:

m

1£(80) = £(B0 + A0) |13 =D [fi(B0) — fi(Bo + AO)]>.

=1

This equality shows that the squared Lo distance in multiple dimensions is simply the sum of non-
negative squared differences in each dimension. Consequently, this additive nature enables our
one-dimensional analysis to extend seamlessly to multiple dimensions in practice, aligning with our
empirical observations.

B.5 R increases with %

el
02

o b

According to [17], the function R( , %) in Eq. 3 is defined as:

2 ) n
R(IIGH% 1) klog (” “ﬁ!z(u\/@) )+410g5+8log(6n+3k)
P> 'n n—1

Here k is the number of parameters, n is the number of training samples, § € (0, 1] is the confidence
level and p is the max norm of the Gaussian perturbation noise.

2
To ensure R is valid, we require n > 1. To analyze how R changes with n, we fix “2# and break the
expression under the square root of R into three terms:

Rlog (1-+ 185 (14 /logn)?)
Ry =

4logn — 4logd
n—1 ’

Ry = 8log(6n + 3k)

, Ro=
2 n—1 n—1

We analyze each term separately to determine whether it decreases with increasing n.

Analysis for R;: The derivative for R; w.r.t. n is:
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k L (n—1)— leliz log n ) 2
. 1+H9H2(1+ logn logn, (n 1) klog<1+ pgz (1+ P ))
b (n—l)
||9H2 (1+ logn)
A 1 -1 [1[E; logn 2
ey v Ree (1 R i)
_ P
N (n—1)2
||9H2 (1+ logn) 9
92 . klg(”ol‘z 1+ logn )
3 H6H2 (1 logh)z W ( )
(n—1)?
1 1 HOH logn\2
< 1+ lo%n ' loin k(log e +10g (1+ Og ) )
(n—1)?
1 ||9H log n\2
3 o \/mfklog 22 — klog (1+4/%0)

(n—1)?

k 1 161|3 [logn. 2
= . —1 —log (1 —) .
(n—1)2 (logn ©8 P> og (1+ k ) )
ogn\2

Since H%\Z is generally large, the smallest n is 2 and log (1 + /1 z ) > 0. Therefore, forn > 1,

R} < 0, meaning R; decreases as n increase.

Analysis of R5: The derivative for Ry w.r.t. n is
4 1
I
Since 6 < 1, forn > 1, R, < 0, indicating that Ry decreases with increasing n.
Analysis of Rg: The derivative for R3 w.r.t. n is
8(Sn2 —log(6n +3k))  8(1 — log(6n + 3k))
<
(n—1) (n—1)
Forn > 1, log(6n + 3k) > 1, implying that R; < 0 and R3 decrease as n increases.

Ry =

Conclusion. For n > 1, all terms R, Ry and R3 decreases as n increases. Thus R(
decreasing function of n.

C Efficient PACE variants

Building upon strong theoretical foundation of PACE for generalization, we demonstrate that simple
modifications can reduce memory and training time requirements of PACE. In this section, we explore
two efficient variants, PACEg, and PACE?§§, both maintaining similar computational and memory
requirements as the baseline while improving performance. We then provide empirical results which
show that PACEg, slightly outperforms PACE?;% while requiring no additional hyperparameters and
using fewer computational resources. Given its superior efficiency, we further explore the potential of
PACEg,, for resource-efficient fine-tuning. By simply reducing the batch size and epochs, PACEg,

outperforms the baseline while using significantly less GPU memory and training time.

PACE¢,: Building on the observation that only small datasets are typically available for fine-tuning,
we assume that the model behavior changes gradually across epochs. Under this assumption, we
store the model outputs from the previous epoch (f.—1(x)), which contain inherent noise due to the
adapter perturbation, and compute the consistency regularization loss between these stored outputs
and the current epoch’s noised outputs:

din (@) = || f(x) — 0c—1]|3; where 01 = fe_1(). (32)
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Here the output vector o € R®, where C is the number of classes. Since f(-) applies noise
perturbation to the adapter and changes gradually between epochs, f._1(x) and f(x) can be seen
as applying different i.i.d. noises to similar model states. This approach preserves the theoretical
foundation of PACE while incurring minimal storage and computation costs. With typically few
classes C' and a limited number of samples in fine-tuning, storing o._; within GPU or CPU memory
is manageable.

PACE2Y: During training, the network always applies noise perturbations. Every N-th iteration uses
a half batch size and consistency regularization, while all other iterations use the full batch size.

Memory and computational efficiency of two variants. Both variants maintain similar compu-
tational and memory requirements as the baseline. To demonstrate this, we conduct experiments
on CIFAR-100 (VTAB-1K) using ViT-B/16, Camelyon (VTAB-1K) with Swin-B, and ImageNet
(domain adaptation) with ViT-B/16. Table 9 compares maximum GPU memory usage, total training
time, and accuracy for each task, showing that PACEy,, and PACE! significantly improve upon the

lazy
baseline while maintaining similar computational demands.

We find that PACE;g,, slightly outperforms PACE}*;Zl}f, without requiring additional hyperparameters,

yet it needs to store outputs from the previous epoch. We therefore analyze its memory requirements.

Table 9: GPU memory usage, training time, and accuracy for PACEg, and PACEX. here, ‘m’

denotes minutes, Both variants outperform the baseline while maintaining similar computational

demands.
Method CIFAR-100 (ViT/16-B) Camelyon (Swin-B) ImageNet (ViT/16-B)
GPU Memory Time Accuracy |GPU Memory Time Accuracy |GPU Memory Time Mean Acc.

LoRA [y +VPT,qq 8.9GB 29m  74.6 157GB 33m  86.7 8.9GB 16lm  44.8
+PACE 177GB 53m  79.0 294GB  60m  89.3 177GB 278m 463
+PACE, 9.0GB  29m 783 157GB 34m 888 9.0GB  162m  46.1
+PACE (N =2) 93GB  29m 787 157GB  36m  89.2 9.0GB  165m  46.0
+PACE (N =4) 93GB  29m 784 157GB  35m 889 9.0GB  163m  45.6
+PACE! (N =6) 9.3GB 29m  78.4 157GB  35m  89.0 9.0GB 163m  45.7
+PACE{‘£§ (N =10) 9.3GB 29m 782 157GB  35m 889 9.0GB 162m  45.6

Memory efficiency of PACE¢,. We compare the additional memory requirement of PACEg,y with
the baseline GPU memory consumption. Table 10 shows that the memory overhead of PACEg, is
negligible compared to the baseline GPU memory requirements and can be easily stored in GPU.
Moreover, even in the rare scenario of fine-tuning on the full ImageNet 1K dataset (1.2 million
samples), PACEg, requires only 4.8GB of additional memory for storing the output of the model’s
classification head. This is significantly smaller than the dataset itself (>100GB) and can be easily
accommodated in the CPU/GPU memory.

Table 10: Comparison of PACE(,, memory overhead and the baseline GPU memory requirements.

Dataset Memory of PACEs, Baseline GPU Memory Ratio
CIFAR-100 (VTAB-1K w/ ViT/16-B) 390KB 8.9GB 0.0042%
Camelyon (VTAB-1K w/ Swin-B) 7.81KB 15.7GB 0.000047%
ImageNet (Domain adaptation w/ ViT/16-B) 61MB 8.9GB 0.67%

Resource-Efficient training with PACEy,y. Given the superior performance, minimal memory
overhead, and no need for additional hyperparameters of PACEg,, we explore its potential for
resource-efficient training by maintaining the same number of updates with reduced batch size and
proportionally reduced epochs. Table 11 shows that even with 1/8 batch size and epochs, PACEg,
still outperforms the baseline by 1.7% while only using ~1/3 GPU memory and ~1/4 training time.
This demonstrates the robustness and generalization benefits that PACEg, brings to models, enabling
them to excel under constrained training configurations. Such an efficiency is particularly valuable
for fine-tuning large foundation models, where resource constraints necessitate small batch sizes
and typically lead to sharp loss landscapes, yet the theoretical guarantee of PACE for smooth loss
landscapes provides a promising solution for these challenges.
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Table 11: Results of PACEy, with a reduced batch size and epochs on CIFAR-100 (VTAB-1K w/
ViT-B/16), Camelyon (VTAB-1K w/ Swin-B), ImageNet (Domain adaptaion w/ ViT-B/16). PACE,
outperforms baseline while using less GPU memory and training time.

Method CIFAR-100 Camelyon ImageNet Average
Mem. Time Acc.| Mem. Time Acc.| Mem. Time MeanAcc.| Mem. Time Acc.
LoRA i+ VPTy44 8.9GB 29m 74.6|15.7GB 33m 86.7|8.9GB 16lm 44.8 |11.1GB 74m 68.7
+PACEfast(%batch size, %epochs) 54GB 17m 78.1| 8.6GB 21m 88.9[54GB 85m 45.8 6.5GB 41m 709
+PACE(aS[(%batch size, iepochs) 3.5GB 10m 77.8| 6.0GB 14m 88.7|3.5GB 50m 45.6 43GB 25m 70.7
+PACEf.m(%batch size, %epoohs) 29GB 6m 77.2|52GB 10m 88.6(2.9GB 32m 455 3.7GB 16m 70.4

Table 12: Classification results for different methods on VTAB-1K with different training epochs.

#Epoch Method Natural Specialized Structured Avg.
530 GLoRA 83.61 87.02 63.27 77.97
100 Baseline 81.94 85.40 61.40 76.24
100 +PACE 83.94 87.44 64.62 78.67
50 +PACE (half batch size) 83.77 87.32 63.92 78.34
200 Baseline 82.28 85.30 61.64 76.40
200 +PACE 84.13 87.57 64.85 78.85
300 Baseline 82.41 85.00 61.80 76.40
300 +PACE 84.32 87.55 65.13 79.00

D Additional Experiments

In this section, we provide additional experiments of PACE on VTAB-1K with different epochs, vary-
ing training data sizes on FGVC benchmarks, self-supervised pre-trained backbones and combinations
with other PEFT methods.

D.1 Experiments of VTAB-1K with different epochs

In Table 1, We use 300 epochs for VTAB-1K tasks as we observed slight improvements over 100
epochs. However, this does not mean PACE requires longer training to converge. Since the optimizer
uses the cosine learning rate decay, reducing the number of training epochs to 100 has a minimal
impact on performance, as shown in Table 12.

To ensure fair memory and computational budgets, we also tested PACE with half the batch size
and 50 epochs. Table 12 shows that under these conditions, PACE still improves baseline accuracy
by 2.10%, and outperforms the previous SOTA GLoRA, which uses 500 epochs for training and 30
for parameter search. These results demonstrate PACE’s efficiency and effectiveness across various
training configurations.

D.2 Experiments on FGVC with limited training data

To validate generalization benefits of PACE on limited data settings, we conduct experiments on
FGVC using 50%, 20%, and 10% of the original training samples. Table 13 shows that PACE
achieves larger improvements with smaller data sizes, aligning with our theoretical analyses.

Table 13: Classification results on FGVC using varying percentages of data based on ViT-B/16.

Method CUB NAB Flowers Stanford Dogs Stanford Cars
50% 20% 10% | 50% 20% 10% | 50% 20% 10% | 50% 20% 10% | 50% 20% 10%

baseline | 87.1 839 79.1 [ 80.7 750 702|985 96.5 93.1 |90.6 887 869|787 549 30.1

+PACE | 884 855 814|829 775 738|992 979 96.1 |91.8 909 89.8 | 805 573 332

D.3 Experiments on self-supervised pre-trained backbones

To further verify the effectiveness of PACE on a self-supervised pre-trained backbone, we conduct
VTAB-1K experiments on SVHN, Camelyon, and Clevr-Count using MAE [19] and DINO [19],
with ViT-B/16 pre-trained on ImageNet-1K [11]. Table 14 shows that PACE improves the baseline on
these self-supervised backbones, confirming its applicability to fine-tuning self-supervised models.
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Table 14: Classification results on VTAB-1K using self-supervised DINO and MAE, with ViT-B/16
pre-trained on the ImageNet-1K dataset.

Method MAE DINO

SVHN Camelyon Clevr-Count SVHN Camelyon Clevr-Count
Full 90.1 74.6 52.5 89.7 73.1 34.5
Linear 445 79.9 57.1 50.7 82.5 442
LoRA i+ VPT 44 89.3 82.7 82.1 90.0 85.4 55.7
+PACE 93.5 85.8 86.4 91.7 88.1 61.0

D.4 Experiments of Combining PACE with Other PEFT
We conducted experiments combining PACE with several PEFT methods, including AdaptFormer

[8], GLoRA [7], COFT [54], and BOFT [42], on CIFAR-100 (VTAB-1K) and ImageNet (domain
adaptation) using ViT-B/16. Table 15 shows that integrating PACE improves the baseline performance.

Table 15: Classification results of different PEFT methods based on ViT-B/16.

Method CIFAR-100 (VTAB-IK) | mageNet Domain Adapation) e
AdaptFormer 706 774 265 74 124 BT | 424
+PACE 748 78.2 27.4 679 139 317 | 438
GLoRA 75.9 7822 303 681 135 316 | 443
+PACE 78.6 78.8 317 690 159 344 | 459
COFT 718 76.9 26.4 667 131 307 | 427
+PACE 75.3 77.8 27.9 682 149 329 | 443
BOFT 723 771 270 668 128 311 | 429
+PACE 75.7 77.9 28.3 682 147 334 | 445

E Additional Plots

Figures 8 and 9 show the gradient issues in FPA and the gradient regularization effects of PACE.

= Baseline = (0.001 0.005 =——0.01 =—0.05 =—0.1 =—0.5
3e4 3e4
D 2ed 2ed-
= o
CQ " o Aach A P
e —

epoch= 100 200 300 epoch= 100 200 300
(a) FPA (b) PACE

Figure 8: Gradient norms of (a) FPA and (b) PACE with different regularization strengths A\ during
training on CIFAR-100 (VTAB-1K) w/ ViT-B/16. Figure 5 illustrates the average gradient norm over
training epochs.

F Hyperparameter settings

For each dataset, we follow strategies from previous works [41, 28, 7, 45] to apply grid search on the
rank, learning rate and weight decay to establish strong baselines. Table 16, 17, 18 and 19 present
the hyperparameters and number of trainable parameters used in our strong baseline for VTAB-1K,
few-shot learning, FGVC and domain adaptation tasks.

With these strong baselines, we apply grid search on A € {0.02,0.05,0.1,0.2,0.5,1} and o €
{0.1,0.5,1, 1.5, 2} for PACE to optimize its performance.
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Figure 9: Gradient norms of models across wide range of regularization strengths A on Camelyon
(VTAB-1K) w/ Swin-B. Line and shadow represent mean and std over training epochs. While gradient
explosion is less frequent for FPA in this setting, it exhibits unpredictable gradient norm with varied
regularization strengths. In contrast, PACE reliably lowers gradient norms as regularization strength

A increases, demonstrating its robustness for effective gradient control.

Table 16: Hyperparameters for baseline on VTAB-1K with ViT-B/16. A: LoRA i+ VPTaq4, B:
LoRA,qq. Ir: learning rate. WD: weight decay.

Natural Specialized Structured
S
§
e Q
3 £ g
g S S g Z1E 4 2 EE- A
= = - = 4 A Q - B v
E |8 % , 5|5 £ % 192 22 85 3 2|3
& |& 22 z 54 £ Z|E g ¢ £|: 5 E &2 S G|B
T C & A £ & % 8|0 @ ¥ |0 0O A ¥ B8 8 4 z|<Z
Methodf A A A A A A A|A A A B|B B A A A A A B
Rank 10 14 12 18 18 14 10| 8 8 10 2 2 8§ 18 4 10 10 22 4 181
Ir le-3 le-3 le-3 le-3 le-3 le-2 le-3|5e-3 5e-3 Se-3 Se-4|5e-4 le-4 5e-3 5e-3 5e-3 Se-3 le-2 2e-4| -
WD le-4 le-4 le-3 le-2 le-3 le-3 le-2|le-2 le-2 le-2 le-4|le-3 le-4 le-3 le-3 le-4 le-2 le-2 le-2
Table 17: Ranks for baselines in Few-shot learning. Weight decay is fixed at 1e-4.
learning rate | FGVCAircraft Foodl01  Flowersl02  OxfordPets StanfordCars Mean
Baseline 5e-3 5e-3 Se-3 2e-3 2e-3 Parameter (M)
LoRA.q 4 4 4 4 10 0.93
VPT,44 1 1 1 1 1 0.14
LoRA 1+ VPT,4q 14 10 18 18 24 2.70

Table 18: Hyperparameters for the baseline LoRA;+VPT, 44 in FGVC.

Hyperparameter | CUB-200-2011 NABirds OxfordFlowers StanfordDogs StanfordCars | Mean Parameter (M)
learning rate 5e-3 Se-4 Se-3 5e-3 2e-4

weight decay le-2 le-3 le-3 le-2 le-3 2.80

rank 14 18 18 24 14

Table 19: Hyperparameters for baseline LoRA ,;;+VPT,44 in domain adaptation.
Parameter (M)
2.39

rank
10

learning rate
Se-4

weight decay
le-2

Baseline
LORAmul +VPTadd

G Experiment details for GSM-8K

We conduct experiments on text generation tasks by fine-tuning Phi-3-mini-4k-instruct [1] on the
GSM-8K [9] dataset using causal language modeling. We use learning rate of 2e-6, batch size of 4,
LoRA rank of 16, prompt “Answer below question. First think step-by-step and then answer the final
number:\n\n<Question>" as instruction and fine-tune models on the training set and evaluated the
performance on the test set.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We theoretically and empirically verify the claims and contributions made in
the abstract and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of our work are discussed in §A
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Complete proofs for each theorem are provided in §B.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Training details and hyperparameter selection are presented in Sec. 4 and §F,
respectively.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We will release our code.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Experimental settings and details are presented in Sec. 4.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: All reported results are averaged over three random seeds.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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8.

10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All experiments were conducted on a single NVIDIA H100 GPU with 96 GB
memory, with each experiment completing within 8 hours.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes],

Justification: We have carefully reviewed and adhered to the code of ethics throughout our
research and writing process.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Potential impacts are discussed in §A.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pre-trained language models,
image generators, or scraped datasets)?

Answer: [NA] .
Justification: Our work poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All publicly available assets (models, code, and data) used in this work have
been properly credited, and their respective licenses and terms of use have been explicitly
mentioned and adhered to.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets

has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets in the submission.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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