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Abstract

The recent introduction of Diffusion Transformers (DiTs) has demonstrated excep-
tional capabilities in image generation by using a different backbone architecture,
departing from traditional U-Nets and embracing the scalable nature of transform-
ers. Despite their advanced capabilities, the wide deployment of DiTs, particularly
for real-time applications, is currently hampered by considerable computational
demands at the inference stage. Post-training Quantization (PTQ) has emerged as a
fast and data-efficient solution that can significantly reduce computation and mem-
ory footprint by using low-bit weights and activations. However, its applicability to
DiTs has not yet been explored and faces non-trivial difficulties due to the unique
design of DiTs. In this paper, we propose PTQ4DiT, a specifically designed PTQ
method for DiTs. We discover two primary quantization challenges inherent in
DiTs, notably the presence of salient channels with extreme magnitudes and the
temporal variability in distributions of salient activation over multiple timesteps.
To tackle these challenges, we propose Channel-wise Salience Balancing (CSB)
and Spearman’s ρ-guided Salience Calibration (SSC). CSB leverages the comple-
mentarity property of channel magnitudes to redistribute the extremes, alleviating
quantization errors for both activations and weights. SSC extends this approach
by dynamically adjusting the balanced salience to capture the temporal varia-
tions in activation. Additionally, to eliminate extra computational costs caused by
PTQ4DiT during inference, we design an offline re-parameterization strategy for
DiTs. Experiments demonstrate that our PTQ4DiT successfully quantizes DiTs to
8-bit precision (W8A8) while preserving comparable generation ability and further
enables effective quantization to 4-bit weight precision (W4A8) for the first time.

1 Introduction

Diffusion models have spearheaded recent breakthroughs in generation tasks [59, 7]. In the past, these
models were based on convolutional U-Nets [40] as their backbone architectures [46, 17, 9, 39]. How-
ever, recent work [2, 60, 30] has revealed that the U-Net inductive bias is not essential for the success
of diffusion models and even limits their scalability. Among this trend, Diffusion Transformers (DiTs)
[37] have demonstrated exceptional capabilities in image generation by using a different backbone
architecture. Different from U-Nets that carefully design downsampling and upsampling blocks with
skip-connections, DiTs are constructed by repeatedly and sequentially stacking transformer blocks
[49]. This architectural choice inherits the scaling property of transformers [5, 48, 58, 31], facilitating
more flexible parameter expansion for enhanced performance. With their versatility and scalability,
DiTs have been successfully integrated into advanced frameworks like Sora [4], demonstrating their
potential as a leading architecture for future generative models [14, 6, 30, 65].
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Figure 1: (Left) Illustration of salient channels in activation and weight. Note that salient acti-
vation channels exhibit variations over different timesteps (e.g., t = t1, t2, t3.), posing non-trivial
quantization challenges. To mitigate the overall quantization difficulty, our method leverages the
complementarity (activation and weight channels do not have extreme magnitude simultaneously)
to redistribute channel salience between weights and activations across various timesteps. (Right)
Quantization performance on W8A8 and W4A8, employing FID (lower is better) and IS (higher is
better) metrics on ImageNet 256×256 [41]. The circle size indicates the model size.

Nonetheless, the widespread adoption of Diffusion Transformers is currently constrained by their
massive amount of parameters and computational complexity. DiTs consist of a large number of
repeated transformer blocks and employ a lengthy iterative image sampling process, demanding
high computational costs during inference. For instance, generating a 512×512 resolution image
using DiTs can take more than 20 seconds and 105 Gflops on an NVIDIA RTX A6000 GPU. This
substantial requirement makes them unacceptable or impractical for real-time applications, especially
considering the potential for increased model sizes and feature resolutions.

Model quantization [33, 32, 28] is a prominent technique for accelerating deep learning models
because of its high compression rate and significant reduction in inference time. This technique trans-
forms model weights and activations into low-bit formats, which directly reduces the computational
burden and memory usage. Among various methods, Post-training Quantization (PTQ) stands out as
a leading approach since it circumvents the need to re-train the original model [62, 44, 18, 63, 22].
Practically, PTQ requires only a small dataset for fast calibration, thus is highly suitable for quantizing
DiTs, whose re-training process involves extensive data and computational resources [14, 6].

However, quantizing DiTs in a post-training manner is non-trivial due to the complex distribution
patterns in weights and activations. We discover two major challenges that impede the effective
quantization of DiTs: ❶ The emergence of salient channels, channels with extreme magnitudes, in
both weights and activations of linear layers within DiT blocks. When low-bit representations are
used for these salient channels, pronounced errors compared to the full-precision (FP) counterparts
are observed, incurring fundamental difficulty for quantization. ❷ The extreme magnitudes within
salient activation channels significantly vary as the inference proceeds across multiple timesteps. This
dynamic behavior further complicates the quantization of salient channels, as quantization strategies
optimized for one timestep may fail to generalize to other timesteps. Such inconsistency, especially
in salient channels that dominate the activation signals, can result in significant deviations from the
full-precision distribution, leading to degradation in the generation ability of quantized models.

Targeting these two challenges, we propose a novel Post-training Quantization method specifically
for Diffusion Transformers, termed PTQ4DiT. To address the quantization difficulty associated
with salient channels, we propose Channel-wise Salience Balancing (CSB). CSB capitalizes on
an interesting observation of the salient channels that extreme values do not coincide in the same
channel of activation and weight within the same layer, as shown in Figure 1 (Left). Leveraging
this complementarity property, CSB facilitates the redistribution of extreme magnitudes between
activations and weights to minimize the overall channel salience. Concretely, we introduce Salience
Balancing Matrices, derived from the statistical properties of activation and weight distributions, to
channel-wise transform both activations and weights. This transformation achieves equilibrium in
their salient channels, effectively mitigating the quantization difficulty of the balanced distributions.

Recognizing the variability in activations over different timesteps, we further extend the concept of
channel salience along the temporal dimension and propose Spearman’s ρ-guided Salience Calibration
(SSC). This method refines the Salience Balancing Matrices to comprehensively evaluate activation
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Figure 2: (Left) Overview of the Diffusion Transformer (DiT) Block [37]. (Middle) Illustration of
the linear layer in Multi-Head Self-Attention (MHSA) and Pointwise Feedforward (PF) modules,
which incorporates our proposed Channel-wise Salience Balancing (CSB) and Spearman’s ρ-guided
Salience Calibration (SSC) to address quantization difficulties for both activation X and weight
W. Appendix A depicts detailed structures of the MHSA and PF modules with adjusted linear
layers. (Right) Illustration of CSB and SSC in PTQ4DiT. CSB redistributes salient channels between
weights and activations from various timesteps to reduce overall quantization errors. SSC calibrates
the activation salience across multiple timesteps via selective aggregation, with more focus on
timesteps where quantization errors can be significantly reduced by CSB.

salience over timesteps, with more emphasis on timesteps where the complementarity between salient
activation and weight channels is more significant. Furthermore, we design a re-parameterization
scheme that can offline absorb these Salience Balancing Matrices into adjacent layers, thus avoiding
additional computation overhead at the inference stage.

While the performance of mainstream PTQ methods degrades on DiTs, our PTQ4DiT achieves
comparable performance to the FP counterpart with 8-bit weight and activation (W8A8). In addition,
PTQ4DiT can generate high-quality images with further reduced weight precision at 4-bit (W4A8).
To the best of our knowledge, PTQ4DiT is the first method for effective DiT quantization.

2 Backgrounds and Related Works

2.1 Diffusion Transformers

Although generative models built upon U-Nets have made great advancements in the last few years,
transformer-like architectures are increasingly attracting attention [39, 7, 59]. The recently explored
Diffusion Transformers (DiTs) [37] have achieved state-of-the-art performance in image generation.
Encouragingly, DiTs exhibit remarkable scalability in model size and data representation, positioning
them as a promising backbone for a wide range of generative applications [4, 30, 65].

DiTs consist of nB blocks, each containing a Multi-Head Self-Attention (MHSA) and a Pointwise
Feedforward (PF) module [49, 11, 37], both preceded by their respective adaptive Layer Norm
(adaLN) [38]. We illustrate the DiT Block structure in Figure 2 (Left). These blocks sequentially
process the noised latent and conditional information, which are both represented as tokens in a
lower-dimensional latent space [39]. In each block, conditional input c ∈ Rdin is converted to scale
and shift parameters (γ,β ∈ Rdin ), which are regressed through MLPs then injected into the noised
latent Z ∈ Rn×din via adaLN:

(γ,β) = MLPs(c), adaLN(Z) = LN(Z)⊙ (1+ γ) + β, (1)
where LN(·) is the standard Layer Norm [1]. These adaLN modules dynamically adjust the layer
normalization before each MHSA and PF module, enhancing DiTs’ adaptability to varying conditions
and improving the generation quality.

Despite their effectiveness, DiTs require extensive computational resources to generate high-quality
images, which impedes their real-world deployment. In this paper, we devise a model quantization
method for DiTs that reduces both time and memory consumption without necessitating re-training
the original models, offering a robust and practical solution for enhancing the efficiency of DiTs.
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Figure 3: Illustration of maximal absolute magnitudes of activation (left) and weight (right) channels
in a DiT linear layer, alongside their corresponding quantization Error (MSE). Channels with greater
maximal absolute values tend to incur larger errors, presenting a fundamental quantization difficulty.

2.2 Model Quantization

Model quantization is a compression technique that improves the inference efficiency of deep learning
models by transforming full-precision tensors into b-bit integer approximations, leading to direct
computational acceleration and memory saving [33, 62, 8, 28, 19, 64]. Formally, the quantization
process can be defined as:

Q(x) = clamp(⌊x
δ
⌉+ λ, 0, 2b − 1), (2)

where x denotes the full-precision tensor, ⌊·⌉ is the round-to-nearest operator [32], and the clamp
function restricts the quantized value within the range of [0, 2b − 1]. Here, δ and λ are quantization
parameters subject to optimization. Among various quantization methods, Post-training Quantization
(PTQ) is a dominant approach for large quantized models, as it circumvents the substantial resources
required for model re-training [20, 52, 25, 44, 15]. PTQ employs a small calibration dataset to
optimize quantization parameters, which aims to reduce the performance gap between the quantized
models and their full-precision counterparts with minimal data and computational expenses.

PTQ has been effectively applied to a wide range of neural networks, including CNNs [20, 52, 25],
Language Transformers [8, 57, 24, 23, 27], Vision Transformers [62, 13, 21, 29], and U-Net-based
Diffusion models [44, 18, 51, 50]. Despite its demonstrated success, PTQ’s applicability to Diffusion
Transformers (DiTs) remains unexplored, presenting a significant open challenge within the research
community. To bridge this gap, our work delves into the unique challenges of quantizing DiTs and
introduces the first PTQ method for DiTs that can fruitfully preserve their generation performance.

3 Diffusion Transformer Quantization Challenges

Diffusion Transformers (DiTs) diverge from conventional generative or discriminative models [39, 11]
through their unique design. Specifically, DiTs are constructed with a series of large transformer
blocks and operate under a multi-timestep paradigm to progressively transform pure noise into images.
Our analysis reveals complex distribution patterns and temporal dynamics in the inference process of
DiTs, identifying two primary challenges that prevent effective DiT quantization.

❶ Pronounced Quantization Error in Salient Channels. The first challenge lies in systematic
quantization errors in DiT’s linear layers. As shown in Figure 3, activation and weight channels with
significantly high absolute values are prone to substantial errors after quantization. We term these as
salient channels, characterized by extreme values that greatly exceed the typical range of magnitudes.
Upon uniform quantization (Eq. (2)), it is often necessary to truncate these extreme values in order to
maintain the precision of the broader set of standard channels. This compromise can result in notable
deviations from the original full-precision distribution as the sampling process proceeds, especially
given DiT’s layered architecture and repetitive inference paradigm.

❷ Temporal Variation in Salient Activation. Another challenge of DiT quantization arises from
temporal variations in the magnitudes of salient activation channels. Rather than static inputs,
DiTs operate across a sequence of timesteps to generate high-quality images from random noise.
Consequently, activation distributions can vary drastically within the inference process, which is
particularly evident in salient channels that dominate the signal. Figure 4 demonstrates that the
distribution of maximal absolute values in activation channels exhibits significant variations over
different timesteps. This temporal variability introduces a non-trivial difficulty to quantization
optimization: Quantization parameters effective for salient activation channels at one timestep may
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Figure 4: Boxplot of maximal absolute magnitudes of activation channels in a linear layer within DiT
over different timesteps, which exhibit significant temporal variations.

not be suitable at other timesteps. Such discrepancies can exacerbate quantization errors, cumulatively
impairing the generation quality. Therefore, for accurate quantization, it is imperative to capture the
evolving trait of salient channels throughout the entire denoising procedure.

4 PTQ4DiT

To overcome the identified challenges, we propose Channel-wise Salience Balancing (CSB) and
Spearman’s ρ-guided Salience Calibration (SSC) in our PTQ4DiT in Sections 4.1 and 4.2, respectively.
Subsequently, we devise a re-parameterization scheme in Section 4.3, eliminating extra computational
demands of PTQ4DiT during inference while maintaining the mathematical equivalence.

4.1 Channel-wise Salience Balancing

A linear layer f(·;W) within MHSA and PF modules typically takes a token sequence X ∈ Rn×din

as input and performs linear transformation with its weight matrix W ∈ Rdin×dout , formulated as
f(X;W) = X ·W, where n is the sequence length, and din and dout denote the input and output
dimensions, respectively. As discussed in Section 3, both the activation X and the weight matrix W
exhibit salient channels that possess elements with significantly greater absolute magnitudes, which
lead to large post-quantization errors.

Fortunately, large values do not coincide in the same channels of activation and weight, so these
extremes do not amplify each other, as observed in Figure 3. This property suggests the feasibility
of complementarily redistributing the large magnitudes in salient channels between activation and
weight, thereby alleviating quantization difficulties for both. Inspired by previous works on large
model compression [54, 45, 61, 23], we propose Channel-wise Salience Balancing (CSB), which
employs diagonal Salience Balancing Matrices BX and BW to adjust the channel-wise distribution
of activation and weight, as expressed by:

X̃ = XBX, W̃ = BWW. (3)

To address the quantization difficulties, we need to achieve balanced distributions in X̃ and W̃,
which requires BX and BW to capture the characteristics of salient channels. Considering that the
quantization error is significantly influenced by the range of distributions [33, 57, 26], we measure
the salience s of an activation or weight channel as the maximal absolute value among its elements:

s(Xj) = max(|Xj |), s(Wj) = max(|Wj |), where j = 1, 2, . . . , din. (4)

Here, j is the channel index. Consequently, the balanced salience s̃, representing the equilibrium
between activation and weight channels, can be quantified using the geometric mean. Specifically,
for the j-th channel, the balanced salience is calculated as follows:

s̃(Xj ,Wj) = (s(Xj) · s(Wj))
1
2 . (5)

Building on these concepts, we proceed to construct the Salience Balancing Matrices, which modulate
the salience of activations and weights with the guidance of s̃:

BX = diag(
s̃(X1,W1)

s(X1)
,
s̃(X2,W2)

s(X2)
, . . . ,

s̃(Xdin
,Wdin

)

s(Xdin)
), (6)

BW = diag(
s̃(X1,W1)

s(W1)
,
s̃(X2,W2)

s(W2)
, . . . ,

s̃(Xdin
,Wdin

)

s(Wdin)
). (7)
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Following these, the balancing transformation defined by Eq. (3) will result in a complementary
redistribution of channel salience between activations and weights. Specifically, for each channel
j, we have s(X̃j) = s(W̃j) = s̃(Xj ,Wj), thereby alleviating the quantization difficulties, as
demonstrated by the reduction in overall channel salience:

max(so(X̃), so(W̃)) ≤ max(so(X), so(W)). (8)

Here, we characterize the overall salience so of activations or weights using the maximum salience
across channels, e.g., so(X) = max(s(X1), s(X2), . . . , s(Xdin)), which reflects the distribution
range of elements that are quantized collectively under certain granularity.

4.2 Spearman’s ρ-guided Salience Calibration

Diffusion Transformers (DiTs) utilize an iterative denoising process for image sampling [37]. Under
this sequential paradigm, the linear layer f receives inputs from an activation sequence X(1:T ) =
(X(1),X(2), . . . ,X(T )), which encompasses T timesteps. Targeting a certain timestep t, the salience
of all activation and weight channels can be evaluated using Eq. (4):

s(X(t)) = (s(X
(t)
1 ), s(X

(t)
2 ), . . . , s(X

(t)
din

)), s(W) = (s(W1), s(W2), . . . , s(Wdin
)). (9)

While s(W) remains consistent, we find that {s(X(t))}Tt=1 exhibits significant temporal variations
during the process of transforming purely random noise into high-quality images, as demonstrated in
Figure 4. These fluctuations diminish the effectiveness of our CSB since quantization errors can be
exacerbated by the biased estimation of activation salience among timesteps, resulting in degraded
generation quality of the quantized models.

To accurately gauge the activation channel salience under multi-timestep scenarios, we propose
Spearman’s ρ-guided Salience Calibration (SSC). This offers a comprehensive evaluation of activation
salience, with enhanced focus allocated to the timesteps where the complementarity property is
more significant, facilitating effective salience balancing between activation and weight channels.
Essentially, the lower the correlation between activation salience s(X(t)) and weight salience s(W),
the greater reduction effect in overall channel salience (Eq. (8)). The intuition of SSC is visualized in
Figure 2 (Right). Mathematically, we formulate the Spearman’s ρ-calibrated Temporal Salience sρ
by selectively aggregating the activation salience along timesteps:

sρ(X
(1:T )) = (η1, η2, . . . , ηT ) · (s(X(1)), s(X(2)), . . . , s(X(T )))T ∈ Rdin , (10)

where weighting factors {ηt}Tt=1 are derived from a normalized exponential form of inverse Spear-
man’s ρ statistic [47, 55, 56]:

ηt =
exp[−ρ(s(X(t)), s(W))]∑T

τ=1 exp[−ρ(s(X(τ)), s(W))]
. (11)

Here, ρ(·, ·) computes the correlation between two sequences, and ηt serves as the weighting factor
for activation salience at timestep t. In this method, ηt inversely reflects the correlation coefficient
ρ(s(X(t)), s(W)), thereby prioritizing timesteps where there is a higher degree of complementarity
in salience between activations and weights. Subsequently, we utilize sρ for activation salience in
Eqs. (5), (6), and (7), yielding refined Salience Balancing Matrices, denoted as BX

ρ and BW
ρ . By

applying SSC, we calibrate the activation salience within CSB to strategically account for the temporal
variations during the denoising process. Appendix B presents the full Algorithm for PTQ4DiT.

4.3 Re-Parameterization

Before quantization, we estimate BX
ρ and BW

ρ on a small calibration dataset generated from multiple
timesteps. Then, we incorporate these matrices into the linear layers within MHSA and PF modules
[37] to alleviate the quantization difficulty. Given that BX

ρ and BW
ρ are mutual inverses, this

incorporation maintains mathematical equivalence to the original linear layer f :

X̃ · W̃ = (XBX
ρ ) · (BW

ρ W) = X ·W. (12)

The proof is provided in Appendix C. Furthermore, we design a re-parameterization scheme for DiTs,
allowing for obtaining X̃ and W̃ without extra computational burden during inference. Specifically,
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RepQ* (W4A8) Q-Diffusion (W4A8) PTQ4DiT (W4A8)

Figure 5: Random samples generated by PTQ4DiT and two strong baselines: RepQ* [21] and
Q-Diffusion [18], with W4A8 quantization on ImageNet 512×512 and 256×256. Our method can
produce high-quality images with finer details. Appendix E presents more visualization results.

we update the weight matrix of linear layer f to W̃ offline and seamlessly integrate BX
ρ into the

preceding linear transformation operations. This integration includes adaptations to adaLN [38, 37]
and matrix multiplications within attention mechanisms [49]. Appendix A discusses these adaptations.

Post-adaLN. For linear layers following the adaLN module, we integrate BX
ρ by adjusting the scale

and shift parameters (γ,β ∈ Rdin ) within adaLN:

X̃ = ãdaLN(Z) = LN(Z)⊙ (BX
ρ + γ̃) + β̃, where γ̃ = γBX

ρ , β̃ = βBX
ρ . (13)

Equivalently, we fuse BX
ρ into the MLPs responsible for regressing these parameters, thus avoiding

additional computation overhead at inference time. Detailed derivations are provided in Appendix D.

Post-Matrix-Multiplication. For linear layers after matrix multiplication, the effect of PTQ4DiT can
be realized by directly absorbing the Salience Balancing Matrices into the preceding de-quantization
functions associated with the matrix multiplication [12, 53, 61].

5 Experiments

5.1 Experimental Settings

Our experimental setup is similar to the original study of Diffusion Transformers (DiTs) [37]. We
evaluate PTQ4DiT on the ImageNet dataset [41], using pre-trained class-conditional DiT-XL/2
models [37] at image resolutions of 256×256 and 512×512. The DDPM solver [17] with 250
sampling steps is employed for the generation process. To further assess the robustness of our method,
we conduct additional experiments with reduced sampling steps of 100 and 50.

For fair benchmarking, all methods utilize uniform quantizers for all activations and weights, with
channel-wise quantization for weights and tensor-wise for activations, unless specified otherwise.
To construct the calibration set, we uniformly select 25 timesteps for 256-resolution experiments
and 10 timesteps for 512-resolution experiments, generating 32 samples at each selected timestep.
The optimization of quantization parameters follows the implementation from Q-Diffusion [18]. Our
code is based on PyTorch [36], and all experiments are conducted on NVIDIA RTX A6000 GPUs.

To comprehensively assess generated image quality, we employ four metrics: Fréchet Inception
Distance (FID) [16], spatial FID (sFID) [42, 34], Inception Score (IS) [42, 3], and Precision, all
computed using the ADM toolkit [10]. For all methods under evaluation, including the full-precision
(FP) models, we sample 10,000 images for ImageNet 256×256, and 5,000 for ImageNet 512×512,
consistent with conventions from prior studies [35, 44].

5.2 Quantization Performance

We present a comprehensive assessment of our PTQ4DiT against prevalent baseline methods in
various settings. Our evaluation focuses on mainstream Post-training Quantization (PTQ) methods that
are widely used and adaptable to DiTs, including PTQ4DM [44], Q-Diffusion [18], and PTQD [15].
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Table 1: Performance comparison on ImageNet 256×256. ‘(W/A)’ indicates that the precision of weights and
activations are W and A bits, respectively.

Timesteps Bit-width (W/A) Method Size (MB) FID ↓ sFID ↓ IS ↑ Precision ↑

250

32/32 FP 2575.42 4.53 17.93 278.50 0.8231

8/8

PTQ4DM 645.72 21.65 100.14 134.22 0.6342
Q-Diffusion 645.72 5.57 18.22 227.50 0.7612

PTQD 645.72 5.69 18.42 224.26 0.7594
RepQ* 645.72 4.51 18.01 264.68 0.8076
Ours 645.72 4.63 17.72 274.86 0.8299

4/8

PTQ4DM 323.79 72.58 52.39 35.79 0.2642
Q-Diffusion 323.79 15.31 26.04 134.71 0.6194

PTQD 323.79 16.45 22.29 130.45 0.6111
RepQ* 323.79 23.21 28.58 104.28 0.4640
Ours 323.79 7.09 23.23 201.91 0.7217

100

32/32 FP 2575.42 5.00 19.02 274.78 0.8149

8/8

PTQ4DM 645.72 15.36 79.31 172.37 0.6926
Q-Diffusion 645.72 7.93 19.46 202.84 0.7299

PTQD 645.72 8.12 19.64 199.00 0.7295
RepQ* 645.72 5.20 19.87 254.70 0.7929
Ours 645.72 4.73 17.83 277.27 0.8270

4/8

PTQ4DM 323.79 89.78 57.20 26.02 0.2146
Q-Diffusion 323.79 54.95 36.13 42.80 0.3846

PTQD 323.79 55.96 37.24 42.87 0.3948
RepQ* 323.79 26.64 29.42 91.39 0.4347
Ours 323.79 7.75 22.01 190.38 0.7292

50

32/32 FP 2575.42 6.02 21.77 246.24 0.7812

8/8

PTQ4DM 645.72 17.52 84.28 154.08 0.6574
Q-Diffusion 645.72 14.61 27.57 153.01 0.6601

PTQD 645.72 15.21 27.52 151.60 0.6578
RepQ* 645.72 7.17 23.67 224.83 0.7496
Ours 645.72 5.45 19.50 250.68 0.7882

4/8

PTQ4DM 323.79 102.52 58.66 19.29 0.1710
Q-Diffusion 323.79 22.89 29.49 109.22 0.5752

PTQD 323.79 25.62 29.77 104.28 0.5667
RepQ* 323.79 31.39 30.77 80.64 0.4091
Ours 323.79 9.17 24.29 179.95 0.7052

Table 2: Performance on ImageNet 512×512 with W4A8.

Timesteps Method FID ↓ sFID ↓ IS ↑ Precision ↑

250

FP 8.39 36.25 257.06 0.8426

PTQ4DM 68.43 57.76 35.16 0.4712
QDiffusion 58.81 56.75 31.29 0.4878

PTQD 87.53 74.55 34.40 0.5144
RepQ* 59.65 73.71 33.19 0.3676
Ours 17.55 46.92 123.49 0.7592

100

FP 9.06 37.58 239.03 0.8300

PTQ4DM 70.63 57.73 33.82 0.4574
QDiffusion 62.05 57.02 29.52 0.4786

PTQD 81.17 66.58 35.67 0.5166
RepQ* 62.70 73.29 31.44 0.3606
Ours 19.00 50.71 121.35 0.7514

50

FP 11.28 41.70 213.86 0.8100

PTQ4DM 71.69 59.10 33.77 0.4604
QDiffusion 53.49 50.27 38.99 0.5430

PTQD 73.45 59.14 39.63 0.5508
RepQ* 65.92 74.19 30.92 0.3542
Ours 19.71 52.27 118.32 0.7336

We reimplement these methods to
suit the unique structure of DiTs.
Considering the architectural simi-
larity between DiTs and ViTs [11],
our analysis also includes RepQ-
ViT [21], the state-of-the-art PTQ
method initially designed for ViTs.
We enhance RepQ-ViT (denoted
as RepQ*) by extending the cal-
ibration set to integrate temporal
dynamics and customizing its ad-
vanced channel-wise and log

√
2

quantizers specifically for DiTs.

Tables 1 and 2 report the outcomes
on large-scale class-conditional
image generation for ImageNet
256×256 and 512×512, respec-
tively. Table 1 demonstrates the
effectiveness of PTQ4DiT across
various quantization settings and
timesteps. Notably, our finding re-

veals that at 8-bit precision (W8A8), PTQ4DiT closely matches the generative capabilities of the
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Figure 6: Quantization performance on W8A8. The circle size represents
the computational load (in Gflops).

FP models, whereas most base-
line methods experience signif-
icant performance losses. At
the more stringent 4-bit weight
precision (W4A8), all baseline
methods exhibit more consider-
able degradation. For instance,
under 250 timesteps, PTQ4DM
[44] sees a drastic FID increase
of 68.05. In contrast, our
PTQ4DiT only incurs a slight in-
crease of 2.56. This resilience re-
mains evident as the number of
timesteps decreases, underscor-
ing the robustness of PTQ4DiT in resource-limited environments. Moreover, PTQ4DiT markedly
outperforms mainstream methods at the higher 512×512 resolution, further validating its superiority.
For example, using 250 timesteps, PTQ4DiT substantially lowers FID by 41.26 and sFID by 9.83
over the second-best method, Q-Diffusion. Figure 6 depicts the efficiency-vs-efficacy trade-off on
W8A8 across various timestep configurations. Our PTQ4DiT achieves comparable performance
levels to FP models but with considerably reduced computational costs, offering a viable alternative
for high-quality image generation. Figures 5, 8, and 9 also present randomly generated images for
visual comparisons, highlighting PTQ4DiT’s ability to produce images of superior quality.

5.3 Ablation Study

To verify the efficacy of CSB and SSC, we conduct an ablative study on the challenging W4A8
quantization. Experiments are performed on ImageNet 256×256 using 250 sampling timesteps. Three
method variants are considered in our ablation: (i) Baseline, which applies basic linear quantization
on DiTs, (ii) Baseline + CSB, which integrates CSB in the linear layers within MHSA and PF
modules, where the Salience Balancing Matrices BX and BW are estimated based on distributions at
the midpoint timestep T

2 , and (iii) Baseline + CSB + SSC, which is the complete PTQ4DiT. Results
detailed in Table 3 indicate that each proposed component improves the performance, validating their
effectiveness. Particularly, CSB enhances upon the Baseline by a large margin, decreasing FID by
14.37 and sFID by 2.35, suggesting its critical role in alleviating the severe quantization difficulties
inherent in DiTs. Note that with the addition of CSB, our method surpasses Q-Diffusion [18], a
leading PTQ method for diffusion models. Moreover, integrating SSC further boosts our PTQ4DiT
towards state-of-the-art performance, facilitating high-quality image generation at W4A8 precision,
as shown in Figure 5.

Table 3: Ablation study on ImageNet 256×256 with W4A8.

Method Size (MB) FID ↓ sFID ↓ IS ↑ Precision ↑
FP 2575.42 4.53 17.93 278.50 0.8231

Q-Diffusion 323.79 15.31 26.04 134.71 0.6194
Baseline 323.79 22.54 27.31 105.55 0.4791
+ CSB 323.79 8.17 24.96 187.94 0.7183

+ CSB + SSC (Ours) 323.79 7.09 23.23 201.91 0.7217

6 Conclusion

This paper proposes PTQ4DiT, a novel Post-training Quantization (PTQ) method for Diffusion
Transformers (DiTs). Our analysis identifies the primary challenges in effective DiT quantization:
the pronounced quantization errors incurred by salient channels with extreme magnitudes and the
temporal variability in salient activation. To address these challenges, we design Channel-wise
Salience Balancing (CSB) and Spearman’s ρ-guided Salience Calibration (SSC). Specifically, CSB
utilizes the complementarity nature of salient channels to redistribute the extremes within activations
and weights toward the balanced salience. SSC dynamically adjusts salience evaluations across
different timesteps, prioritizing timesteps where salient activation and weight channels exhibit
significant complementarity, thereby mitigating overall quantization difficulties. To avoid extra
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computational costs of PTQ4DiT, we also devise a re-parameterization strategy for efficient inference.
Experiments show that our PTQ4DiT can effectively quantize DiTs to 8-bit precision (W8A8) and
further advance to 4-bit weight (W4A8) while maintaining high-quality image generation capabilities.

Acknowledgements. This research is supported by NSF IIS-2309073 and ECCS-2123521. This
article solely reflects the opinions and conclusions of authors and not funding agencies.
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A Structures of MHSA and PF with Adjusted Linear Layers
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Figure 7: Illustration of structures of the MHSA and PF modules within DiT Blocks [37]. Our
proposed CSB and SSC are embedded in their linear layers, including Projection1, Projection2, and
FC1. CSB and SSC collectively mitigate the quantization difficulties by transforming both activations
and weights using Salience Balancing Matrices, BW

ρ and BX
ρ . To prevent extra computational

burdens at inference time, BW
ρ is absorbed into the weight matrix of the linear layer f . Meanwhile,

BX
ρ is integrated offline into the MLPs layer prior to adaLN modules for Projection1 and FC1, and

into the preceding matrix multiplication operation for Projection2.

The Multi-Head Self-Attention (MHSA) and Pointwise Feedforward (PF) modules are essential
for processing input tokens and conditional information in DiT Blocks [37]. As depicted in Figure
7, we incorporate our Channel-wise Salience Balancing (CSB) and Spearman’s ρ-guided Salience
Calibration (SSC) techniques into the linear layers within both modules. These techniques are
designed to mitigate the quantization difficulties by dynamically adjusting the salience of activations
and weights via Salience Balancing Matrices. Through the adjustments, CSB and SSC allow for
more uniform distributions of activation and weight magnitudes across salient channels, reducing the
impact of extreme values and enhancing the overall stability of the quantization process.

To eliminate additional computational demands during inference, the Salience Balancing Matrices,
BW

ρ and BX
ρ , are pre-integrated into the DiT Blocks. Specifically, we replace the weight matrix of

the linear layer f with W̃ = BW
ρ W and integrate BX

ρ into the preceding linear transformations.
For Projection1 and FC1, BX

ρ is absorbed into the MLPs before the adaLN modules, while for
Projection2, it can be absorbed within the matrix multiplication [12, 53, 43]. Derivations of the
integration are provided in Appendix D.

B PTQ4DiT Pipeline

This section provides a comprehensive description of the PTQ4DiT pipeline, detailed in Algorithm 1.
The PTQ4DiT is designed to enhance the performance of quantized DiTs by addressing quantization
challenges through sophisticated salience estimation and balancing strategies.

The full algorithm mainly consists of five steps: ❶ The pipeline begins with estimating activation
and weight salience for the pre-trained model using a calibration dataset. ❷ Following the estimation,
we employ Spearman’s ρ-guided Salience Calibration to compute correlation coefficients between
activation salience and weight salience, which helps determine the weighting factors for each timestep.
These factors are crucial for computing a temporally adjusted salience, which aims to minimize
quantization errors that typically occur due to misalignment in salience peaks across the timesteps.
❸ The Channel-wise Salience Balancing step follows, wherein Salience Balancing Matrices are
constructed to redistribute the activation and weight values channel-wise. Specifically, for each
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Algorithm 1 Post-Training Quantization for Diffusion Transformers (PTQ4DiT)

1: Input: Pre-trained DiT model, Activation sequence X(1:T ) from calibration dataset
2: Output: Quantized DiT model with low-bit activations and weights
3: ❶ Preparation:
4: Estimate activation salience s(X(t)) at each timestep t ▷ Using Eq. (9)
5: Estimate weight salience s(W) ▷ Using Eq. (9)
6: ❷ Spearman’s ρ-guided Salience Calibration:
7: Compute correlation coefficients {ρ(s(X(t)), s(W))}Tt=1

8: Compute weighting factors {ηt}Tt=1 ▷ Using Eq. (11)
9: Compute temporal salience sρ(X

(1:T )) ▷ Using Eq. (10)
10: ❸ Channel-wise Salience Balancing:
11: Compute balanced salience s̃ρ(X

(1:T )
j ,Wj) for each channel j ▷ Using Eqs. (5), (14)

12: Construct refined Salience Balancing Matrices BX
ρ and BW

ρ ▷ Using Eqs. (6), (7)
13: ❹ Re-Parameterization:
14: Integrate BW

ρ into the weight matrix of linear layers offline ▷ By W̃ = BW
ρ W

15: Integrate BX
ρ into the MLPs before adaLN modules offline ▷ Using Eqs. (13), (20)

16: ❺ Quantization:
17: Obtain X̃ = XBX

ρ and W̃ = BW
ρ W without extra computational demand during inference

18: Perform quantization on balanced activation X̃ and weight W̃

channel j, the balanced salience s̃ρ(X
(1:T )
j ,Wj) is given by:

s̃ρ(X
(1:T )
j ,Wj) = (sρ(X

(1:T )
j ) · s(Wj))

1
2 , (14)

where sρ(X
(1:T )
j ) is the j-th element of sρ(X

(1:T )). Then, we formulate the refined Salience

Balancing Matrices BX
ρ and BW

ρ based on s̃ρ(X
(1:T )
j ,Wj) and sρ(X

(1:T )
j ), as detailed in Eq. (15).

This step is pivotal in aligning the activation and weight distributions, thereby minimizing the
overall quantization difficulty. ❹ In the Re-Parameterization phase, these balancing matrices are
integrated into the pre-trained model, ensuring that no additional computational cost is required
during inference. This integration maintains computational efficiency while retaining the benefits of
our salience balancing technique. ❺ Finally, we perform quantization on the model with balanced
activations and weights, setting the stage for the deployment of efficient and effective quantized DiTs
in resource-constrained environments.

C Proof of Mathematical Equivalence

In this section, we provide detailed proof demonstrating that our PTQ4DiT maintains mathematical
equivalence to the original linear layers. This proof ensures that the balancing operation does not
alter the original computational outcomes of the full-precision models.

In PTQ4DiT, we introduce the Salience Balancing Matrices BX
ρ and BW

ρ , which are diagonal
matrices intended to balance the salience across activation and weight channels. We verify the inverse
relationship of BX

ρ and BW
ρ mentioned in Section 4.3:

BX
ρ ·BW

ρ

= diag(
s̃ρ(X

(1:T )
1 ,W1)

sρ(X
(1:T )
1 )

, . . . ,
s̃ρ(X

(1:T )
din

,Wdin
)

sρ(X
(1:T )
din

)
) · diag(

s̃ρ(X
(1:T )
1 ,W1)

s(W1)
, . . . ,

s̃ρ(X
(1:T )
din

,Wdin
)

s(Wdin
)

)

= diag(
s̃ρ(X

(1:T )
1 ,W1)

sρ(X
(1:T )
1 )

· s̃ρ(X
(1:T )
1 ,W1)

s(W1)
, . . . ,

s̃ρ(X
(1:T )
din

,Wdin)

sρ(X
(1:T )
din

)
·
s̃ρ(X

(1:T )
din

,Wdin)

s(Wdin)
)

= diag(
(sρ(X

(1:T )
1 ) · s(W1))

1
2 ·2

sρ(X
(1:T )
1 ) · s(W1)

, . . . ,
(sρ(X

(1:T )
din

) · s(Wdin
))

1
2 ·2

sρ(X
(1:T )
din

) · s(Wdin)
) = I,

(15)
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where I denotes the identity matrix. Therefore, we can derive the mathematical equivalence:

X̃ · W̃ = (XBX
ρ ) · (BW

ρ W) = X · (BX
ρ BW

ρ ) ·W = X ·W. (16)

D Derivations of Post-adaLN Integration

This section details the integration of the Salience Balancing Matrix BX
ρ into the MLPs before the

adaptive Layer Norm (adaLN) modules [37], aimed at eliminating extra computational overhead at
the inference stage. Recall that the initial formulation of adaLN on the input latent noise Z ∈ Rn×din

is given by:
X = adaLN(Z) = LN(Z)⊙ (1+ γ) + β, (17)

where γ,β ∈ Rdin are scale and shift parameters, respectively, regressed by MLPs based on the
conditional input c ∈ Rdin :

(γ,β) = MLPs(c) = c · (Wγ ,Wβ) + (bγ ,bβ). (18)

Here, Wγ ,Wβ are weight matrices, and bγ ,bβ are bias terms. In PTQ4DiT, X̃ is obtained by
applying BX

ρ to the output of adaLN as follows:

X̃ = XBX
ρ = LN(Z)⊙ (BX

ρ + γBX
ρ ) + βBX

ρ , (19)

which echos with Eq. (13). To avoid additional matrix multiplications in γBX
ρ and βBX

ρ , we can
pre-absorb BX

ρ in MLPs’ weights and biases offline, expressed as:

(W̃γ ,W̃β) = (WγB
X
ρ ,WβB

X
ρ ), (b̃γ , b̃β) = (bγB

X
ρ ,bβB

X
ρ ). (20)

Thus, the re-parameterized MLPs can directly produce the adjusted scale and shift parameters:

M̃LPs(c)

= c · (W̃γ ,W̃β) + (b̃γ , b̃β)

= c · (WγB
X
ρ ,WβB

X
ρ ) + (bγB

X
ρ ,bβB

X
ρ )

= (c · (Wγ ,Wβ) + (bγ ,bβ)) ·BX
ρ

= (γ,β) ·BX
ρ

= (γBX
ρ ,βBX

ρ ).

(21)

This allows for obtaining X̃ without extra computational burden at the inference stage.

E Additional Visualization Results

Figures 8 and 9 supplement visualization results of our PTQ4DiT on W8A8 quantization, compared
with baseline PTQ methods and the full-precision (FP) counterpart, on ImageNet 512×512 and
256×256. Our method generates results that closely mirror those of the FP models, presenting finer
details and richer semantic content than the baseline approaches.

F Limitations and Broader Impacts

This work introduces a pioneering solution facilitating the broad deployment of Diffusion Transform-
ers (DiTs) through Post-training Quantization. Our method substantially lowers computational and
memory demands, thereby improving the accessibility of DiTs. Currently, our research concentrates
on visual generation. For future work, we plan to extend our methodology to other generative models
across various modalities, such as audio and 3D. However, there remains an inherent risk that these
generative models could be utilized to produce disinformation. While our study contributes to the
widespread application of DiTs, it does not address such ethical risks. We recognize the importance
of developing safeguards and encourage further research into strategies that can prevent the misuse of
these powerful generative technologies.
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Full-Precision

RepQ* (W8A8)

Q-Diffusion (W8A8)

PTQD (W8A8)

PTQ4DiT (W8A8)

Figure 8: Random samples generated by different PTQ methods with W8A8 quantization, alongside
the full-precision DiTs [37], on ImageNet 512×512.
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Full-Precision

RepQ* (W8A8)

Q-Diffusion (W8A8)

PTQD (W8A8)

PTQ4DiT (W8A8)

Figure 9: Random samples generated by different PTQ methods with W8A8 quantization, alongside
the full-precision DiTs [37], on ImageNet 256×256.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The claims in the abstract and introduction accurately reflect the contributions
of the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Appendix F.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: See Appendices C and D.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See Section 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: The code will be released publicly.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See Section 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Error bars are not reported because it would be too computationally expensive.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: See Section 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in this paper adheres to the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: See Appendix F.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All external assets such as datasets and code libraries used in the research are
properly credited, and their licenses are respected and clearly mentioned.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
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Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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