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Abstract

This paper introduces CoFie, a novel local geometry-aware neural surface rep-
resentation. CoFie is motivated by the theoretical analysis of local SDFs with
quadratic approximation. We find that local shapes are highly compressive in an
aligned coordinate frame defined by the normal and tangent directions of local
shapes. Accordingly, we introduce Coordinate Field, which is a composition of
coordinate frames of all local shapes. The Coordinate Field is optimizable and is
used to transform the local shapes from the world coordinate frame to the aligned
shape coordinate frame. It largely reduces the complexity of local shapes and
benefits the learning of MLP-based implicit representations. Moreover, we intro-
duce quadratic layers into the MLP to enhance expressiveness concerning local
shape geometry. CoFie is a generalizable surface representation. It is trained on
a curated set of 3D shapes and works on novel shape instances during testing.
When using the same amount of parameters with prior works, CoFie reduces the
shape error by 48% and 56% on novel instances of both training and unseen shape
categories. Moreover, CoFie demonstrates comparable performance to prior works
when using even 70% fewer parameters. Code and model can be found here:
https://hwjiang1510.github.io/CoFie/

1 Introduction

In the realm of geometry modeling, neural implicit shape representations have become a powerful
tool [33, 7, 4, 13, 41, 39, 2]. These representations typically use latent codes to represent shapes and
employ multilayer perceptions (MLPs) to decode their Signed Distance Functions (SDFs). Early
works in this field use a single latent code to represent an entire shape [33]. Nevertheless, the decoded
SDFs usually lack geometry details. To improve the shape modeling quality, recent approaches have
introduced local-based designs [4, 26, 42]. By decomposing an entire shape into many local surfaces,
the shape modeling task becomes effortless — local surfaces are in simpler geometry which are easier
to represent. Despite the progress, the local-aware design significantly increases the number of
parameters, as each local surface is represented by one or even multiple latent codes. Thus, proposing
a neural surface representation that is both accurate and compact is necessary.

To achieve this goal, we argue it is important to understand the properties of local surfaces. Following
prior works [31, 49, 10, 44], we approximate the local geometry with quadratic patches [9] and
perform analysis. Results show the feasibility of fitting the geometry of a specific category of
quadratic patches. In detail, the quadratic patches are aligned with the coordinate system defined
by the normal, principal directions, and principal curvatures of quadratic patch [9, 31]. However,
when the quadratic patches are not aligned — they are freely transformed with random rotations and
translations in 3D, mimicking real local surfaces — the optimization will be easily trapped into local
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Figure 1: CoFie is a local geometry-aware shape representation. (Left) CoFie divides a shape into non-
overlapping local patches, where each local patch is represented by an MLP-based Signed Distance Function.
(Right) CoFie introduces Coordinate Field, which attaches a coordinate frame to each local patch. It transforms
local patches from the world coordinate system to an aligned coordinate system, reducing shape complexity.
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minima. This analysis reveals the difficulty of jointly recovering transformation information and
geometry of local patches.

Based on the analysis, we propose CoFie, a novel local geometry-aware neural surface representation.
The key insight of CoFie is decomposing the transformation information of local shapes from its
geometry. As shown in Fig. 1, we associate each local surface with a learnable coordinate frame,
which forms a Coordinate Field. We use the Coordinate Field to transform all local surfaces into
an aligned coordinate system, reducing their spatial complexity. Thus, the geometry space of local
surfaces becomes more compact, where the MLP-based neural SDFs are easier to learn.

An important design aspect is how to represent the Coordinate Field. Departing from the implicit-
based representations, we use an explicit representation. Specifically, the coordinate frame of each
local surface is parameterized by a rotation and a translation, forming a 6 Degree-of-Freedom pose.
Moreover, we initialize the rotation using the estimated normal, principal direction, and principal
curvature of a local surface. This design makes CoFie local geometry-aware and facilitates the
learning of Coordinate Fields.

To better represent local surfaces’ geometry, we introduce quadratic layers to the MLP. Prior works
typically employ ReLU-based MLP with shallow layers and limited hidden size [33, 4]. Thus, the
MLP is piece-wise linear [25] and cannot represent the distribution of local surfaces well. We
demonstrate a simple quadratic layer improves the geometry modeling capability.

CoFie is a generalizable shape representation. After training on a curated dataset, it can represent
arbitrary shapes that belong to any novel category. We evaluate CoFie on novel shape instances from
both seen (training) and unseen categories, encompassing both synthetic and real shapes. Results
show that CoFie outperforms prior arts, reducing the chamfer distance by 50% on instances from
both seen and unseen categories. Moreover, CoFie achieves comparable results with prior work using
70% less parameters. In addition, we demonstrate that CoFie, which uses a single shared MLP for
all shapes, achieves comparable results with methods that overfit a specific model for each testing
shape.

2 Related Work

Implicit Shape Representations. Implicit shape representations are state-of-the-art in encoding
shape geometric details [33, 41, 39, 3, 37, 53, 48, 52, 45, 28, 15, 55, 16, 34]. To improve the shape
modeling capability, researchers inject local-aware designs. For example, DeepLS [4] integrates
voxel grids and local MLPs to decode geometric shapes. Another line of work explores hierarchical
representations where the local surfaces are divided unevenly [30, 47, 26, 42, 46, 40], leveraging
Octree. For example, Multilevel Partition of Pnity [30] (MPU) blends parametric implicit surface
patches into a global implicit surface. DOGNet uses dual-octree designs for neural MPU. The
contribution of CoFie is perpendicular to these methods. CoFie still works on evenly divided voxels.
However, instead of resolving high-frequency details of local shapes by using higher local resolution,
CoFie proposes the Coordinate Field to reduce the spatial complexity. This is motivated by the
analysis result that local geometric shapes are highly compressive under suitable coordinate frames.
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The idea of a coordinate field is related to several existing approaches. For example, MVP [27]
introduced oriented boxes for 3D face synthesis. However, in our setting, the variations in geometry
and topology are much more significant than those of 3D human faces. Another relevant work is
LDIF [18], which transforms a 3D point in the local coordinate system of each primitive to decode the
iso-value of each shape. However, LDIF uses a fixed coordinate frame for each primitive. In contrast,
the coordinate field varies spatially in CoFie and can be optimized, allowing us to capture detailed
variations of the parts flexibly. Moreover, CoFie is based on a rigorous analysis of the expressivity of
SDF and SDF learning. A follow-up approach [56] uses a warping field to transform a 3D point into
a canonical space of specific categories. In contrast, CoFie is category-agnostic, benefiting from the
use of local shapes.

On the learning side, many approaches show that MLPs are expressive and that their performance
depends on the loss of training. For example, SAL [1] and SALD [2] show the importance of
integrating normal losses to capture geometric features. SIREN [39] introduced other regularization
losses to improve the quality of implicit representations learned. Although these approaches focus on
local shape details, CoFie focuses on network design using coordinate frames. The CoFie approach
is orthogonal to the encoding schemes.

Hybrid 3D Representations. Each 3D representation has fundamental advantages and limitations
from the machine learning and representation perspective. For example, implicit representations
allow flexible topologies, whereas explicit representations are easier to edit. Therefore, hybrid 3D
representations, which aim to add the strength of different 3D representations for representation
learning, have received a lot of attention. The main stream in hybrid 3D representations sequentially
applies hybrid 3D models [24, 50, 12, 11, 38, 29, 8, 51]. For example, GRASS [24] combines a
part-based representation to capture geometric structures of 3D shapes and a volumetric representation
per part to capture geometric details of the parts. DSG-Net [50] employs part-based deformations to
capture geometric details of the part. Other examples [12, 11, 38, 4, 14, 5, 19, 20] combine explicit
graph, mesh, voxel and triplane representations with implicit volumetric representations to encode
geometry details. CoFie is relevant to this series of approaches, where it combines voxel grids to
encode global shapes and an implicit representation to decode local geometric details. The novelty
of CoFie is that the local module employs a coordinate frame representation and enforces the prior
knowledge that the local shape is roughly a low-complexity polynomial surface in the coordinate
system defined by normal and principal directions.

Coordinate Field Optimization. The task of computing the proposed cell-based coordinate field is
related to the problem of vector-field and frame-field design on meshes, where we want to ensure that
the coordinate field is smooth and consistent among adjacent cells, and where we want the normal
and tangent directions of each coordinate frame to align with the local fitting results if the fitting
results are highly confident. This problem was studied in [35], which introduced a global optimization
framework to compute a global vector field on a triangular mesh. Several more recent approaches
have developed improved formulations for vector field optimization [17, 22] and extensions to frame
field optimization [32, 36]. We refer to [43] for surveys on this topic. Rather than solving a global
optimization problem to compute the coordinate field, the learning of the coordinate field in CoFie is
driven by learning a compressive MLP.

3 Analysis of Fitting SDFs of Local Patches

In this section, we provide an analysis of fitting local surfaces. Following prior works [31, 49, 10, 44],
we simplify local surfaces as quadratic patches. Additionally, we note that some works approximate
local surfaces with linear patches [23, 47]. However, to handle the geometry details, it usually
requires extremely high [47] or infinite resolution [23] during local surface partition. Approximating
local surfaces with quadratic patch is more practical.

3.1 Importance of Non-linearity
A quadratic surface patch can be represented by f(u,v) = (u,v, 3(au?® + cv? + 2buv)), where

u? + v? < r? for locality, and a, b, ¢ are parameters for controlling the shape of the quadratic patch.
The following proposition characterizes the SDF of a point p to f.
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Proposition 1 For each point p = (x,y, 2)T in the neighborhood of the origin o, the signed distance
Sunction from p to f(u,v) can be approximated as

d(p, f(u,v)) = z — %(aw2 + cy? + 2bzy). e

where the approximation omits third-and-higher order terms in x, vy, and z.

Proof: See Appendix A.

Prop. 1 suggests that the SDF is non-linear. However, a shallow MLP using ReLU activation is
piecewise linear, where the ReLU activation functions essentially decompose the input space into
subspaces and the function in each subspace is still linear. This motivates the use of quadratic layers
instead of linear layers (Sec. 4.2).

To hold generality, in Appendix B, we also analyze the local surface that can not be simplified as a
single quadratic patch, i.e. sharp edges as the intersection of two quadratic patches.

3.2 Difficulty of Fitting Transformation Information

We demonstrate the difficulty of recovering the transformation information of quadratic patches
during geometry fitting.

Aligned Quadratic Patches. Same as the previous section, we define the SDF of a quadratic local
patch as z — %(axQ + cy? + 2bxy), where the quadratic patch is axis-aligned. Consider a set of
samples {((x;, y:, 2i),d;),1 < i < n} from this quadratic patch, where (x;, y;, ;) is the location of
the point p;, d; is the SDF value, and n is the number of samples. To fit the surface from the samples,
we solve the optimization problem as

argmmz i — = (ax? + cy? + 2bay;) — ali)2 2)

a,b,c

which is a convex problem that has a unique global optimal.

Unaligned Quadratic Patches. Consider transforming the quadratic patch with a random rigid
transformation (R, t). This quadratic patch is not axis-aligned. In this case, the SDF function is
given by 2/ — %(a:v’Q + cy’® + 2ba’y) where (7,1, 2') = R(x,y, z) + t. To fit the surface from
the samples, we solve the optimization problem as

/
1 l‘i Z;
argmlnz 2 — f(ax —|—cyZ + 2bxly;) — d)2, ( Y ) _R< Yi ) + t. 3)
ab.c,R,t 2 2! 2

In this case, (3) becomes non-convex and has local minima. We defer a detailed characterization of
the local minima of (3) to Appendix C.

In general, this non-convex problem makes geometry fitting non-trivial. It motivates the use of the Co-
ordinate Field to explicitly model the transformation information and disentangle the transformation
information of local patches from its geometry (Sec. 4.1).

4 CoFie

In this section, we introduce details of CoFie, including its representation (Sec. 4.1), MLP architecture
(Sec. 4.2), and its learning scheme (Sec. 4.3).

4.1 CoFie Representation

As shown in Fig. 2, CoFie is based on a hierarchical representation, with coarse and fine-grained
geometry. At the coarse level, it represents a shape with voxels. In detail, for a shape S, it divides the
space that contains the shape into V' x V' x V non-overlapping voxel grids, where V' is the resolution
of the voxel grids. A subset of voxels that intersect with the shape surface will be valid and CoFie
only consider the valid sparse voxels to ensure its efficiency.
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Figure 2: Overview of CoFie. CoFie represents a shape using a hybrid representation of voxels/cells and local
implicit functions. (Left) For preparing the data for training the MLP-based local implicit functions, we split the
training shapes into local shapes and initialize their coordinate frames using PCA. (Right) During training, a
point will be transformed to the aligned coordinate of all local shapes using the coordinate frame. The MLP
takes the transformed point and the latent code of the local shape to predict its SDF value. During testing, we fix
the MLP, optimizing the latent codes and coordinate fields of valid cells.

At the fine-grained level, for each valid voxel v, we use an implicit representation to encode the
geometry details for the local surface inside the voxel. Specifically, we use MLP-based neural SDFs.
Each voxel v has a latent code z, representing the local geometry and we use the MLP ¢’ to decode
the SDF values. For a point z, its SDF value contributed by the voxel v is

f(w,v) = ge(wv,zv), Ly = (nvvtvanv X tv)T(w - Ov)a @

where (0,,n,,t,) parameterize the coordinate frame of voxel v. Ideally, o,, n, and t, are the
origin, normal direction, and tangent direction of the local surface, respectively.

Intuitively, for decoding the SDF value, we transform the point from the world coordinate system
to the shared coordinate system for all local surfaces. o, forms the translation between the two
coordinate system, and (., t,) form the rotation.

The final SDF value at x is then given by

ZUEV w(ma v)f(:c, ’U)
Z’UEV w(mv U)
where V is the set of all valid voxels, w(x, v) is the weight assigned for the voxel v with regard to

point . In practice, we use w(x,v) = 1 if & € v, and w(x, v) = 0 otherwise. Finally, the surface of
a 3D shape is defined as the union set of local surfaces in its valid voxels V.

flz) = 5)

4.2 CoFie MLP Architecture

Following the common practice of MLP, we define
0r_
(x,2) =gl opog o 0gogl(z,z)

where g?l : R™-1 — R™ is a layer with trainable parameters 6;, and where ¢ is an activation
function. Denote z; as the output in layer [, i.e., zg = (x; 2). A common strategy is to set each gle’
as a linear function, i.e., .

9/ (z1-1) = Aizi1 + by, (6)
where 6; = (A;, b;). Furthermore, ¢ is chosen as the ReLU layer, i.e., ¢(z;) = max(z;, 0) where
the max operator is applied element-wise. This strategy is widely used in prior works [33, 7].

However, in Sec. 3.1, we demonstrate the SDF function has non-negligible quadratic components
locally and its incompatibility with MLPs with linear layers and ReLU activation. Therefore, instead,
we model the quadratic components with quadratic layers. We let the top k layers of g? to be quadratic
functions, where k£ > 1. The quadratic layer can be formulated as

Q?Z(Zl—l) =zl \Tizi1+ Az + by @)

where T; € R™i-1x"uXmi-1 jg g tensor, and 6; = (T}, A;, by).
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We can understand the trade-offs between the use of linear layers (Eq. 6) and the quadratic layers
(Eq. 7) as follows. With the same latent dimensions m;, the quadratic layers have many more
parameters than the linear layers. Therefore, with the same network size, we have to use fewer layers
or smaller latent dimensions for quadratic layers. This will limit the capability of the network instead.
In practice, setting £ = 1 leads to the best performance.

4.3 CoFie Learning Scheme

Problem Setup. Following DeepSDF-series, we perform shape auto-decoding [33, 4]. The task
assesses the capability of models to fit/represent given shapes. During both training and inference,
the input is points sampled freely in space with their ground-truth SDF values. The output is the
neural SDF. Additionally, we notify that the task is different from shape reconstruction from point
cloud inputs, or so-called shape auto-encoding, which is studied in [54, 8, 29].

Moreover, CoFie is a generalizable shape representation. It is trained on a curated dataset with
multiple shapes. Once trained, the MLP can be used to represent or decode the SDF of any incoming
shapes. We note the setting of generalizable shape representation is different from overfitting a
shape, where an MLP is specialized for each shape.

Training and Inference. We follow the protocol of the shape auto-decoding task [33, 4]. We train
CoFie with a set of shapes denoted as S = {S;, 1 < ¢ < n}. For each shape, we perform voxelization
(Sec. 4.1) and train CoFie with valid local shapes. We denote the set of valid local shapes of shape .S;
as V;. Following [33, 39, 4], we collect a set of point samples P, = (p’, d”) in the neighborhood of
each voxel v € V;, where p’ and d’ denote the position of the sample and the SDF value of p’. The
point samples are sampled in free space and are not necessary to be on-surface points. For each local
shape in voxel v, we associate it with a latent code z, and the coordinate frame (0,, n,,t,). Then
the training objective can be formulated as

arg min Z Z Z \|90(P%7Zv) —dj||1» ®)

07{Ov7nv7t'v7zvlvevi} i=1 veV; (pj,dj)epu

where pJ, = (n,,t,,n, x t,)T (p’ — 0,). In this step, we jointly optimize the MLP, the latent codes,
and the coordinate field for all training shapes. Intuitively, it trains the MLP to represent training
shapes and optimize the compatibility between the MLP, latent codes and the coordinate fields.

During inference, we freeze the MLP ¢¥. We optimize the latent code and the coordinate field for a
single target shape at one time. It is formulated as

arg min Z Z IIgQ(ngzv) - del ©)

{zv,00,m0,t, [VEVY 55, (pi ,mi)eP,

Besides, we use the regularization term over the inferred latent codes following [33, 4].

Shape Consistency at Boundary of Voxels. If we sample the points P, within each voxel v, Eq. 8
and Eq. 9 optimize the local geometry within each voxel independently. This may lead the non-
smooth and inconsistency surface at the boundary of voxels. To solve this, we follow [4] to expand
receptive field of each voxel by sampling points from their neighbouring voxels.

Coordinate Field Initialization. Eq. 8 has many unwanted local minima, especially for optimizing
the coordinate field. Thus, a good initialization of the coordinate fields ensures the compactness of
local shape at early stage of training, and facilitates the learning of MLP. Motivated by the analysis
in Sec. 3.2, we use estimated normal and tangent directions to initialize the coordinate fields. In
detail, we compute the derivatives of SDF values at these point samples and perform PCA to get
them. Besides, o, is initialized as the center of the cell. We find that this initialization is important to
reduce errors (Sec. 5.2).

S Experiment

This section presents an experimental evaluation of CoFie. We begin with the experimental setup and
then present the results and ablations.
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Figure 3: Diveristy and quality of meshes that CoFie can represent. The results include both novel
instances from ShapeNet training categories (top left), instances from ShapeNet unseen categories
(bottom left), and real shapes from the Thingi dataset (right). We visualize the shapes with surface
normal to better show their geometry. Please see the appendix for comparisons with ground-truth.

Implementation Deatils. We use latent code of size 125 for all cells. The MLP is composed of 5
layers where the first 4 layers are linear layers and the last layer is quadratic. The hidden channel
size is 128. We use the voxel grid size of 32 x 32 x 32. During training, we use 12 shapes for each
batch. For each shape, we sample 3000 voxels that intersect with the surface of the shape (with
return). We sample 24 points for each cell for training, and each point is sampled within 1.5 times the
radius of the voxel to ensure boundary consistency between cells. We use the Adam optimizer [21]
with learning rates 5e — 4, le — 3, and le — 3 for the MLP, coordinate fields, and latent codes. We
train with 150000 iterations and reduce the learning rates by half for every 20000 iteration. During
inference, we use a learning rate of 5e — 4 for 800 iterations. Reconstructed meshes are obtained by
performing Marching Cubes with a 128 resolution by default. We use the quaternion representation
for the rotation matrix of the coordinate frames. We train on 4 GPUs with 24GB memory for 1 day.

Training and testing data. We train CoFie on 1000 shape instances sample from ShapeNet [6] of
chairs, planes, tables, lamps, and sofas (200 instances for each category). We test CoFie with three
test sets for comprehensive analysis of CoFie: 1) 250 novel instances from the 5 training ShapeNet
categories; ii) 250 novel instances from 10 unseen ShapeNet categories; iii) 24 meshes from the
Thingi dataset [57], which captures real scenes. The test set i) checks how CoFie fits the training
distribution. Test sets ii) and iii) are used to test the generalization capability of CoFie on novel
shapes that observe different structures with training shapes.

Baseline Approaches We compare our CoFie with three types of methods: generalizable methods,
which use a single MLP to represent multiple shapes; shape-specific methods, which train an MLP
for each testing shape. Generally, the latter genre demonstrates a better performance as the MLP
model can be trained to overfit a single testing shape. Both the two types of methods performs shape
auto-decoding. Besides, we also report results for a state-of-the-art shape auto-encoding method. We
note that it is a reference method while the result is not directly comparable.

Note that CoFie is a generalizable method for shape auto-decoding. We include more details for
baselines as follows.

* DeepSDF [33] is a generalizable shape auto-decoding method using a global latent code to
represent one shape.

* DeepLS [4] is a generalizable shape auto-decoding method using local-based representations.
DeepLS is a direct comparable baseline.

* NGLOD [40] is a shape-specific method for shape auto-decoding, achieving state-of-the-art
performance. For a fair comparison with CoFie, we use the level of detail as 3, keeping the
number of parameters of the latent codes in the same magnitude as our CoFie.

* 3DS2VS [54] is a generalizable shape auto-encoding method. It employs transformers to

predict the shape latent code, rather than getting it by optimization (shape auto-decoding).
The input is on-surface point clouds.
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Table 1: Shape errors on novel instances of the ShapeNet 6

training categories. We report chamfer distance (10~*) and ] *~ia S s
highlight the best. 5 o 5
Novel Instances of Seen Shape Category ﬁ “ . g A
chair lamp plane sofa table | mean & 31 7
3DS2VS 911 109 168 876 137 | 885 | o
DeepSDF 5.69 151 7.51 4.08 6.64 | 7.84 ; ! ; | |
DeepLS 770 657 083 254 2.18 | 391 B e teng 0
CoFie (ours) | 235 313 0.80 244 141|205  Figure 4: Trade-off between accuracy and

model size ( notified by the radius of circles).

DeepSDF DeeplLS Ours GT NGLOD Ours GT

(Zoom-in)

Figure 5: Comparison with prior works. (Left) Results of generalizable methods, where our CoFie demonstrates
better capability for modeling geometry details. (Right) Compare with the per-shape-based method NGLOD.
We note that NGLOD is a shape-specific method that overfits one MLP on one testing shape.

Besides, we also compare with state-of-the-art shape auto-encoding (point cloud reconstruction)
methods. We note these methods are used as reference for understanding the model performance.
They are not directly comparable.

We train DeepSDF, DeepLS, and CoFie using the same dataset for fair comparisons. NGLOD is
trained on each test shape. All methods receive the same inputs during inference.

Evaluation Metrics We report the mesh reconstruction error as the chamfer— Lo distance between the
reconstructed and ground-truth meshes. We sample 30000 points to compute the chamfer distances.
The meshes are normalized into a unit scale.

5.1 Experimental Results

Qualitative Results. As shown in Fig. 3, CoFie demonstrates strong surface representation capability.
The details of geometry are maintained well. The results on out-of-distribution shapes from unseen
categories are comparable to the training categories.

Performance on Training Categories. As shown in Table 1, CoFie outperforms baselines by a large
margin. In detail, the average chamfer distance of CoFie is 1.86 (48% relatively) smaller than the
best baseline DeepLS. Moreover, we provide a more detailed comparison with DeepLS, as shown in
Fig. 4. We observe that CoFie is consistently better than DeepLS with different latent code and MLP
size. Specifically, CoFie with latent code size 48 achieves slightly better performance compared with
DeepLS with latent code size 128. Note that the number of MLP parameters for the former is about
15% for the latter.
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Table 2: Shape errors on instances of the ShapeNet novel categories. We evaluate the chamfer distance (10™%).

Unseen Shape Category
cabinet car phone bus guitar clock bottle mug washer rifle | mean

3DS2VS 16.4 127 219 241 24 10.5 106 9.3 267 253 | 16.0
DeepSDF 123 687 692 184 11.8 106 454 1083 6.17 15.7 | 10.4
DeepLS 9.74 577 209 722 0.63 430 127 7.28 188 413 | 7.27

CoFie (ours) | 419 3.09 186 3.66 123 3.57 448 258 423 288 | 3.18

Table 4: Ablation study of (0) Base performance;
(1) coordinate field and its initialization methods; (2)
using quadratic MLP; (3) full performance. We use
resolution 128 to get reconstructed meshes.

Table 3: Results on Thingi meshes. We evaluate
the chamfer distance (10~%) with a marching cube
resolution of 256. Note that NGLOD is trained on

each test shape, while CoFie uses a shared MLP for Coord. Field (CF) MLP Settings | o
all shapes as a generalizable method. Use CF  Geo-Aware Init. # Linear # Quad.

©) X X 5 X 3.91

Unseen Thingi Shapes 7/ X 3 X 345

Generalizable Total MLP Size  Shape Error M v v 5 X 233

NGLOD X 24 x0.2MB 1.04 @) X X 5 1 3.01

DeepSDF v 0.2MB 3.68 X X 6 X 3.70

CoFie (ours) v 0.2MB 1.87 3) v 4 5 1 2.05

Performance on Unseen Categories. We compare CoFie with previous generalizable methods on
ShapeNet unseen categories and the state-of-the-art per-shape-based method on the challenging real
scans. We provide visualization results in Fig. 5.

» ShapeNet Unseen Categories. As shown in Table 2, CoFie achieves better generalization
on 9 out of 10 novel shape categories. We also observe that the performance gap between
CoFie and prior works is larger in the unseen categories, showing the strong generalization
capability of CoFie.

* Thingi Real Shapes. As shown in Table 3, CoFie achieves comparable results with NGLOD.
We note that NGLOD is a per-shape-based method, which trains a model for each shape and
performs better naturally. In contrast, CoFie is trained on ShapeNet shapes.

5.2 Ablation Study

As shown in Table 4, we experiment with CoFie variants to validate the effectiveness of our coordinate
field and MLP designs.

Coordinate Field and Initialization. As shown in Table 4 (1), using coordinate fields with different
initialization strategies can both reduce the shape error. In detail, when using axis-aligned coordinate
field initialization, where all coordinate frames are initialized as the world frame, the shape error
reduced slightly from 3.91 to 3.45. The result demonstrates the difficulty of optimizing coordinate
frames. In contrast, when using geometry-aware initialization, i.e., initializing local frames with
estimated normal and tangent directions of local shapes, the shape error is reduced to 2.33, observing
a 40% improvement.

MLP Design. As shown in Table 4 (2), using a quadratic layer as the last layer of the MLP observes
a 0.9 (23% relatively) reduction of shape error. As the use of the quadratic layer introduces additional
parameters, we compare it with a variant for a fair comparison. In detail, we compare it with a linear
MLP with an additional layer (6 layers in total), where the two MLPs have the same amount of
parameters because the output channel size of the last layer is 1. The result shows that increasing the
number of linear layers can only reduce the shape error slightly.

Moreover, Table 4 (3) demonstrates the combination of the two introduced techniques can jointly
reduce the shape error.

6 Conclusions and Future Work

This paper has introduced CoFie, a novel neural surface representation. It is based on the theoretical
results of using a ReLLU-based MLP to encode geometric shapes. The results strongly motivate
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the use of local coordinate frames, which encompass the coordinate fields, to transform a point
before decoding its SDF value using an MLP. This leads to a hybrid representation combined with
coordinate frames associated with local voxels. The experimental results show a strong generalization
behavior of CoFie in new instances for shape reconstruction, which significantly outperforms previous
generalizable methods and achieves comparable results to shape-specific methods.

Limitations. One limitation of CoFie is that it is based on local shapes and cannot be used for the
shape completion task. Different from DeepSDF, which learns global shape priors and can fill the
large missing components in the input, CoFie is restricted to observable parts. We plan to incorporate
more global priors into CoFie. Besides, with a fixed cell resolution, the local shape analysis is
broken when a local cell intersects with thin structures. We plan to extend it with adaptive local cell
resolutions.

Broader Impact. CoFie is a neural surface representation, which have the potential to be used for
3D reconstruction and generation.
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Appendices

A Proof of Prop. 1

Let (u,v) be the parameters of the closest point of p = (2,9, 2)T on f(u,v). We have the following
constraints on (u, v):

(P — f(u,0))" fy(u,0) =0 (10)
(P = f(u,v))" f,(u,0) =0 (1)
Note that
Fo(u,v) = (1,0, au + bv)*
Folu,v) = (0,1,bu + cv)”
Ignoring quadratic-and-higher order terms in u,v,z, ¥, and z in (10) and (11), we have
(x —u) + z(au + bv) = 0 (12)
(y —v) + z(bu+ cv) = 0 (13)

(1)-(5r =) (5)
~(1)- (1) (5)

— fu(u’v)xf1)(u7v)

1w, v) x £ (u,0) ||
_ (—(au+ bv), —(bu + cv),1)T

V1 (au+b0)2 4 (bu + cv)?’
The signed-distance function of p to f(u,v) is given by

d(p, f(u,v)) = (p = f(u,0) n(u,v). (16)
Substituting (15), (14) into (16) and ignoring third-and-higher terms in u, v, z, y, 2z, we have
d(p, f(u,v)) = —(x —u)(au + bv) — (y — v)(bu + cv)

+ (2 — 1(au2 + 2buv + cv?))

This leads to

The normal direction at (u, v) is

n(u,v)

15)

oo

~ 7 — = (au® + 2buv + cv?)

[\]

B Representing Sharp Edges as Quadratic Patches

We consider the intersection of two quadratic patches where the intersection is along the y-axis. In
this case, we can define the surface patch as f(u,v) = (u,v, f(u,v))? where

Llayu? + c1v? +20juwv) +eqju u <0

flu,v) = { ;(aqu + c1v? + 2byuv) + equ  otherwise

7)

In (17), we do not have any linear term in v, so that the normals to these two patches at (0, 0, O)T are
in the zz plane. In addition, the coefficients in front of v? are identical, so these two patches stitch
along u = 0.

The following proposition provides an approximation to the SDF function of f(u,v).
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Proposition 2 For each point p = (x,y, 2)T in the neighborhood of the origin o, the signed distance
Sunction from p to f(u,v) can be approximated as

(a122 + c1y? + 2by2y) — e <0

(a22? + c19y? + 2baxy) — eax  otherwise (18)

dtp fluo) = { 7

[NIEE NI

The proof is very similar to that of Prop. 1. When x > 0, the parameters (u, v) of the closest point
satisfy v > 0, and vice versa. Therefore, the proof applies the description in Section A. (|

C Local Minima of (3)

We will show that there are nontrivial local minima due to symmetries induced by the rotation group.
However, those local minima do not recover the underlying ground-truth shape. As a result, they
force the network to learn the wrong patterns from the data. For simplicity, we focus on the 2D
setting. The extension to 3D is straightforward.

In 2D, we assume that the underlying curve is (z, koz?). SDF samples are given by (x, kox? + y,y)
where x ~ p,y ~ ¢. Consider the 2D rigid pose parameterst, ¢, t,. Let k be the curve parameter.
Our goal is to optimize parameters 0, t,, ¢, k to minimize the following L? reconstruction loss:

r(k,tz,ty,0) =E E (sin(@)x + cos(0) (kox? +y) + t,—

r~py~q

k(cos(0)z — sin(0) (koz® + y) + tw)2 - y>2

Clearly, (ko,0,0,0) is a global minimum of . The following proposition shows that there is another
local minimum of 7.

Proposition 3 Suppose p and q are independent, and

E x=0.

xr~p

Then (—kg, 0, 2¢, ) is a critical point of r, where ¢ = E y. In addition, it is a local minimum of v if
y~q
we assume

Eaz*= E2°=0, |y <z
P

T~p T~

We defer the proof of Prop. 3 to Appendix C.1. Prop. 3 shows that there is a non-trivial critical point
whose parameters depend on the sampling pattern. As neural network training mostly uses first-
order methods that can be trapped into critical points, this means that without careful initialization,
the network will memorize non-shape-related patterns from data, and significantly impairs the
generalization ability of the resulting network.

C.1 Proof of Prop. 3
Denote

U, y, kyty,ty, 0) = sin(0)x + cos(0) (kox® + y) + t,—
k(cos(0)z — sin(0)(koz® + y) + tw)2 — .

It is easy to check that
lz,y,—ko,0,2¢,m) = 2¢ — 2y. (19)

https://doi.org/10.52202/079017-2092 65512



The first-order gradients of [ with respect to k, ¢, t,, 0 are given by

ol
%(x,y,—ko,O,Qc, ’/T) = —£U2, (20)
ol
ﬁ(xayv_k()vOaQCa ’/T) = _kOxv (21)
ol
§($7y,*k0,0,20, 7T) = 1a (22)
y
ol 9 3
%(m, Y, —ko,0,2¢,m) = —x — kjz® — kozy. (23)
Therefore, we have
or ol
%(—ko, 0,2¢,m) = m@py@q%(gp,y, —ko, 0, 2¢, m)l(z,y, —ko, 0, 2¢, )
=—E E (2¢—2y)2* =0,
Tpy~q
and
0 ol
S (Ck0,0.2¢m) = B E <= (2,y,~ko,0,2¢,m)I(z,y, ~ko,0,2¢,7)
= E E (2¢—2y)kx =0,
x~py~q
and
0 ol
%(_k(h Oa 267 71—) = xIEpyIEqﬁ(x7 Y, _k07 07 263 W)l(.’t, Y, _kOa 07 207 7T)
Y - y
= E E (2¢—2y) =0,
T~py~q
and
0 ol
aTr(_k(h 07 207 71—) = "EpyEan(:E7 Y, _k()a 07 203 ’R’)l(l’, Y, _kOJ 07 207 7T)
T r~py~ T
=—E E (2¢—2y)(z + kjz® + kozy) = 0.
x~py~q

This means that (—kg, 0, 2¢, 7) is a critical point of r. To show that it is indeed a local minimum, we
study the second-order derivatives of . We begin with the second-order derivatives of [. They are

0?1
%(1’7 Y, —ko, 07 207 7T) = 2k0(l€01'2 —+ y)2 +y— ]Co:l,’z
02l )
m(x7 Y, _kOa 0, 2¢, 7T) = 2k0(k01’ + y)
2
aaTt(x7 Y, 7k0; 07 207 7T) = 2]{?0,
and
0%l
ﬁ(%y, —ko,0,2¢,m) =0
2
827(%% —ko,0,2¢,m) =2z
0%l )
m(gjv Y, 7k03 0, 2c, 7T) = 2x(k0$ =+ y)7
and
821 821
8Tty(x’y’ —ko,0,2¢,m) = 0, m(%y, —ko,0,2¢,7) =0
821 (921

(z,y, —ko,0,2¢c,m) =0, (z,y,—ko,0,2¢,m) =0

ot, 0t ot,00
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Note that Vo, 5 € {k, t,,t,,0},

0%r

m(—k(b 0, 207 7T)

=E E (l(;v,y, —ko,0,2¢,m) ——— (x y, —ko, 0, 2¢, )

T~py~q

88ﬁ

ol ol
+ %(x,y, —ko,0,2¢,m) — (x,y, — k0,0,2077r)>

B
Denote
Vi=Eaz', Vj=Ey
xT~p y~q
‘We have
>r 2 2 2 27.2\/.2 2
829( ko,0,2¢c,m) = V> + 2koc(V,7 + 2V, )+ (2+4V7kG) (" — Vy)
— 4k V2 + KGRV, + V2V + 2k eV, + kg VP
2
azat (=ko,0,2¢,m) = ko(V? + kgV, + kocV,) +4(c = V7))
82
o ——(—ko,0,2¢,7) = k2V2,
and
9%r
82k( ko, 0,2¢,7) = V!
32
DRI (—ko,0,2¢,m) = koV2 =0
82
8k80( ko,0,2¢,m) = V3(1 + koc) + k3V?2 =0,
and
9%r
(—ko,0,2¢,m) =1,
82ty
0%r
(—ko,0,2¢,m) = =V
ot, 0k
0%r
W(_k070726’ 7T) = 07
yUly
9%r
(—ko,0,2¢,m) =0
ot, 00
It remains to show that
9%r 9%r 0?r 2
2 2 —(— 2 24
829( kOvo ¢ 77)8 tz( kOaO <) 71-) (aeatz( k0707 Cvﬂ-)) (24)
and
9%r 0%r 0%r 2
82k( ko, 0, 2c, w)a ty( ko, 0,2¢, ) > (m(—ko,o,%, 7)) (25)
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The difference between the left and right-hand sides of (24)

As y < z, the above quantity is above zero if

k2 (Vf (Vi + 2koc(V,? +2V,) + (2 + 4V2kg) (¢ = V) — 4ko V)

RV + VEVE) + 2k3eVE + k3VE) — (V2 + K2V
= (kocVZ +4(c = V)" = 2(V2 + K3V (hoeV2 + 4( — V2)))

Y

=3 (kG (V2VE = V%) ) 4 (V2 (4hoe(3VF = 262)
?) — 4k VP
+ 268V — 16(c2 — V2)?)

+ (6 4+ 5V k) (V) —

[

which can be derived from Cauchy inequality. (25) is equivalent to

Vs> v,2

which can be derived from the Cauchy inequality.

D More Results

Visualization

. We include more visualization comparisons. We show the comparison with

generalizable methods and scene-specific methods in Fig. 6 and Fig. 7, respectively. We also include
a failure case of CoFie in Fig. 8.

Quantitative Results.

We include a more comprehensive comparison with generalizable shape

auto-encoding (GAE) and shape-specific auto-decoding (SSAD) methods for understanding the
performance of our model. Again, we note CoFie performs generalizable shape auto-decoding (GAD)
and is not directly comparable to these models.

Table 5: Performance on ShapeNet 10 novel cat-
egories. Specifically, the reported 3DS2VS [54]
and NKSR [15] are trained on the full set of the
training categories. In contrast, the reported nu-
mebrs in the main paper use a subset of 1000
instances for training.

Setting Method CD (le-4) gloU
GAD DeepSDF 10.4 83.1
GAD DeepLS 7.27 96.2
GAD CoFie 3.18 98.3
GAE  3DS2VS (full set) 9.30 94.8
GAE NKSR (full set) 4.24 96.9

65515

Table 6: Performance on Thingi shapes. Note
that SSAD methods take a long time for infer-
ence, e.g. NGLOD and UODFs take 105 and
300 minutes, respectively. In contrast, CoFie
takes 10 minutes.

Setting  Method  CD (le-4) gloU
GAD  DeepSDF 9.79 87.1
GAD  DeepLS 3.68 97.4
GAD CoFie 1.87 99.0
SSAD NGLOD 1.04 99.3
SSAD  UODFs 0.932 99.4
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Figure 6: Compare with the generalizable methods DeepSDF and DeepLS on ShapeNet shapes. We
show two images for each method, one for the overall shape quality, and a zoom-in detail check.
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Ours NGLOD GT

Figure 7: Compare with the shape-specific method NGLOD on Thingi shapes. We show two images
for each method, one for the overall shape quality, and a zoom-in detail check.

Ours (2 Views) GT (2 Views)

Figure 8: Analysis of the failure case. CoFie still struggles to represent extremely detailed geometry
parts.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We include the experiments to validate every claim.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please see the last page of the paper.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We have included the theoretical analysis in the supplementary.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We have included all experiment details.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We committed to releasing code upon acceptance.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We have included all experiment details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Our method outperforms the baselines with significant margins. Visualization
also verifies the contributions.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have included the details in the experiment details section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our paper does not contain any harmful results. It is neutral research.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We have discussed the broader impacts on the last page of the paper.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper on shape representation does not have the risk of being misused.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification:

» ShapeNet: Custom (non-commercial)

* Thingi: CC BY-NC 2.0 license

* DeepSDF: MIT License

¢ 3DLatent2VecSet: Custom (non-commercial)
* DeepLS: MIT License

¢ NGLOD: MIT License

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We will release the code with documentation.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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