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Abstract

Top-2 methods have become popular in solving the best arm identification (BAI)
problem. The best arm, or the arm with the largest mean amongst finitely many,
is identified through an algorithm that at any sequential step independently pulls
the empirical best arm, with a fixed probability 3, and pulls the best challenger
arm otherwise. The probability of incorrect selection is guaranteed to lie below
a specified 9 > 0. Information theoretic lower bounds on sample complexity
are well known for BAI problem and are matched asymptotically as § — 0 by
computationally demanding plug-in methods. The above top 2 algorithm for any
B € (0, 1) has sample complexity within a constant of the lower bound. However,
determining the optimal g that matches the lower bound has proven difficult. In this
paper, we address this and propose an optimal top-2 type algorithm. We consider
a function of allocations anchored at a threshold. If it exceeds the threshold then
the algorithm samples the empirical best arm. Otherwise, it samples the challenger
arm. We show that the proposed algorithm is optimal as 6 — 0. Our analysis
relies on identifying a limiting fluid dynamics of allocations that satisfy a series
of ordinary differential equations pasted together and that describe the asymptotic
path followed by our algorithm. We rely on the implicit function theorem to
show existence and uniqueness of these fluid ode’s and to show that the proposed
algorithm remains close to the ode solution.

1 Introduction

Stochastic best arm identification (BAI) problem has attracted a great deal of attention in the multi
armed bandit community (see [21]], [10]], [3]] for some early references in BAI). The basic problem
involves a finite number of unknown probability distributions or arms that can be sampled from
independently and the aim is to identify the arm with the largest mean. We consider a popular fixed
confidence version of the problem where the sampling is sequential and the aim is to minimise
sample complexity while guaranteeing that the probability of selecting the wrong arm is restricted to
a pre-specified § > 0. Applications are many including in healthcare and recommendation systems.

[11]] developed asymptotically (as 6 — 0) tight lower bound on sample complexity of j—correct
algorithms for these BAI problems under the assumption that arms belong to a single parameter
exponential family (SPEF). This assumption reduces a probability distribution to a single parameter
and allows the analysis to better focus on certain aspects of the problem structure. We retain it for
similar reasons. The sample complexity lower bounds involve solving an optimization problem that
also identifies optimal proportion of allocations across arms. They also propose a track-and-stop
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algorithm that plugs in the empirical estimates of the distribution parameters in the lower bound and
tracks the resulting approximations to optimal proportions of arms to sample. Although, this plug-in
algorithm was shown to asymptotically match the lower bound, it involves repeatedly solving an
optimization problem and is computationally demanding. [[14] consider linear Gaussian bandits, [[1]]
consider bandits with general distributions. Both the references propose track and stop algorithms
where computation is sped up through batch processing.

Substantial literature has come up on ‘top-2’ based, alternative faster and intuitively appealing algo-
rithms to identify the best arm (see [25], [26] for Bayesian approaches; [24], [22], [16] for frequentist
approaches). The algorithms essentially proceed by identifying at each stage an empirical winner
arm, that is, an arm with the largest mean, and its closest challenger. The empirical arm is pulled with
probability 3, and the challenger arm with the complimentary probability. In the frequentist setting,
in [16], the challenger arm is the one with the smallest ‘index function’. Heuristically, this index
function measures the likelihood of the challenger arm actually being the best one. The smaller the
index function, more the likelihood. Further, with high probability, the index function increases with
increased allocations to the corresponding arm. As is standard (see, e.g., [11]], [19]), the algorithm is
terminated when the generalized log-likelihood ratio (GLLR, given in Section [3)) statistic exceeds
a specified threshold. These algorithms are shown to be 3 optimal in the sense that they match the
lower bound on sample complexity satisfied by algorithms that pull the best arm 3 fraction of times
(see [15]] for non-asymptotic analysis when 8 = 1/2). However, determining optimal 3 has been an
open problem that has generated considerable activity and that we address in this paper.

Contributions - Algorithm: The key insight from index based top-2 algorithm is that once a sample
is given to a challenger arm with the smallest index, its index function increases. The net effect is
that as the algorithm progresses, the challenger arm indexes tend to come close to each other and
move together. We build upon the above insight. Through the first order conditions associated with
the lower bound problem, we identify a function g that equals zero under optimal allocation when the
underlying arm distributions are known. We propose an anchored top-2 type algorithm where when
g > 0, the empirical winner arm is pulled and that tends to decrease g. When g < 0, our algorithm
pulls a challenger arm (arm with the smallest index function), and that typically increases g. We
observe that the indexes of challenger arms that have been pulled, tend to rise up together until they
catch up with arms with higher indexes. Once challenger arms associated with all the indexes have
been pulled, call this the time to stability, then, since g is close to zero and indexes of all challenger
arms are close together, it can be seen that the proportionate samples to the empirical winner and the
remaining arms are close to the optimal proportions as per the lower bound. This continues until the
GLLR statistic exceeds a threshold, roughly of order log(1/6). The time to stability can be bounded
from above by a random time with finite expectation independent of §, while the time from stability
till the GLLR statistic hits a threshold scales with log(1/§) with a constant that matches the lower
bound.

Fluid model: Our other key contribution is to capture the above intuitive description through
constructing an idealized fluid dynamics where g stays equal to zero once it touches zero and where
the indexes that have been pulled, remain equal and rise together as the algorithm progresses. We
further show that the resulting equations have an invertible Jacobian. Implicit function theorem (IFT)
(see [20, Appendix A.6] for an introduction to IFT) then becomes an important tool in analyzing this
idealized fluid system as it allows the arm allocations (NN, : a¢ € K) to be unique functions of the
overall allocation N. IFT further allows us to identify the ordinary differential equations satisfied by
the derivatives N = ‘ZJX/? as the allocations [V increase. The overall path till stability is constructed
by pasting together the ode paths followed by arm allocations as the set of indexes that have already
been pulled and are increasing together with IV, meet another higher index. Once all the indexes have
been pulled, our ode stabilizes so that the proportions N, /N thereafter remain constant and equal
the optimal proportions as N increases. IFT further helps show that the proposed algorithm remains
close to the fluid dynamics, and matches the lower bound for small §. For completeness, in Appendix
we also identify the ode paths under fluid dynamics for 3 top-2 algorithms. A great deal of
technical analysis goes into showing that the algorithm, observed after sufficiently large amount of
samples so that the sample means are close to the true means, is close to the fluid process and they
both converge to the same limit.

Other related literature: [22] also develop a top-2 type algorithm for a single parameter family of
distributions. There algorithm decides between the empirical best and the challenger arm based on
directional change in a certain index (related to the LB) when the underlying allocation proportions
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are perturbed. It is less directly connected to the first order conditions in the LB problem compared to
our algorithm. Empirically, we observe that the our proposed algorithm has lower sample complexity,
and is computationally substantially faster (Their algorithm can be sub-optimal. We discuss this
in Appendix [D.2). [7] consider an algorithm structurally similar to ours. They focus on the BAI
fixed budget (FB) setting where the total number of samples are fixed and the aim is to allocate
samples to minimise the probability of incorrect selection. Unlike the fixed confidence (FC) setting
(the one that we consider), the FB setting requires optimizing the first argument of relative entropy
functions that appear in the lower bound. In FC setting, the second argument is optimized ([[7] vary
the first argument). Fundamentally, this is because FB is concerned with sample allocations that
control the probability of the data conducting a large deviations to arrive at an incorrect conclusion,
while FC is concerned with controlling sample allocations on high probability paths and gathering
enough evidence to rule out the likelihood that the observed data is a result of large deviations.
Furthermore, [[7] prove weaker a.s. convergence results for associated indexes although not for
allocations, and since they focus on FB settings, they do not provide sample complexity bounds or
probabilistic false selection guarantees. Our analysis is more nuanced and structurally detailed, and
we prove that the sample complexity of the proposed algorithm is asymptotically optimal. [28] study
the best-k-arm identification problem in the BAI setting with fixed confidence and bring out the
structural complexities that arise in lower bound analysis when k£ > 1. For k = 1, they develop an
asymptotically optimal top-2 algorithm when arm distributions are restricted to be Gaussian. [27]]
consider related pure exploration problems using Frank-Wolfe algorithm. Their implementation
involves solving a linear program at each iteration. [17], [13l], [6] provide algorithms that provide
finite § sample complexity guarantees, however they are order optimal and do not match the constant
in the lower bound.

Finally, while fluid analysis is common in many settings including mean field analysis and games
(e.g., [4]), stochastic approximation (e.g., [5]) and queuing theory (e.g., [8]]), to the best of our
knowledge little or no work exists that arrives at it through IFT.

Roadmap: In Section 2] we describe the problem and develop lower bound related analysis. The
proposed algorithm and our main result, Theorem[3.1] demonstrating algorithm’s efficacy are stated in
Section [3| where we also develop the relevant IFT framework. Section [ spells out the fluid dynamics
associated with the algorithm. Key steps involved in proving Theorem [3.1]are outlined in Section 5]
We describe the numerical experiments in Section[6] Detailed proof of all results are in the appendix.

Key limitations: The proposed algorithm extends from SPEF to bounded random variables in a
straightforward manner. While we do not provide supporting analysis (this limitation is due to space
constraints), our numerical results in Appendix [J] suggest that our algorithm improves upon existing
ones even in this setting. As is standard in the bandit literature, we also assume that samples from
arm distributions are independent. Further, another limitation is the assumption of stationarity of the
underlying distributions. This may be true when relatively short sampling horizons are involved.

2 Problem description and lower bound

Distributional assumption: As mentioned earlier, we focus on arm distributions that belong to a
known SPEF. Let S C R denote the open set of possible means of the SPEF under consideration.
The details related to SPEF are reviewed in Appendix

Fixed confidence BAI set-up: Consider an instance with K unknown probability distributions or
arms, denoted by the mean vector p = (p1, ..., K ), where each p; € S (we refer to each
interchangeably as a distribution as well as its mean in the SPEF context). As is standard in the
BAI framework, we assume that there is a unique arm with the largest mean. Thus, without loss
of generality ;11 > max;>2 ;. One way to handle the case where 2 or more arms are tied for the
largest mean is to look for an e-best arm (an arm whose mean is within e of the best arm). However,
that is technically a significantly more demanding problem (see [12]). Assuming uniqueness of the
best arm and focusing on the best arm identification allows us to highlight the simple fluid dynamics
underlying the proposed algorithm.

Algorithm: Given an unknown bandit instance u, we consider algorithms that sequentially generate
samples - if A denotes the arm pulled at sample IV, and Xy denotes the associated reward generated
independently from distribution p 4, then Ay is chosen sequentially and adaptively as a function
of generated (A, X,, : n = 1,2,..., N — 1). Further, an algorithm stops at some finite random
stopping time 7 and announces the best arm. d—correct algorithm is an algorithm that, givena é > 0,
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stops at time 75 > 0 and outputs a best arm estimate k., such that P(75 < oo, k,, # 1) < 4. That s,
it identifies the arm with highest mean with probability at least 1 — §. Our interest is in identifying a
d-correct algorithm that minimizes E[75]. To this end lower bounds on sample complexity of §-correct
algorithms are established using, e.g., the data processing inequality (see, e.g., [18]). We see that

inf, {E[N\]d(u1, ) +E[N,Jd(na, 2)} > log(1/(2.45))

with d(v, z) denoting the Kullback-Leibler divergence between two distributions in S with means v
and z, and the expectation is under measure [P, associated with . The infimum above is solved at

x* = W. With this, we obtain the lower bound E[r;] > T*(p) log 545, where T* ()

is the reciprocal of the optimal value of a max-min problem,

T () ! = i d(p, + wWad(fta, : 1
(T (k) o, e i (@id(pn, 1) + wad(pa, 71.0)) M

where 1 o = (w11 + Wafta)/ (w1 + w,) and X' denotes a simplex in K dimension.

The popular plug-in track and stop algorithm involves solving the max-min problem (1)) repeatedly
for optimal weights with empirical distribution plugged in for p above. The algorithm at each stage
t, generates the next sample from an arm so that the proportion of arms sampled closely match the
resulting optimal weights while ensuring an adequate, sub-linear exploration (e.g., each arm gets at
least v/t samples at each stage t).

Propositions and below are crucial for our analysis. Proposition helps in constructing
the fluid dynamics in Section[d] Proposition [2.2] provides a characterization of the unique optimal
allocation w* = (w} : a € [K]) which motivates our algorithm’s sampling strategy. Before stating
the two propositions, we need some notation. Let B C [K]/{1}, and B = B U {1}. Whenever
B #0,let Nge = (N, > 0: a € B°) denote an allocation of samples to the arms in B and we
treat this as a constant in the following discussion and also in the statement of the two propositions.
We define the quantity /V1; depending on Ng- in the following way: 1) If B =0or > acse Na =0,

Ny 1 is zero. 2) Otherwise, IV; ; is the value of N; at which ZaEEC % = 1 for the given

allocation Nge. To see existence of such Ny 1, observe that whenever B # 0 and > acme Na >0,

. d Q) - . . .
the function Ny — > e % is continuous and it monotonically decreases from oo to 0 as

Nj increases from 0 to co. Hence, a unique V7 exists where this function equals 1. We define the
quantity Nyin = N1,1 + >, c5¢ Na-

Proposition 2.1. For every positive N satisfying N > Nyin, there is a unique set of variables
NE(N) = (No(N) : a € B) and Ig(N) satisfying the following conditions

a#1 d(pawra) Ni(N)+Na(N)

Vot Wuirsy = L where a0 = REEFRE Taemg M) =N |
and, foreverya € B, Ni(N)-d(u1,71,4) + No(N) - d(pta, x1,6) = Ig(N).

Furthermore, N5 (-) and I5(-) are continuously differentiable w.r.t. N for N > Nyp.

Proposition 2.2. Upon taking B = [K]/{1} and N = 1, N(1), as defined in Proposition|2.1]is
same as the unique allocation w* solving the max-min problem in . Further, Ig(1) = T*(p) =",
Moreover, for every N > 0, if B = [K|/{1}, the unique solution Ng(N) = (No(N) : a € [K])
satisfies No(N) = Nw?.

Proposition[2.1]is proved by applying the Implicit function theorem (IFT). Proposition[2.2]is subsumed
by [[L1, Theorem 5], but we prove it using a different set of tools by applying the IFT. See Appendix
D] for the detailed arguments.

For two vectors v = (v, € S : a € [K]) and N = (N, € R>¢ : a € [K]) define the anchor
function, g(v, N) = Zae[K]/{j} % — 1, where j = arg max, Vg, Vmax = Maxq Vg, and
Zq = (Nj.vmax + Nava)/(N§. + N,) for all a # J.

Remark 2.1. It follows from Proposition [2.2] that the anchor function g(u,w) = 0 and all the
indexes wid(p1, 21,4) + wad(fa, 21,4) equal to each other, uniquely identify the optimal proportion
w™* solving the max-min problem (1)) (see Appendix for an easier and more insightful derivation
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of these conditions). The algorithm proposed in Section [3]ensures that the empirical version of the
anchor function g(-) quickly becomes close to zero and thereafter remains close to zero. Further, the
indexes sequentially come close to each other and once they are close, they stay close through the
remaining steps of the algorithm.

3 Anchored Top-2 (AT2) Algorithm

Notation: Some notation is needed to help state the proposed algorithm. For every arm a € [K]
and iteration NV, Z\7a(N ) denotes the number of times arm a has been drawn till iteration N, and
N(N) = (Ny(N) : a € [K]). Thus, N = 3", No(N). Let i(N) = (fia(N) : a € [K]) where
io(N') denotes the sample mean of arm a at time N, i.e., fi,(N) = Zf;l I(A; = a) - X;/No(N),
and iy = arg maxXqe(k] Ha(IN), with an arbitrary tie breaking rule.

For every pair of arms a, b, define

No(N) - fia(N) + Ny(N) - Jip(N)
Na(N)+Nb(N) .

_Na(N)'Na+Nb(N)'Hb n F o
xa,b(N)— NG(N) _|_Nb(]\7) s and a,b(N)_

Let, Ia’b(N) = Na(Nl . d(ﬂaaxa,bu\])) + Nb(N> . d(,u,b,.’lfa)b(N)), and Ia,b(N) = Na(N) .
d (fia(N),Zap(N)) + Ny(N) - d (jip(N), Zap(N)). For a # i, we call L o (N),andZ;  (N),
respectively, actual index (or, simply index) and empirical index of arm a at iteration N, and denote
them using I, (IV), and Z, (V). For notational simplicity, we hide the dependency on N whenever it
doesn’t cause confusion. Note that 7, (/N) is a function of N;N (N), No(N), 1;,, (N) and fig (N).

Stopping Rule: As is typical in this literature, in our algorithm below, we follow a general-
ized log likelihood ratio (GLLR) to decide when to stop the algorithm. It is easy to check that
minae[ K1/} Z.(N) denotes the GLLR, that is log of likelihood function (LF) evaluated at max-
imum likelihood estimator (MLE) divided by the LF evaluated at MLE of parameters restricted
to alternate set with a different best arm compared to MLE (see [11, Section 3.2] for a de-
tailed derivation). Define stopping time 75 = inf{N|forall a € [K]/{i}, Z,(N) > B(N,d)},
for an appropriate choice of threshold (N, d). After stopping at 75, the algorithm outputs 275
as the best arm. [19, Eq. 25, Section 5.1] argued that for instances in SPEF, upon choosing
B(N,0) ~log((K —1)/6) +61log (log(N/2) + 1)+ 8log(1+ 2log((K —1)/6)), the GLLR based
stopping rule is d-correct for any sampling strategy including the one we propose. In our numerical
experiments, we follow [11]] and choose a smaller threshold, (N, §) = log((1 + log N)/0).

Description of the AT2 and Improved AT2 (IAT2) Algorithm: The AT2 algorithm takes in
confidence parameter 6 > 0 and exploration parameter € (0,1) as inputs, and executes the
following steps at iteration [V:

1. Let Vy & {a € [K] | No(N — 1) < N} be the set of under-explored arms.
2. If Vy # 0, choose Ay = arg min e[ N, (N — 1), and go to step 5.

3. Else, if g(pp(N — 1), N(N —1)) > 0, choose the empirically best arm i.e. Ay = iy_1, and go
to step 5.

4. Else, if g(p(N — 1), N(N — 1)) < 0, choose the challenger arm ie. Ay =
arg minae[ K]/{in_1} Z,(N — 1) using some arbitrary tie breaking rule, and go to step 5.

5. Sample X from Ay and update (N and ]A\T/(N) using X, An.

6. If min, ¢ 1)/ 45,1 Za(N) > B(N, 6), terminate and return iN.

Inspired from the Improved Transportation Cost Balancing (ITCB) policy for selecting the challenger

arm in [16], Improved AT2 (IAT2) algorithm has the same input and follows the same strategy

for exploration (step 1 and 2) and choosing the best arm (step 3) as AT2. IAT?2 differs from AT2
only by its choice of the challenger arm in step 4, where IAT2 samples from the arm Ay =

argmin, e )/ giy_1y (Za(N = 1) +1og No(N — 1)).
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Empirically, we see that typically IAT2 performs better than AT2 with respect to sample complexity.
In the appendix, we provide pseudo-codes of AT2 and IAT2 in Algorithms[T|and 2} respectively.

3.1 Theoretical guarantees

Proposition [3.1|below shows that the allocations made by AT2 and IAT2 algorithms converge to the

optimal allocations w* w.p. 1 in P,. For every a € [K| we define w,(N) = N,(N)/N, and use
W(N) = (Wa(N) : a € [K]) to denote the algorithm’s proportion at iteration N.

Proposition 3.1 (Convergence to optimal proportions). There exists a random time Tsiqpie and a
constant Cy > 0 depending on p, o, and K, and independent of 6, such that, E. [Tstaple] < 00, and
forevery N > Tgiapie and arm a € [K],

Ba(N) —wi| SCINT", and  |ia(N) = pta] < e(u)N 5",

where () is a positive constant depending only on p and defined in Appendix[l:?l

Theorem 3.1 (Asymptotic optimality of AT2 and IAT2). Both AT2 and IAT2 are §-correct over
instances in S, and are asymptotically optimal, i.e., for both the algorithms, the corresponding
stopping times satisfy, limsups_, % < T*(p), and limsup;_, oea7sy < T~ (p) a.s. inP,,.
Moreover, we can find a constant C' > 0 depending on the instance p and o, such that,

75 < max{ Tstapie, T*(p) -log(1/8) + C (log(1/6))' **/% } as. in P,.

Proof idea of Theorem3.1; We assume Proposition[3.T]and sketch the argument by which asymptotic
optimality follows from it. For N > Tstapie, and a € [K], from Proposition NQ(N ) ~ wrN and
1a(N) =~ p,. As aresult, from Proposition after Tstapie, Za(N) = N1y 13(1) = NT* ()1
for every a # 1. Therefore, if min, 41 Z, (V) crosses (N, 0) at N = 75, since 3(N, ) = log(1/6)+
O(loglog(1/8)+loglog(N)), we have 75T*(p) =t ~s_0 log(1/8)+O(log log(1/8)+log log(7s)),
which gives lim sup;_, log(T% < T*(p) as. in P,,. Detailed proof is in Appendix O

We outline the key steps of the proof of Proposition [3.1]for AT2 in Section[5] and the detailed proof is
in Appendix[G.2] Similar arguments hold for IAT2. Considerable technical effort goes in proving this
proposition due to the noise in the empirical estimate f(V), resulting in noise in the anchor function
and the empirical indexes. However, before presenting the proof sketch, in the next section, we first
observe the algorithm’s dynamics in the limiting fluid regime where this noise is zero. Several of the
important proof steps for the algorithmic allocations rely on insights from the simpler fluid model.

4 Fluid dynamics

Motivation: The fluid dynamics idealizes our algorithm’s evolution through making assumptions at
each iteration IV that hold for the algorithm in the limit as the number of samples increase to infinity.
Unlike the real setting with discrete samples, here we treat samples as a continuous object getting
distributed between different arms as the sampling budget (also referred to as ‘time’) evolves. We
denote the no. of samples allocated to an arm a € [K] at some time N > 0 using N, (N), and define
the tuple N (N) = (No(N) : a € [K]). Note that 3,z Na(N) = N. The rate N (V) at which
samples get allocated to arm a at time /N depends on a continuous version of the AT2 algorithm,
which we refer to as the algorithm’s fluid dynamics. We define the index of arm a # 1 at time N as,

I4(N) = Ny(N) - d(pt1,21,a(N)) + Na(N) - d(pta, 21,a(N)), where 1 o (N) = ML Ra (L0,
Notice that I, (N) defined in Section[3|is the index of arm a with respect to the algorithm’s allocation

N (N), whereas in our current context, I, (N) represents the index with respect to the fluid allocations
N(N).

Description of the fluid dynamics: First we explain the fluid dynamics in words. We formally
characterize the fluid allocation N () via a system of ODEs in Theorem Later in this section,
we exploit the obtained ODEs to argue that, after starting the fluid dynamics from some time
N° > 0, the allocations N (V) reach the optimal proportions w* = (w? : a € [K]) by a time

a
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atmost (minae[K] w;)fl - N°. In other words, for N > (IninaE[K] w;)fl - N°, we have N, (N) =
w - N for every arm a € [K] irrespective of the initial allocation we had at time N°.

For notational simplicity, we hide the dependency on /N, whenever it doesn’t cause any confusion.
Recall the anchor function g(-) introduced in Section[2] We use g to denote g(p, N (IV)). For every

subset A C [K]/{1}, we use A to denote AU {1}.

We start the fluid dynamics at time N° > 0 with some initial allocation N° = (N? > 0: a € [K]).
We assume that the vector of true means g is known. The fluid dynamics evolves according to the
following steps at a given total allocation N > N°: 1) If g > 0, then NN; increases with N while
other N,’s for a # 1 are held constant till g = 0 (g can be seen to be a monotonically decreasing
function of Ny). 2) If g = 0, let B denote the set of minimum indexes. Thus, I, (V) are equal
for all a € B (the equal value is denoted by I5(N)) and I,(N) > I5(N) for all « € B°. Then,
as N increases, allocations N7 and (N, : a € B) increase such that g remains equal to zero, while
the indexes in B remain equal. In Proposition 2.1] we characterize and prove existence of such
allocations, which the fluid dynamics will track. Later we observe that, Iz increases atleast at a
linear rate and indexes of arms in B* stay bounded from above by a constant. 3) If g < 0, let B be
the set of minimum index arms and I be the index of arms in B. In this situation, (N, : a € B)
increase with N keeping index of the arms in B equal, while N7 and (N, : a € Ec) are unchanged.
With this ¢ also increases, since g is a strictly increasing function of N, for every a € B. The
dynamics in this case are simple and described in Proposition [E.Tof Appendix[E] 4) Once, g =0,
and B = {2,..., K}, we show that each allocation increases linearly with N such that N = w?.

The fluid ODEs: In Appendix we argue that if the fluid dynamics has g # 0 at time N, then
g becomes zero within a finite time by following step 1 or step 3 of the description. This is easy
to observe when g > 0 at N°, because g is strictly decreasing in Ny, and ¢ — —1 as N; — oc.
Therefore, following step 1, g becomes 0 at some finite N. We now consider the situation where
g = 0 at some N > NO. Setting B to the set of minimum index arms, the algorithm evolves by
tracking the allocation Ng(N) = (N, (N) : a € B) defined through the system (2) in Proposition
By Proposition N75(N) is continuously differentiable w.r.t. N. Applying IFT to , we
obtain the ODEs via which the allocations and the indexes evolve and present them in Theorem .1}

Some definitions: Let f(p,a, N) = —2 (g&‘ig)
d(p1,x)

Ty 1s strictly decreasing with 2 for z € (Ha, p41)-

. f(p,a, N) is strictly positive because

T=2x1,a

Let Ay = p1 — pta, and ho(p, N1, Ng) = f(u,a,N)W]jjrijsz)Q.

denote h(p, N1, N,) by h,. Further, for each a, we denote d(j1,x1,4) by di, and d(pq, 1,4) by
dq,q- Recall that for given allocations (N, : a € [K]), B denotes a set such that N1dy o + Nodg o =

Ig(N)foralla € B, and Nidy o + Nydy,q > Ip(N) foralla € B°. Let h(B)=5Y" had;}p
-1
h(N) = EaGEC haNa,and dp = (ZaeB d;}z) :

For notational simplicity, we

a€EB

Theorem 4.1 (Fluid ODEs). If at total allocation N > N°, we have g = 0, and B is the set of
minimum index arms, i.e., B = argmin,c(x)/{1} Ia(N), then the following holds true:

1. As N increases, and till I5(N) increases to hit an index in B,

Nyh(B) + dy, yh(N)

(Nl + ZaGB Na)h(B) + d}_alh(N) ,
(3)

N/ — Nlh(B)
V(N4 X Na)h(B) + dp'h(N)

, and Nj=

/ _ Ip(N)h(B)+h(N)
forallb € B. It follows that, I;3(N) = TS, -y NuYh(B) - R (M)

B¢ _ A/ _ Nih(B)dia
2. Furthermore, fora € B, I,(N) = N{d1, = 75y N (BT TR (N

3. There exists a 8 > 0, independent of N such that I;(N) > (. In addition, for a € B, N!' =0,
I,(N) < N%(jiq, j11), thus the index is bounded from above. Thus, if B # 0, Ip(N) eventually
catches up with another index in B°. In this way, the set B grows into {2,...,K}.
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Indexes once they meet must stay together: In Appendix we argue via contradiction that in
our fluid dynamics, once a set of smallest indexes that are equal, increase and catch up with another
index, their union then remains equal and increases together with V. This argument is important as it
motivates the proof in our algorithm that after sufficient amount of samples, once a sub-optimal arm
is pulled, its index stays close to indexes of the other arms that have been pulled.

Bounding the time to reach optimal proportion: We define N* to be smallest time after N° at
which the fluid dynamics has both B = {2,..., K} and g = 0. Let (N} : a € [K]) be the allocation
at N*. We first argue that: there exists i € [K| such that N} = N?. We have argued before that if
g # 0 at NY, then g becomes zero by some finite time, which we call M. By definition M < N*.
Now if B # {2,..., K} at M or M = N, then after time M the fluid dynamics evolve by the ODEs
n (3) and N* is the time at which B becomes {2, ..., K}, which is finite by statement 3 of Theorem
In this case 7 is the last element to be added to B. Otherwise if B = {2,..., K} at M and
M > NP, the only way this can happen is g < 0in [N°, M). In this case, i = 1 and M = N*. Since
g=0and B ={2,...,K} attime N*, Proposition[2.2]implies N} = w}N* for all a. Combining
our observations, we have wfN* = N* = N? < N°. Hence N* < N < (mmae[K] wr)~INO.

Thus N* is within a constant times of N°. We bound T;4pie Of Proposmon using a similar
argument.

Remark 4.1 (Incorporating the stopping rule into the fluid dynamics). At stopping time the
idealized GLLR (which is the GLLR defined in Section [3| by replacing the estimated means with
the true means) just exceeds log(1/4d). Since the idealized GLLR grows linearly with the allocated
samples, the stopping time increases linearly with log(1/4). Since the time for fluid dynamics to
reach stability is independent of §, for small 9, stability will be reached before the algorithm stops.

Remark 4.2 (3-fluid dynamics). In Appendix [E.2] we construct the fluid dynamics for the B-EB-
TCB algorithm [16] using IFT. We prove that, for every 8 € (0, 1), the S-fluid dynamlcs started at
some time N? > 0 reach the 3-optimal proportion (which is the solution to the max-min probleml
with the added constraint w; = [3) by a time which is a constant times N°.

5 Convergence of algorithmic allocations to the optimal proportions

We now outline the proof steps for Proposition 3.1} To simplify our analysis, we analyze the AT2
algorithm after the random time 7} defined as,

Ty = inf {N’ >1 ‘ Va € [K]and N > N, [fa(N) — pta] < e(ps) - N*Ba/g},

after which the estimates f1(NN) are converging to p. Recall that o € (0,1) is the exploration
parameter, and €(p) > 0 is a constant depending only on p. By the definition of () in Appendix
we have [i,(N) < i1 (V) forall a # 1 and N > Tp. As a result, arm 1 becomes the empirically
best arm after 7y. In Appendix we use Chernoff’s bound to prove that P, (Ty = n+ 1) =
exp(—£2(n®/*)), which implies E,[Ty] < oo. In the following discussion, all the results mentioned
are true for both AT2 and IAT2 algorithms.

Proposition[5.T|shows that the allocations made by the proposed algorithm converges to the first order
condition satisfied by the optimal proportion w* = (w* : a € [K]) at a rate O(N ~3%/%), where « is
the exploration parameter.

Proposition 5.1. There exists a random time Tgqpie > To satisfying E,, [Tsiapie] < 00 and a constant

Cs > 0 depending on p, o and K, and independent of the sample paths, such that, for N > Tsiapie

:U/bxla ) —3a/8
= § —1| < O,N 4
|g( ‘ d ,ua,:rla )) =~ 2 9 ( )
I, (N) — I, (N)| < CyN=3e/8,
and a,bé?;?ff{l}“( ) —L(N)| < Co ®)

Before outlining the proof of Proposition[5.1] we explain how Proposition [3.1] follows from Proposi-
tion [5.1]just using the IFT.
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Proof idea of Proposition If our algorithm follows optimal proportions at time N, i.e., N, (N) =
wi N for all a € [K], RHS of (4) and (5) becomes zero by Proposition Moreover, by Proposition
[2.2|w* uniquely satisfies the conditions: anchor function is zero and all alternative arms have equal
index. and (5)) imply that, @(N) satisfies these conditions upto a perturbation of Co N —3/8 after
Tstapie- Using the IFT, we prove that the algorithm’s allocation is a Lipschitz continuous function
of the perturbation when it is sufficiently small. Hence, by choosing T4 large enough and using
Lipschitzness, we get max,e (] |0q (V) — wj| = O(N~3/8). Closeness of fi(-) to p follows from
the fact that T qp. > Tp.

Proof idea of Proposition We separately outline the proofs of () and (5)) in Proposition In
the following discussion, constants hidden in O(+), £2(-) and ©(+) notations are independent of the
sample path after time Ts;qp7- To simplify our analysis, we choose T4 such that exploration stops
after Tstapie, ie., Vn = 0 for N > Tyqpe (see the discussion before Definition[G.1]in Appendix

[G.T.]for justification).

Key ideas in the proof of {): We prove @) via induction. We prove the existence of a constant

D > 0 such that at every N > Tyiqpie, Whenever the actual anchor value g(u, N (N)) (we denote
using g(V)) satisfies |g(N)| > DN~3%/8 our algorithm pushes g(-) towards zero by ©(1/N) in
the next iteration through steps 3 and 4. Whereas the interval [—Cy N ~3%/8 Cy N =3%/8] shrinks
by O(N~(1+32/8)) from both ends. Since N~(1*3%/8) << N~! we choose the constant C large
enough such that g(-) stays in the said interval in iteration NV + 1.

Key ideas in the proof of (3): The following lemma forms a crucial part of the argument for proving
closeness of the indexes in the non-fluid setting.

Lemma 5.1. There exists a random time Tyo0q € [To, Tstabie] such that the algorithm picks all the
alternative arms in [K]/{1} atleast once between the iterations Tgo0q and Tsiapie. Moreover, for
N > Tyood, if the algorithm picks some arm o € [K|/{1} at iteration N, then it picks arm a again
within a next O(N'=3%/8) iterations.

Proof of Lemma [5.1] (in Appendix [G.I.2) is technically involved and requires proving several
supplementary lemmas. Several of the key steps of this proof borrow insights from the fluid dynamics,
and we outline them in Appendix [} Here we assume Lemma [5.1] and sketch the argument by
which (E]) follows from it for the AT2 algorithm. For any a,b # 1 and after any N > Tgiqapie,
Z.(-) and Zy(+) crosses each other before the algorithm picks both a, b atleast once. We can show
that, for j = a,band N > Titapie, Z;(N) and I;(N) differ by O(N'~39/8). As a result, when
T.(-) crosses Zp(-) at N + R, we have |I,(N + R) — I,(N + R)| = O((N + R)'=32/8) =
O(N'=32/8) since R = O(N'~32/8). For j = a,b, the partial derivatives of I;(-) w.r.t. N
and Krj are non-negative and bounded from above by max{d(p1, 1), d(p;, 1)} = O(1). As a
result, |[I;(N + R) — I;(N)| = O(R) = O(N'=39/8) for j = a,b. Hence, |I,(N) — I,(N)| <
[Io(N + R) = I,(N + R)[ + 3 ,_, , II;(N + R) — [;(N)| = O(N'=3/8), O

Bounding T;q.: In Appendix [G.2] we choose Tyooa and Tiiapie such that Tiiqpe is the time
after Tyo0q4 by which the algorithm picks all the sub-optimal arms atleast once. By Proposition
the algorithm approximately matches w* after Ts;qp.- Using an argument similar to the one for
bounding time to reach the optimal proportion in the fluid dynamics of Sectiond we can prove that
Tstabie < (w:nin)*ngood a.s. in Py, where w};, = min, (g w; (Lemma Appendix.
Role of forced exploration in analysis: As we observe in the numerical results in Appendix [J.4}
forced exploration (step 1 of our algorithm) does not increase the observed sample complexity.
We emphasize that without the forced exploration, Propositions [5.1] and [3.1] continue to hold if
we can show that the proposed algorithm perform sufficient exploration over the instance. That
is, after a random time 7' depending on the instance and satisfying E[T] < oo, every arm has
Nu.(N) = 2(/N). As a result, upon proving sufficient exploration, asymptotic optimality will
follow without the forced exploration step.

In Appendix we see in the numerical experiments, when there is no forced exploration, AT2’s
sample complexity blows up over instances where multiple sub-optimal arms have equal mean. On
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the other hand, IAT2 performs optimally over the same instances and its sample complexity remains
unaffected even when there is no forced exploration. To understand AT2’s sample complexity blow
up when multiple sub-optimal arms have the same mean, consider the sample paths where the best
arm observes unusually small values in the first few samples. As a result, with positive probability,
AT?2 confuses one of the multiple sub-optimal arms with equal mean as the best arm and stay stuck
sampling between those sub-optimal arms forever. However, IAT2 avoids such situation because of
the exploration of every sub-optimal arm induced by the extra logarithmic term in the index. Based on
these observations, we make the following conjectures: 1) AT2 performs sufficient exploration over
instances where the means of all the sub-optimal arms are distinct, and 2) IAT2 performs sufficient
exploration over all instances including when some of the sub-optimal arms may have equal means.

6 Numerical results

In this section, we numerically demonstrate the dynamics followed by the algorithm AT?2, and also
compare its performance against the S-EB-TCB algorithm of [16] for different values of 3, and
TCB algorithm of [22]. We consider 4 armed Gaussian bandit with unit variance and mean vector
u=[10,8,7,6.5]. We simulate one sample path of the AT2 without stopping rule, and plot the value
of normalized indexes of the sub-optimal arms. Figure [l|demonstrates that the normalised indexes
once close remain close, and hence, AT2 closely mimics the fluid path. In Figure 2] we plot the
sample complexities of the (I)AT2, (I)TCB, and 3-EB-(I)TCB, for different choices of 3, and observe
that (I)AT2 outperforms all the other algorithms. Note that we use the same forced exploration rule
and stopping rule for all algorithms. In Appendix |J| we demonstrate by several examples that both

AT2 Index Values Sample Complexity
sor —k— AT2 A
r % IAT2 /
—¢ - TCB /
25 F <& ITCB J
A — Beta-EBTCB /
| |—A— Beta-EB-ITCB
g 20 A\\ /,/
s \ /
% 151 /
3 A
£
1.0 f
. 4
05 P Te——— e o L e e
%% % ———— % —————%———F
0‘2 0‘3 0‘4 0‘.5 0‘.6 0‘.7 0.‘8
Time Beta
Figure 1: Normalised index on 1 sample path. Figure 2: Sample complexity comparison.

the AT2 and IAT2 algorithms significantly outperform the 5-EB-TCB and 5-EB-ITCB of [[16] when
£ is chosen different from the optimal /5. We also illustrate that the AT2 and IAT2 algorithms have
average sample complexity significantly lesser than the TCB and ITCB policies of [22]. In fact, we
observe numerically, that (I)'TCB doesn’t quite satisfy the asymptotic optimality conditions (Figure 4}
Appendix [J). Next, in Appendix we study the effect of choice of the forced exploration parameter
« on the sample complexities of AT2 and IAT2. Additionally, we conduct simulations for natural
extensions of these algorithms to bandits with distributions supported in [0, 1] (Appendix .

7 Conclusion

We considered the best-arm identification problem under the popular top-2 framework. In the litera-
ture, top-2 framework involves sequentially identifying the empirical best arm and the most-likely
challenger arm, and sampling the empirical best with probability 3 and the other with the complimen-
tary probability. However, optimal 3 was not known. [22]] recently proposed a deterministic rule for
deciding between the empirical best and the challenger arm. In this paper, we have provided a most
natural first order optimality condition based rule to help decide between the two. We showed that
our associated algorithm is asymptotically optimal, and empirically performs better than [22] both in
sample and computational complexity. Our another key contribution was to identify the underlying
limiting ordinary differential equation based fluid dynamics that our algorithm tracks. This structure
also provides important insights which help prove convergence of the proposed algorithm.

https://doi.org/10.52202/079017-2128 66577



Acknowledgments: We thank Arun Suggala and Karthikeyan Shanmugam from Google Research
Bangalore for initial discussions on this project. The second and the third author initiated this work
while visiting Google Research in Bangalore.

References

[1] Shubhada Agrawal, Sandeep Juneja, and Peter Glynn. Optimal d-correct best-arm selection for
heavy-tailed distributions. In Algorithmic Learning Theory, pages 61-110. PMLR, 2020.

[2] Shubhada Agrawal, Sandeep Juneja, Karthikeyan Shanmugam, and Arun Sai Suggala. Optimal
best-arm identification in bandits with access to offline data. arXiv preprint arXiv:2306.09048,
2023.

[3] Jean-Yves Audibert, Sébastien Bubeck, and RéEmi Munos. Best arm identification in multi-armed
bandits. In Conference on Learning Theory, pages 41-53, 2010.

[4] Alain Bensoussan, Jens Frehse, Phillip Yam, et al. Mean field games and mean field type control
theory, volume 101. Springer, 2013.

[5] Vivek S Borkar. Stochastic approximation: a dynamical systems viewpoint, volume 48. Springer,
2009.

[6] Lijie Chen, Jian Li, and Mingda Qiao. Towards instance optimal bounds for best arm identifica-
tion. In Conference on Learning Theory, pages 535-592. PMLR, 2017.

[71 Ye Chen and Ilya O Ryzhov. Balancing optimal large deviations in sequential selection.
Management Science, 69(6):3457-3473, 2023.

[8] Jim G Dai. On positive harris recurrence of multiclass queueing networks: a unified approach
via fluid limit models. The Annals of Applied Probability, 5(1):49-77, 1995.

[9] Amir Dembo and Ofer Zeitouni. Large deviations techniques and applications, volume 38.
Springer Science & Business Media, 2009.

[10] Eyal Even-Dar, Shie Mannor, Yishay Mansour, and Sridhar Mahadevan. Action elimination and
stopping conditions for the multi-armed bandit and reinforcement learning problems. Journal
of machine learning research, 7(6), 2006.

[11] Aurélien Garivier and Emilie Kaufmann. Optimal best arm identification with fixed confidence.
In Conference on Learning Theory, pages 998—1027. PMLR, 2016.

[12] Aurélien Garivier and Emilie Kaufmann. Nonasymptotic sequential tests for overlapping
hypotheses applied to near-optimal arm identification in bandit models. Sequential Analysis,
40(1):61-96, 2021.

[13] Kevin Jamieson, Matthew Malloy, Robert Nowak, and Sébastien Bubeck. lil’'ucb: An optimal
exploration algorithm for multi-armed bandits. In Conference on Learning Theory, pages
423-439. PMLR, 2014.

[14] Yassir Jedra and Alexandre Proutiere. Optimal best-arm identification in linear bandits. In
Advances in Neural Information Processing Systems, volume 33, pages 10007-10017, 2020.

[15] Marc Jourdan and Rémy Degenne. Non-asymptotic analysis of a ucb-based top two algorithm.
In Advances in Neural Information Processing Systems, volume 36, pages 68980-69020, 2023.

[16] Marc Jourdan, Rémy Degenne, Dorian Baudry, Rianne de Heide, and Emilie Kaufmann. Top
two algorithms revisited. Advances in Neural Information Processing Systems, 35:26791-26803,
2022.

[17] Shivaram Kalyanakrishnan, Ambuj Tewari, Peter Auer, and Peter Stone. Pac subset selection in
stochastic multi-armed bandits. In /CML, volume 12, pages 655-662, 2012.

[18] Emilie Kaufmann. Contributions to the Optimal Solution of Several Bandit Problems. PhD
thesis, Université de Lille, 2020.

66578 https://doi.org/10.52202/079017-2128



[19] Emilie Kaufmann and Wouter M. Koolen. Mixture martingales revisited with applications to
sequential tests and confidence intervals. Journal of Machine Learning Research, 22(246):1-44,
2021.

[20] David G. Luenberger and Yinyu Ye. Linear and Nonlinear Programming. Springer US, 2008.

[21] Shie Mannor and John N Tsitsiklis. The sample complexity of exploration in the multi-armed
bandit problem. Journal of Machine Learning Research, 5(Jun):623-648, 2004.

[22] Arpan Mukherjee and Ali Tajer. Best arm identification in stochastic bandits: Beyond S—
optimality. arXiv preprint arXiv:2301.03785, 2023.

[23] Yurii Nesterov et al. Lectures on convex optimization, volume 137. Springer, 2018.

[24] Chao Qin, Diego Klabjan, and Daniel Russo. Improving the expected improvement algorithm.
In Advances in Neural Information Processing Systems, volume 30, 2017.

[25] Daniel Russo. Simple bayesian algorithms for best arm identification. In Conference on
Learning Theory, pages 1417-1418. PMLR, 2016.

[26] Xuedong Shang, Rianne Heide, Pierre Menard, Emilie Kaufmann, and Michal Valko. Fixed-
confidence guarantees for bayesian best-arm identification. In International Conference on
Artificial Intelligence and Statistics, pages 1823-1832. PMLR, 2020.

[27] Po-An Wang, Ruo-Chun Tzeng, and Alexandre Proutiere. Fast pure exploration via frank-wolfe.
Advances in Neural Information Processing Systems, 34:5810-5821, 2021.

[28] Wei You, Chao Qin, Zihao Wang, and Shuoguang Yang. Information-directed selection for
top-two algorithms. In Proceedings of Thirty Sixth Conference on Learning Theory, volume
195 of Proceedings of Machine Learning Research, pages 2850-2851. PMLR, 12-15 Jul 2023.

https://doi.org/10.52202/079017-2128 66579



2

3
4

10
11

Appendix

A Outline

Below we provide a brief outline of the topics presented in the appendices.

1.

Algorithm (1]) and (2)) are, respectively, the pseudocodes of the AT2 and IAT?2 algorithms introduced
in Section 3

. Appendix We define the single parameter exponential family (SPEF) of distributions, and

prove several inequalities bounding the index function, anchor function, and the derivatives of the
anchor function, which are crucial for our analysis.

. Appendix |Ct We introduce a framework using which we apply the implicit function theorem for

proving several properties related to the fluid dynamics and the algorithm’s allocations.

4. Appendix[D} We prove Propositions [2.1]and [2.2) from Section 2}

10.

. Appendix [E} We provide the proofs of the results mentioned in Section[4] and also construct the

fluid dynamics for the 5-EB-TCB algorithm ([16]]) in Appendix [E.2]

. Appendix [F} We provide a heuristic argument to show that if the minimum index meets with the

index of some sub-optimal arm a # 1 following the ODEs in Theorem[4.1] then arm a must be
incorporated into the set of minimum index arms. We argue via contradiction to show that, if this
is not the case then index of arm a becomes strictly less than the minimum index of the arms,
which implies a contradiction. Several of the key steps in the proof of Lemma[5.1]are extensions
of the said argument to the non-fluid setting of the algorithm with additional terms because of the
noise in the estimates.

. Appendix We prove Proposition and provide detailed proofs of all the results

mentioned in Section
Appendix [H We provide the detailed proof of Theorem [3.1]

. Appendix[l} We describe a natural extension of the proposed AT2 and IAT?2 algorithms to the class

of distributions with support contained in [0, 1]. We do not theoretically analyze this algorithm
owing to space constraints. However we compare the proposed algorithm with existing algorithms
experimentally in Appendix

Appendix [t We compare the performance of the proposed algorithms against existing algorithms
through numerical experiments. We also illustrate how our algorithm follows the fluid dynamics
as the no. of samples increase.

Algorithm 1: Anchored Top-Two (AT2) Algorithm

Input : Confidence parameter 6 > 0, exploration parameter @ € (0, 1)
1 for N > 1do

Vy {a € [K]| No(N —1) < N“}
if Vv # () then

L AN <+ argming e Na(N -1 // Forced exploration
else if g(ji(N — 1), N(N — 1)) > 0 then

AN + %N—l // Choosing leader
else
L AN + argminae[K]/{%N_l} Z,(N —-1) // Choosing challenger

Sample X from Ay and compute f(N) and N(N)

/* Generalized Log-Likelihood Ratio (GLLR) Test */

return i
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Algorithm 2: Improved Anchored Top-Two (IAT2) Algorithm

Input : Confidence parameter 6 > 0, exploration parameter @ € (0, 1)
for N > 1do

Vy & {ae (K] | Na(N — 1) <Na}

if Vy # () then B
L Ay < argminge(g] No(N —1) // Forced exploration
else if g(fz(N — 1), N(N — 1)) > 0 then
AN — in_1 // Choosing leader
else

t Ap « arg minae[K]/{%N,l} Z,(N —1) + log Na(N —1) // Choosing challenger
Sample Xy from Ay and compute fz(N) and N (N)
/* Generalized Log-Likelihood Ratio (GLLR) Test */

ifminaE[K]/{gN} Z.,(N) > B(N,6) then
return iy

B Single parameter exponential family of distributions

We consider single parameter exponential family (SPEF) of distributions of the form
dvg(x) = exp(0z — b(0))dp(x)

where p is a dominating measure which we assume to be degenerate, 6 lies in the interior of set ©
defined below (denoted by ©°):

O = {9 ‘ /exp(@x)dp(x) < oo} ,
R
and
b(0) = log (/ exp(@x)dp(x))
R
is the log-moment generating function of the measure p(-).

For 0, 0 € ©°, the KL-divergence between the measures vy and Vg is,

KL(vg,v5) = (6 — )V (6) — b(6) + b(B).

The mean under vy is given by &' (). Let S be the image of the set ©° under the mapping b'(-). Note
that S is an open interval. Also, since b”(-) > 0 in ©°, V/(-) is strictly increasing in @°, and is a
bijection between ©° and S. This implies we can parameterize the distributions in the SPEF using
their means as well.

Let 6,, be the unique 0 satisfying b’'(0) = p for some p1 € S. Clearly, 6, is a strictly increasing
function of p. This follows since b/(+) is strictly increasing in ©°. Additionally, all the higher
derivatives of b(-) exist in the set ©° (see Exercise 2.2.24 in [9]).

For p, 1 € S we define d(pu, 1) as,

d(yus i) = KL(va, , v5;) = (6, — b5)p1 — b(0,) + b{6p).
We define pins € RU {—o0} and pg,p € R U {+00}, respectively, to be the infimum and supremum
of the interval S. Then, S = (Winf, Msup)-

Definition B.1. For g = (p1,p2,...,pux) € SK, define rmin(p) = minepr{min{p; —
Hinf, Usup — Hz}}
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Since S is an open interval, rp;, (1) is positive for every p € S K and can be oo if both pne and
fsup are oo.

Partial derivatives of d(u, /1): For every pair i, i € S, the partial derivatives of d(u, i) with respect
to the first argument is

0
di(p, i) —d(p, ) = 0, — 07,
1(p, 1) o (1, 1) =0, — 0z

and that with respect to the second argument is,

. det. O _ n—
d2(1u'7/~L) E gﬁd(ﬂwﬂ) = b//(giu)'
m

Enveloping the KL-divergence: In the following discussion, we try to bound the KL-divergence
d(u, 12) from both sides using the squared distance |y — fi|? after imposing some restrictions on the
choice of y, i € S. For an instance u € SX, we define the constants Ay, (1) and e(p) as

Amin (k) = ie[%l]i}l{l}(ﬂl — i) and  e(p) = min { Amiz(ﬂ)’ rmi;(ﬂ) } .
We further define
Hp) = | (i —e(p), m + e(p),
i€[K]/{1}
Tmax(i) = max H'(0) and owin(w) = min B (6,).

Since H(p) C S, all distributions with mean in () have positive variance. Note that b/ (6,,)
represents the variance of the distribution with mean p. As a result, since H () is a compact set,
both omax () and omin (1) are positive constants.

Hence, b(+) is omin(pt)-strongly convex and b'(+) is opmayx(p)-Lipschitz on the set (b') "1 (H(u)).

Thus, using [23, Theorems 2.1.5 and 2.1.10], for every 01,6, € (V') (H(u)), we have

[Y(81) — V' (82)
20 min (1)

[b/(61) — b (62) ]

QJmaX(IJJ) < b(92) - b(el) - b/(el) . (92 — 91) = d(VQUVQQ) <

)

and hence, for u, 1 € H(p),

|l — p?

S s
<d(p, i) < 50—~
20 max (1) )

6
S Yomm (1) (6)

Bounding the partial derivatives: We now introduce bounds on the partial derivatives d; and ds
introduced earlier. Consider u, z, it € H(p) such that p > [, and € [fi, ). Recall

di(n,z) =6, —6, and di(@r,x) = —(0, —6p).
Since 0.y = (')~ '(-), we have,

w—z w—z

T —
<di(p,z) < , and — ——— >di(p,x) > — . @)
Omax (/1') ! ( ) Omin (H) Omax (IJ/) ! ( ) Omin (H)
Similarly, since,
—x - T — I
LU =g,y 9 B =,y
we have,
Ww—x -z T — I - T — I
>da(p,x) > — , and < ds(p,x) < (8)
Umax(“) 2( ) Umin(l"f) Umin(“’) 2( ) Omin (N)
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B.1 Enveloping the anchor and index functions under noisy estimates of the rewards

For every arm a € [K], let fi, be an estimate of i, satisfying |fiq — o] < €(p) and ft = (fia)ac(x]-

Since e¢(p) < A“““(“) , the empirically best arm with respect to the estimates g is the first arm. Also
let N, be the no. of times arm a has been pulled and N = (Ny)qe(k]-

Enveloping the anchor function: As we introduced in Section 2} the anchor function is,

Zd Mlyxla

arl ,anfcl a)

where 71 , = % Note that fi,, Z1,, € H(p) for every a € [K]/{1}. Therefore, using @),
we have,

_ 2 ~. o~ 2
Omin H Z ﬂl xl a 1 < g(ﬁ,N) Umax(/ll) Z (El x}ia) 1

IN

Omax ll/ a#1 xl ,a a) - o—min(/JJ) a#1 (-Tl,a — Ha ’
Putting 77 , = %ﬁzﬁa we obtain,
Jmin(u) N2 ~ Omax /J' Nf
Tmint) = No 4oy < Ne ©
UmaX(N) ; Nl ( ) Omin N‘ g 12 b

Now ji1 — 1,4 = ﬁf}va(ﬁl — llg) and T1 4 — flg = #11\/(1(!71 — Jia)- Using these, we can say,

~ N2
9Ny =03 55| -1 (10)

a#1 1

whenever |1, — po| < €(u) for all a € [K]. The constants hidden in the ©(-) depends only on p
and obviously the choice of the SPEF family.

Enveloping the index: Following the definition of empirical index Z,(-) in Section [3| we define the
index of any alternative arm a € [K]/{1} with respect to the estimates it = (fi, : a € [K]) and
allocation N = (N, : a € [K]) is,

Wa(.ﬁ',N) = Nld(ﬁh%l,a)+Nad(ﬁa7%1,a)-

Observe that, the empirical index Z, (V) and index I, (NN) introduced in Section [3|are, respectively,
equivalent to the quantities W, (x(N), N (N)), and W, (u, N (N)), where p(N) is the empirical
estimate and IN (V) is the algorithm’s allocation at iteration V.

Using (6) we have,

1 ~ 1

————(N1(fi1 — T1,0)* + Na(T1,0 — fia)?) < Walpi, N) < (N1 (i1 — T1,0)°
2Umin(p’)

+N (mla /ja)Q)-

Putting 71 , = %, we get,
’ a

~ ~ 2 ~
(11 — fa)® NiNg < Wa(ii,N) < (11 — fa)® NiNg ’
2O—max(ll’) Nl + Na 2Umin(llf) Nl + Na

— fhg — 2 2 NiN, - 2 2 NiN,
(:U/l Ma 6(IJ’)) 14Va < Wa(ﬁv N) < (:U’l Ha + G(IJ‘)) 14Va )
2O—max(ﬂ) Nl + Na 2O—min(ll') Nl + Na

which implies,

We define Apax (1) = max,e(x]/11y Qa- Since e(p) < %Amin(u), we have,

. 2 2
Amm(;uf) NlNa S Wa(ﬁa N) S (Amax()u’) + 26()“’)) NlNa )
80max(”) Nl + Na 2Umin(ﬂ) Nl + Na

(11)
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Using the same notation, as we used in (I0), we have,

(12)

W N) = 0 ()

Nl +Na,

for every arm a € [K]/{1}.

Enveloping the partial derivatives of anchor function with respect to IN: While analyzing the
AT?2 and IAT2 algorithms, we need to show that the anchor function converges to zero at a uniform
rate as no. of iteration goes to infinity. During this step, we need to bound the partial derivatives of
the anchor function g(u, IN') with respect to IN. Below we evaluate the partial derivatives of g(g, IN')
with respect to N, for different arms a € [K].

Jg N, A,
N, ;fu’aN TS A
ag - NlAa
va?é]ﬂ aNa(H,N)7f(“7a’N)<N1+Na)2’ (13)

where A, = u1 — pe and

Fna, Ny = -2 <d(u1,x)>

_ do(p1,%1,0) +d(u1,$1,a)d2(ua,$1,a)
Oz \ d(Ha, ) '

T=%1,q d(/iaaxl,a) (d(,uavxl,a))z

Using (8), and (6), we have,

—do(p1,21,0) = O(1 —21,0), do(fta,Z1,0) = O(T1,0 — ta),
d(pr,10) = O((1 — 21,0)%), and  d(pa,21,0) = O((21,0 — fta)?),

where the constants hidden in ©(-) depend only on p and are independent of the sample path.
Therefore,

f(u,a,N):@<(“1 Tla Em—xla))

xl,a - ) T1,a /~La)

N, N\ 2
(:03)

N2
2 wny=-6| ¥ &

As a consequence, we have,

oM ac[K]/{1} 1
dg N,
Va # 1, 8Na(u,N)—@<Nl2>. (15)

C Framework for applying the Implicit function theorem (IFT)

In this appendix we explain a general framework using which we later apply the Implicit function
theorem for the following purposes:

1. Constructing the fluid dynamics for the AT2 and 5-EB-TCB algorithms in Appendix

2. Proving convergence of the algorithm’s allocations to the optimal proportions in Appendix
G.2.2)

We introduce the variables: N = (N, € Rsg:a € [K]), I € R, n = (7, € R:a €
[K]), and N > 0. After fixing some instance p € S¥ (S is defined in Appendix , we define the
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following functions:

d(p1,1,4(N1, Na))
¢1(N>T’) = Z -
a€[K]/{1} d(,uaaxl,a(NlaNa))

fora € [K]/{l}a QSH(N’I’n) = Nld(ﬂlaxl,a(vaNa)) + Nad(ﬂavxl,a(vaNa)) —-I- Na,

and Pk 1(N,N) = > N,-N,
a€[K]

— 1=,

where N N
M1 ala
o(Ni, N,) = =L — e

21,a(N1, Na) N, TN,

For every non-empty subset B C [K]/{1}, we define the vector valued functions,

SﬁB(NaIanaN) = [ N ) @a(N,I,’l))aeB, @K+1(N3N)}7 and

@1( 1),
@B(N,Iﬂl) = [@1(N7n)7 ((pa(NaIvn))aeB]'
We denote @51} (-) just using D(-).

In the definitions of ®5(-) and @ 5(-), without loss of generality, we assume that, the functions
&, (-) in the tuple (P, (:))q.cp are enumerated in the increasing order of a € B, i.e., if we have

B ={a1,az,...,ap} withl <a; <az <...<ap|, then,
dp = [42517 DPayy  Payy Pagy, - Papys @KH], and
53 = I:@lv Qjalv 7¢a27 ¢a37 gzja|B| ] .

Before stating the main result of this section in Lemma|[C.T] we define some notation that are essential
for the lemma statement. For any A C [K], we use the notation IN 4 to denote the tuple of variables
(N, : a € A). For some vector valued function G depending on IN, denote the Jacobian of G(-) with

respect to the tuple of variables N4 using fTGA.

For any non-empty B C [K|/{1}, we define B = B U {1}. For every k > 1, 05 and 1,
respectively, refers to a k-dimensional vector with entries 0 and 1. We define Zp to be the set of
tuples (N, 1,05, N) with N € Rgo, I €R, and N € R.q, which satisfy

®p(N,1,0x,N) = 0|12

Lemma C.1 (Invertibility of the Jacobian). For all non-empty subset B C [K]/{1}, the following
statements hold true at every tuple (N, 1,0k, N) in the set Zp,

1. The Jacobian 2ZE- is invertible at (N,I,0k).

ONg
2. We have .
653 353 1
V|l ]| S -2 77—
() S < S
at (N, I, OK).
3. The Jacobian (aNL;I) defined as,
0P 5 2%
ONg a1
oPp
3(N§, I) B

OPxi1 | OPK41
NS I

is invertible at (N, 1,0, N).
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Proof. Statement 1: The Jacobian 0% p is equivalent to,

ONg
6@1 6@1 8¢1 8¢1
ON, ONa, ONay, 7 ONay,
_ b, b, b, 0P,
0P ON; N, ONu, 7 ONa,
il I (16)
N5 : : : :
0Bajy  OPay 0P N 0% 5
0N, 9N, . ONa

Now we observe the following properties about the sign of the entries of the above Jacobian matrix,

* We have N > 0 and @1(IN,0f) = 0. This implies N; > 0 and max,¢(x)/{1} Na > 0. As a
result, using , we have gfi < 0 and 8451‘ > 0foreveryic {1,2,...,|B|}.

N,
* Fori € {2,...,|B| + 1}, in the i-th row, the only non-zero entries can be the first and the
i-th entry. The first entry is %LN? = d(p1,%1,4;(N1, Ng,;)) > 0. The i-th entry is gf,“"' =

d(ta;, 1,0, (N1, Ng,)). Since we have N7 > 0, using @, we have d(ftq;, T1,0; (N1, Ng;)) > 0,
making the ¢-th entry positive.

Therefore, considering only the sign of the elements, the matrix in @]) is of the form,

—_— 4+ + + ...+
+ 4++ 0 o ... 0
+ 0 ++ O 0
+ 0 0 4+ 0|, (17
+ 0 0 0o ... ++
where the symbols ++4, — — and + implies that the corresponding entries are positive, negative and

non-negative.

We now argue that a matrix of the above structure has a rank |B| + 1. To see that, by subtracting
some appropriate constant times the ¢-th column from the first column, we can make the entries in
position i € {2,3,...,|B| + 1} in the first column zero. As a result of these transformations, since
we are subtracting non-negative quantities from the first entry of the first column, that entry remains
negative. The matrix we obtain after this sequence of transformations has a structure,

- + + + ... +
0 ++ 0 0o ... 0
0 0O ++ 0 ... O
0 0 0 4+ 0 (18)
0 0 0 0 ... ++
Clearly a matrix of the above structure has a rank |B| + 1 and therefore invertible.
&p\ " 03
Statement 2: Using statement 1 of Lemma if we take v = (SNE ) %—IB, then we have,
B
0P 0P
vV = ——.
ONg oI
Note that, the RHS of the above linear system i.e. is a |B| + 1 dimensional vector with zero in
its first entry and —1 in every other entry. Using 1) v = [v1, V9,03, ... ,”U\B\-s-l]T satisfies a linear

system with coefficients having the following signs,

(—)vi+ (H)v2 + (H)vs + (H)va+ ...+ (+)yg41 = 0, and
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for i € {2,...,|B[+1}, (Hvi+ (++H)vi = (=),
where ++, —— and + represents quantities which are positive, negative and non-negative.

For every i € {2,...,|B| + 1}, we can eliminate v; from the first equation by subtracting some
positive constant times the i-th equation from it. After eliminating vs,v3, ..., v|p4+1 from the
first equation following the mentioned procedure, we will be left with an equation of the form
(=—)v1 = (+), implying v; < 0.

Now the i-th equation of the system, for i € {2,...,|B| + 1} is,
0P, _, N 0P, _, ) (19)
v v, = — 1
oN, ' ON,, "
We know that, “o%i=1 — =d(u1,71,4, ,) and aNaz 11 d(fta;_ 1+ 21,0, ), Where z1 4 = %
forevery a € [K ]/{1}
Now putting the derivatives in (I9), we have
d(pr, 1,0, )01 + d(fta,_y, Tra,_0 )i = — 1,
which implies,
- 1 d(Ml’l’l,aFl) v
i T - 1,
d(:u(li—17x17ai—1) d(lu’ai—17xlya1,—l)
foreveryi € {2,...,|B|+ 1}.
Now adding both sides fori € {2,3,...,|B| + 1}, we get,
Bl+1 Bl+1 Bl+1
D e D ST
i—2 ' d Ma@ 1 TLa 1) i—2 d(:u‘tli—uxlﬁz—l)
_ /’Llaxla
aezBd,Ufavxla aezBd,Ufaaxla
d(/»‘LleCl a) .
< - Z — 1 Z —_— (since v1 < 0)
aeBd Hayr X1, a) a€[K]/{1} d(meLa)
- _ — o,
anB d ,Ufav Z1 a) !
where the last step follows from the fact that 3° ¢ /(13 W = &1(N,0k) + 1 = 1. Taking

v7 on the LHS, we have,

|B|+1
dows =) o
=1 aEBd HayT1, a)

Note that the LHS of the above inequality is same as 17v = 17 ( 0?\51—) ‘w’{“ . In the RHS,
B

since d(pa, 1,4) < d(ftq, 41), we conclude the desired result.

Statement 3: We have,

0By
a(N§7 I) B

845K+1 845K+1 1T
ONg oI |B|+1
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We do the following determinant preserving column operation on a(a‘f'B g

~ —1 ~
{ 0B } ﬂ:{ 0B } [ 0B } 085\ 0@
8<N§71) 5| B|+-2 8(N§7I) 5| B|+2 a(N§7I) ., 1:|B|+1 8N§ ol ,

where [

oPp oPp 3 -
76(1\,?,[)} Bl and {78(1\% I)} T respectively, denotes the | B| + 2-th column and left

(IB| + 2) x (|B| + 1) submatrix of 6(%;[).

The above column operation gives us the matrix,

ON% 0/B+1

- 1 -
1T _1T oPp oPp
|B|+1 |B|+1 \ ONgH oI

which has the same determinant as 6(%%371). Therefore,
~ —1 ~
oPp oPp oPp 0P
det | ——— | = [ —1], — —— | X det
¢ (a(NB, I)) |BI+1 <8NB> oI N5
Using statement 1 and 2 of Lemma|C.I] both the quantities in the above product are non-zero, making
the Jacobian a(a‘pB o invertible for every tuple in Zp. O

D Proofs from Section 2]

Theorem [D.T]is essential for proving Propositions [2.1|and 2.2]in Section [2] Before stating Theorem
we state an alternative formulation of the max-min problem [I] which we call O.
K
O : min N,

a=1

s.t. Va # 1, Wa(Nla Na) = Nld(/“’tlﬂ ml,a) + Nad(ﬂayxl,a) > log (20)

1
2.46°
where N, > 0 for all @, and each 1 , = %

The optimal value of the problem O is of the form T () log(1/(2.46)), where T* () is the re-
ciprocal of the optimal value of (I). If N* = (N} : a € [K]) is an optimal allocation solving O,
then w) = ﬁ is an optimal proportion solving (1). Similarly if w* is an optimal proportion

be[K

solving (1)) then N* = (N} : a € [K]) with N} = wrT* () is an optimal allocation solving O.
Theorem [D.1|implies uniqueness to the solution of O which also implies uniqueness of the solution
of (I).

Some notations are needed before stating Theorem m Let B C [K]/1and B = B U {1}. Let
v = (v, : a € [K]) € SK be some instance with V1 > MaXa#1 Va- Let (I, : a € B) each be strictly
positive. If B° # (thenlet (N, ER>p:a € B ) be the no. of samples allocated to arms in B

We define Ny ; as zero when ZaGEC N, =0or B =0. Otherwise, we take N1 ; to be the unique

N7 > 0 that solves,
Vlamla
=1 21
§ e b @

V(vala

where 21 , = “5tteNa Note that if B°#0and Y, 5 No > 0, there exists an a € B° with

N, > 0. As a result, the LHS of 1)) decreases from oo to 0 as N; increases from 0 to co. This
implies the existence of a unique N7 > 0 solving (Z1).
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Set N1 o = maxep Lod(v1,v,) L.

Theorem D.1. There exists a unique solution Nf > 0 and (N} > 0 : a € B) satisfying

d(vi, 7 ,) N NT + g Ny
S ~1=0 where af,=--LT"ata (22)
= d(ve,1,) b N{ +N;

and  Nid(vi,27,)+ N*d(ua,x’ia) =1, YaeB. (23)
Further, N¥ > max(Ny 1, N1,2) and each N} >

(I/a vi)®

Furthermore, The optimal solution to O is uniquely characterized by the solution above with B =

{2,...,K} and each 1, = log(1/(2.46)) and constraints (20) tight, that is, indexes of all the
log(1/(2.46)

A0no) and each

sub-optimal arms being equal to log(1/(2.49)). Further, Nf > max,c[g]\1
log(1/(2.46)

N(j Z d(ve,v1)

Proof: First observe that every solution N7 and (N? : a € B) to the system and must

satisfy N7 > max{N;y 1, N1 o} and N} > for every a € B.

If B° + 0, implies,

d(v1,1,4) Z d(v1,1,4)
> e !
weB° Va7$1 a) aE[K]/{l} d(Va»xl,a)

d(y V1)’

If ZaeB"N = 0, then Ny > 0 = Nj,;. Otherwise, we can find an a € B with N, > 0,

making ) e dyl’im“’g strictly decreasing in N;. As a result, by the definition of N ; we have
N > Ny
Now, for every a € B, we have

I, = N{d(v1,21,4) + Njd(Ve,21,6) = min {N7d(vr,z) + Nd(ve, )}

TE[Vq,v1]

Note that RHS of the above inequality is upper bounded by min{Nyd(v1,v,), NXd(va,v1)}. As
a result, for every a € B, N} > g5t and N > gotes. This further implies, Ni >

Va,v1)’
I(l j—
MaXeeB 7,50 = Ni .

Now we prove existence of a unique N7 and (N} : a € B). Forevery Ny > Ny and a € B,
as N, increases from 0 to oo, N1d(v1,21,4) + Ned(va, 21,4) increases monotonically from 0 to
Nid(v1,v,). Note that N1d(v1,v,) > Ni2d(v1,v,) > I, (by the definition of N; ). As a result,
we can find a unique N, for which N1d(v1,21,4) + Nod(Vg, %1,4) = I,. For every a € B, we
call that unique N, as N,(N;). Observe that, since I, > 0, N, (N 1) is strictly decreasing in Ny,
and if I, = 0, then N, (Nl) = 0. Also, if a = argmaxyep 7 then N, (N12) = oo and

limpy, 00 No(N7) =

(Vl vy)’
d(l/aayl)

We now consider the allocation where every arm a € B has N, (V1) samples, and consider the
function,

h(Nl) _ z d(Vlaxl,a)'

ety iy Ao 71e)

Observe that, foralla € B d(ul’i‘;“; is strictly decreasing for N1 > Ny 2. Also if B is non- empty,

> d(v.
;l((:jlim with N, > 0 is strictly decreasing in N;. As a result, the overall function

N; — h(Ny) is strictly decreasing.

then every term

Moreover, as N; increases to oo, N, (N7) converges to W for every a € B. Hence, h(Ny)

decreases to 0 as N1 — oo. Therefore, if we can show that h(max{N; 1, N2 1}) > 1, then we can
find a unique N7 > max{Ni 1, N7 2} at which h(N7) = 1, and can take N} = N, (N7) for every
a € B. Following this, to prove uniqueness, it is sufficient to show h(max{Ny 1, N12}) > 1.
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If N1 o > Ny, then some a € B has N, (N7 2) = co. As a result, we have h(N7 o) = 0o > 1.
Otherwise, if N1 1 > Nj 2 > 0, then by definition of V; ;, we have

N11 Zdylaxla -1

V aryL1,a )
Hence we finish proving the first part of Theorem D.T]

To see the necessity of the stated optimality conditions for O observe that we cannot have N;* = 0 or
N} = 0 as that implies that the index W, (N7, N}¥) is zero. Further, if W, (N7, NJF) > log(1/(2.49)),
the objectlve improves by reducing N;. Thus the constraints (20) must be tight. To see the tightness
of (20) again note that the derivative of Wa(N1, N,) with respect to Ny and N, respectively, equals
d(p1,21,q) and d(pa, T1,q)-

Now, perturbing N; by a tiny ¢ and adjusting each N, by We maintains the value of

W, (N7, N}). Thus, at optimal N*, necessity of tightness of inequalities in follows. This
condition can also be seen through the Lagrangian (see [2]).

The fact that these three criteria uniquely specify the optimal solution follows from our analysis
above. Since the convex problem O has a solution, the uniqueness of the solution above satisfying
the necessary conditions implies that this uniquely solves O. O

To prove Propositions[2.T]and we need to use the Implicit function theorem. For that, we define
the following functions,

B ,Ltl,wla N17N )) _
Ji(N) = g(p, N azgélduaaxla(Nh Na)) "

Vae [K]/{1} Ja(N,I) = Nid(p1, 21,0(N1, Na)) + Nad(tta, ©1,0(N1, Na)) — 1,
Jks1(N,N)= Y N,—N,

a€[K]
where N = (N, € R>g:a € [K]),I € R, N € Ry, and, for every a € [K]/{1}, x1,4(N1, Na) =
NIJP\LII"FJ]\\;@M(L
1+Ng  °

Using these functions, for every non-empty B C [K]/{1}, we define the vector valued function
Jp(N,I,N) = [Ji(N), (Ja(N,I))acn, Jr+1(N,N)].
We call Jix)/13(+) as J(-). Recall that B denotes B U {1}.

For every m > 1, we use the notation 0,,, to denote a m-dimensional vector with all entries set to
zero. Observe that, for every B C [K|/{1}, Jg(N,I,N) = &5(N, 1,0k, N), where the function
& 3(-) is defined in Appendix|C}

Lemma [D.T]is essential for proving Proposition 2.1}

Lemma D.1. For every N > 0 and non-empty B C [K]/{1}, if N = (N, € Rsg : a € [K])
satisfies 3 ,c5e Na < N, and Jp(N,1,N) = 05,4, then, the Jacobian of Jp(-) with respect to
the arguments (N, I) is invertible at (N,I,N).

Proof. We have Jg(IN,I,N) = ®5(N,I,0x,N), for every tuple N, I, N, and non-empty B C
[K]/{1}. As a result, LemmaD.1|follows from statement 3 of Lemma|C.1] O

For every non-empty subset B C [K]/{1}, we define the function Jp(-) to be the first |B| + 1
components of the vector valued function Jp(+), or in other words,

Tp() = [10)s (Ja()aen -

Observe that J, 5(+) depends only on the tuple IN and I, and doesn’t depend on N. Also for every
tuple (N, I) € R>0, Jp(N,I)=®p5(N,I,0k), where @ is defined in Appendix
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We now proceed on proving Propositions[2.T|and [2.2]

Proof of Proposition 2.1; Observe that, for every non-empty B C [K]/{1}, solving the system
is equivalent to solving for the pair N, Ip in Jp((INg, Ng<), Ig, N) = 0.

For every I > 0, by Theorem there is a unique Nz = (N, € R>o : a € B) for which,
J) B((Ng, Nge),I) = 0p)+1. We denote that solution using N5(I) (we supress the dependence
on Nge for cleaner presentation, and also because we will be treating Ng- like a constant in the
rest of the proof). Since, J5(IN,I) = ®5(N, I,0x), by the Implicit function theorem and using
statement 1 of Lemma the function / — N7 (I) is continuously differentiable. Also, we have

~ —1 ~ ~ -1 ~
P N 0Jg [ 0®p) 0Ps
Np(D) = <8NB or ONg o1’

where the right most quantity is evaluated at the tuple ((IN5 (1), N5<), I, 0k ). Moreover, using
statement 2 of Lemmal[C.1] we have,

obg \ 6453
ZNQ(I) = 1 Ng(I) = —1{p,, <6NB>

a€B

As a result the function » 5 No(I) is strictly increasing in I with a derivative atleast
> acB m. Also, for I = 0, the unique solution is N1(0) = Nj; and N,(0) = O for
every a € B. As aresult, as [ increases from 0 to oo, Zae 5 Na(I) increases from Ny; to oo
monotonically. Hence, for every N > Ni; + Zae pge N, we can find a unique Ip for which
> acs NaIB) + > 45 No = N. Therefore N(Ip), Ip becomes the unique tuple to satisfy,
J((Ng, Nge), I3, N) = 051 . O

Proof of Proposition 2.2} Recall that solving O in (20) is equivalent to solving (T). With this
observation Proposition 2.2 follows directly from the definition of Nk1,13(1), Ix]/13 (1) and the
second statement of Theoremlml O

D.1 Single variable formulation of the lower bound problem and intuition behind the anchor
function

Now we show that the & -variable convex optimization problem O defined in (20) can be reduced
to a single variable convex optimization problem involving only N;. To see this, observe that O is
equivalent to the problem

O; min Z N,

a€[K]
s.t. Va#1, Wa(Nl,Na) = N1d(u1,x17a) +Nad(Ma,$1,a) = 10g(1/(24(5))
Nipt + Ngjig
where z1 , = %, and Va € [K], N, > 0.

This follows from the proof of Theorem [D.T]
We first make some observations about O1.

1. Upon fixing some N7 > 0, N, — W,(Ny, N,) is strictly increasing for every a # 1.
Moreover, we have

Wa(Nl,O) =0 and lim Wa(NhNa) = Nld(/ilvﬂa)'

@ —00

As a result, every feasible solution of O; must satisfy Nyd(u1, pe) > log(1/(2.49)) for

log(1/(2.49))

every a # 1, which implies Ny > e Ao )
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2. Using the preceding observation, for every a # 1 and N7 > mflgi/%,

unique N, such that W, (N1, N,) = log(1/(2.46)). We use N,(N1) to denote that unique
N, as a function of N;. Using the Implicit function theorem, it is easy to prove that the

function N; — N, (Ny) is differentiable for every Ny > % with the derivative
being

we can find a

_ d(p, 2a(N1))
d(Ma7 za(Nl))

It follows that O; is equivalent to the single variable optimization problem:

Ny + No(N1)pg

N'(Ny) = _
+(M) Ny + No(Ny)

where z,(Np) =

O; min f(NVy) = Lt

N1+ Na(Ny)
a#1
log(1/(2.46))

st.Ny > ———————,
! MINg£1 d(p, pa)

—— Plot of fiN;)
Lower bound

Oz's objective: fiN1)

No. of samples to first arm: N1

Figure 3: Illustrative plot of O2’s objective f(N)
Further,

F(N1) = 1+4)  Ni(Ny)
a#l

_ Mlvza
_1_Zd )

a#1

which is exactly negative of the anchor function defined in Section 2] w.r.t. the allocation where arm

1 gets Nysamples and every sub-optimal arm a # 1 gets N, (NN;) samples. Furthermore, f'(Ny) is
log(1/(2.49))

. . : minaz1 dp1 ha)

a result, O is a convex problem w.r.t. N7 and the optimal N; solving O is uniquely identified by

the condition: )

Z Hlvza 1 _120,

a#1 d :ua7za Nl )
which is equivalent to saying that the anchor function g must be zero when evaluated at the allocation
where the first arm gets N; samples and every arm a # 1 gets N, (NN;) samples. Flgurel 3|shows an
illustrative plot of O4’s objective f(N7).

strictly increasing in /N7 and increases from —oo to 1 as N; increases from to 00. As

This observation also implies that the unique 5 which makes the S-EB-TCB(I) policy in [16]]
asymptotically optimal is uniquely identified by the first order conditions: 1) the anchor function g
must be zero and 2) indexes of the sub-optimal arms must be equal. Hence allocations made by every
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asymptotically optimal sampling policy must converge to these first order conditions. Both the fluid
dynamics in Section[d]and Proposition[5.1]in Section 5] respectively, show that the sampling policies
of (I)AT?2 algorithm converges to these first order conditions in a fluid model and in the proposed
algorithms.

D.2 Sub-optimality of TCB(I)

[22] implicitly assumes that the optimal proportion is uniquely identified by the condition that indexes
of every sub-optimal arm under the proportion are equal. Note that the optimal proportion is a K
dimensional vector and the conditions mentioned in [22, Lemma 2, statement 2] has K — 1 equations
(K — 2 equations to maintain equality of K — 1 indexes and one more equation to make sure that
all the entries in the K-dimensional vector add up to 1). Moreover, in Appendix changing the
variables of the problem O to capture proportion of samples allocated to every arm, it is not hard to
prove that for every value of wy € (0, 1), we can get a unique proportion (wy, ws, . .., wg ) such that
> (k] Wa =1 and index of all sub-optimal arms under the proportion are equal. By the argument
in Appendix [D.T] the unique optimal proportion out of these infinite no. of proportions satisfying
equality of the indexes, is uniquely identified by the necessary and sufficient condition that the anchor
function g(-) evaluated at that proportion must be zero. Without this condition, the allocation cannot
be optimal. In the numerical experiments of Appendix [J.2] we see that the anchor function doesn’t
always converge to zero for the TCB(I) algorithm. As a result, allocations made by TCB(I) can be
sub-optimal.

E Proofs from Section [l

Proof of Theorem 4.1 We first prove all the steps of Theorem . T|except for showing the existence
of 3 > 0 and independent of N such that I; () > §. That requires intermediate lemmas and is done
separately.

First suppose that B contains a singleton index b. Define N1 () and N, (V) using IFT through the
equations

d a
27(”1’“ ) _1-¢ (24)
a#1 d(p’thxl,a)

and ) N, = N. For each a, letting x’La denote the derivative of z; , with respect to Ny, 2 ,
denote the derivative of x1 ; with respect to V. It is easy to check that

~ Ny
35/1,17 = —Eﬂfﬁ,b, (25)
an;i each 7 , = %. Differentiating with respect to N, observing that N} = 1 — N7, we
ge
N{Y haNa = Nihy(1 = NY).
a#1
It follows that
N/ _ Nl hb
L Y s haNa + Nihy
S haNa

as stipulated. Also N} = S RN TN
a#1 taVa

Now consider the case where g = 0, and we have set B C [K]/1 of indices where the indexes are
equal, they are higher for the remaining set. Cardinality of B is at least 2. We want to argue that as
N increases, and the equality of indexes in B is maintained along with g = 0, then the tied indexes
will increase with N.

We have for b,a € B
Nid(pr, z1,p) + Nod(p, z1,6) = N1d(p1, 21.0) + Nod(fta, 1,0)- (26)
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Furthermore, g = 0, i.e.,

D Ty el @)
a1 Ma,$1 a)

Keeping a particular b € B fixed, differentiating with respect to N, (since for each a, by definition of
T1 0y N1d' (p1,21,0) + Nod' (i, T1,4) = 0) we see from that

Nid(pa, 1) + No'd(pe, ©1,5) = Nid(p1, 21,60) + No'd(fta, 21,0)-
Using (26) again in the above equality,

1 d(pp, 21p)
N = ———— (N,d — Npd Nj + ——2—"CNj. 28
* Nid(pa, 1,a) (Nodlptar210) = Nodlps, 210)) M + d(pta;10) " 28)
Then from (7)), we have that
N{Zf<p’7avN>x/l,a+ Zf(ﬂv% N)Ell,aerz =0. (29)

a#1 a€EB

(Recall that for each a, z , denotes the derivative of x1 , with respect to N and 7 , denotes the
derivative of x; , with respect to IV,.)

Plugging and in , multiplying each term by N2, we see that N7 is a ratio of
N1Nydy vhp

with
h(N) + Npdp php.

Then,
h(N)dy + Nohp
Nihp

In particular, since, >, N, = 1, follow. Statement 3 of Theorem follows from (3)

and expression for I,(N). Since I7(N) > 0 index is non-decreasing in N. Furthermore,

lim I,(N) = Nod(fia, pi1)- O
N —o00

Ny =M

To prove the existence of 8 > 0 and independent of NV such that I} (N) > /3, we need Lemmas (E.I),
(E2) and (E:3). In Lemma[E3] we argue that the indexes in set B grow linearly with the number of

samples. Since index for arm a € B° are bounded, eventually indexes in set B catch-up with other
indexes.

Some notation first. Observe that d(f1, 2) — d(uqa, ) is a continuous and strictly decreasing function

of € [pta, p1]. Itequals d(p1, pra) for & = pg and —d(pa, 1) for & = py. Let 24 € (fa, 11) be
such that

d(p1,2a) = d(fla, Ta)-

Furthermore, let
d a
a = arg max M
a d(:uaa wl,a)
Let z(a) be such that
d(p1, (@) = (K = 1)~ d(pa, 2(a)).
It is guaranteed to exist since the ratio d(uq,x)/d(p1,x) € (0, 00) is monotonic in .
Next, let
dy = 7’“‘1 “%0 and d(a) = =@
— Ha ( ) Ha
Since K > 2, we have x(a) > 3, and d(a) < dg.
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Lemma E.1. Suppose that g = 0. Then,

-1

14) do | N<Ny<(1+d@) " N. (30)
a#l

Lemma E.2. Suppose that g = 0. Then,
1. there exist constants H and D such that h, < H for all a, and d;}z < D forall a.

2. Further, there exists an a such that Ny > aN for some o > 0 and the corresponding hy is
bounded from below by a positive constant.

Lemma E.3. Suppose that g = 0, and for B C [K]/1 the indexes are all equal and are strictly
higher for the remaining set. Then there exists a constant 3 > 0 such that

N{d(,uly xl,a) + Néd(uaaxl,a) = I/B(N) > f.

Proof of Lemma (E.1): Since g = 0, it follows that for each a € [K] \ 1,

Thus, 21, > . This in turn implies that for each a,
N; > N,d;* .

The above follows from substituting for 1 , in the inequality x; , > z,, and from the definition of
dq. Moreover, since g = 0, it also follows that for each a # 1, z((a) > x1 4, implying

Nyd((a)) < Na.

Then,
Ny |14) do | >N
a#1
and
Ni(1+d(a)) <N,
and the result follows. O

Proof of Lemma (E.2): Recall the definitions of h, and f(u,a, IN') from Section 4}

Since, g = 0 implies that z1 , > z, for all a, it follows that d, o = d(ta,%1.4) > d(la, Te). In
particular, for all a
d-1 <D

for D = max, d(a, ) .

Further, d’(ftq, Z1,4) is continuous in x4 , and is bounded from above by SUD,. <u1 o< d' (fas T1,0)-
Similarly, —d’(fi1, 71,4) is bounded from above by sup,, <, ,<,, —d'(fi1, 1,q). This implies that
f(p,a, N) is bounded from above by a positive constant and hence so is h,.

To see part 2, observe from definition of z(a) that z1 ; < x(a). It follows that

Nz > Nid; L. Therefore,

Nz > Nd;'(1+) da)™". (31)
a#l

Again, 1 ; < x(a). Therefore, dz 5z = d(pg,z15) < d(pg,z(a)) and diz = d(p1,x15) >
d(p1, (a)).
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Further, d’(j3, 21 3) is continuous in z; 5 and is bounded from below by

inf d (pa, r13)-

r5<zq,5<z(a)
Similarly, —d' (1,21 7) is bounded from below by inf, <, . <z@) —d (11, 713)-

Thus, f(u,a) is bounded from below. Further, since each N, < d,N;, NZ/(N; + N3)? >
(1+ da)’z, hence, hg is bounded from below by a positive constant. O

Proof of Lemma (E.3): Recall from that

Nz > Nd;'(1+) d,)™". (32)
a#1

Also, recall the definition of f(u,a, N) and h, from Section@

Because of and (32), and since Nz < N, we see that f(pu, @) is bounded from below by a
positive constant, and the same is true for hy.

If @ € B, recall that hg = Zae B had(:_é. Thus, hp is greater than a constant times /V. This ensures

that N is bounded from below by a positive constant. Since dj 5 is also bounded from below by a
positive constant, we conclude that there exists a 8 > 0 such that I;(N) > .

If a ¢ B, then recalling that A(N) = > ¢ g /1 halNa, we conclude that N7 is bounded from below

by a positive constant. This implies that as N increases by a positive fraction, so does each N, for
a € B. This in turn ensures that then hp is thereafter bounded from below by a positive constant. In
particular, after some delay we have I;(N) > 3 for some 5 > 0. O

E.1 Fluid dynamics starting at g < 0

Proposition[E.T|provides us the ODEs by which the fluid allocations evolve in step 3 of the description
of fluid dynamics when g < 0.

Proposition E.1. Now consider the case where g < 0 at total allocations N, and B again denotes
the set of arms whose indexes have the minimum value. Then, till I5(N) increases with N to either

hit an index in B°, or for g to equal zero, whichever is earlier, Ily(N) = (Y acn dab) - and for

a€B N, =dit(X.en d;ﬁ}l)fl. In particular, Ig(N) and each (N,, a € B), are increasing
functions of N.

Proof. Let i1 denote the arm corresponding to a minimum index. Recall that w* = (w} : a € [K])
denote the optimal proportions to the lower bound problem. Consider N, = %N 1. Recall that at
1

these samples, g = 0 and all the indexes are equal. Let I denote the corresponding value of the
indexes at this allocation.

First we argue that IV;, < Ni1~

Suppose this is not true, then g < 0 implies that for N; fixed, there exists an arm a so that N, < Na,
else if each N, > Na then since g increases with NV,, we would have ¢ > 0. This contradiction
implies that index for arm a is < I(N). It follows that the index corresponding to i1 is < I5(N).
Since the index increases with V;, , it follows that NV;, < Nil.

Thus, initially N increases due to increase in IV;,. Let B = {i1}. Suppose, iteratively that B =
{i1,...,7j-1}, denotes the smallest indexes that are equal and increase with N and g < 0. Proof
follows by observing that the derivative of each index a € B satisfies the relation N, d, , = I5(N).
Further, > .5 N, = 1.

Thus, as N increases, each N,(N),a € B increases, so that g increases. Since all indexes corre-

sponding to B° are constant, as N increases, either g = 0 first or another index I; becomes equal to
Ig(N). O
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E.2 Fluid dynamics of the 5-EB-TCB algorithm ([16])

For every 5 € (0,1) and allocation N = (N, € R>¢ : a € [K]), we define the -anchor function
as,
Ny

ZaE[K] Naq .

Note that, if g(IN; 8) = 0, then S-fraction of the total no. of samples in the allocation IV is allocated
to the first arm. The fluid dynamics for the 5-EB-TCB algorithm (see [16]) can be constructed
similarly to that of the Anchored Top Two algorithm, by replacing the anchor function g(u, IN) with
the S-anchor function g(IN; 8) in Section 4]

Existence of fluid dynamics: Recall that, for every B C [K]/{1}, B denotes the set B U {1}.
Lemma and Proposition are essential for constructing the fluid behavior for 5-EB-TCB
algorithm.

g(N;p) = B —

Lemma E.4. Given a non-empty B C [K|/{1}, some tuple Ngc = (N, € R : a € B') and
I > 0, there is a unique tuple N = (N, € R>g:ac E) which satisfies,

Ny =8> N, and

a€[K]

foreverya € B, Nid(u1,%1,4) + Nod(fta, 21,0) = I,

where x1 4 = %
Moreover, if we define Ni; = ﬂzaeﬁc N, and Nip = m then Nu >

IIl&X{]VLl7 NLQ}.

Proof. Proof of this lemma follows an argument similar to the proof of Theorem

First we fix some I > 0 and N; > N;j». Note that for every a € B, as NN, increases from
0 to 0o, N1d(p1,1,4) + Nod(ita, x1,4) increases monotonically from 0 to N1d(p1, tte). Since
Ny > Nio > m, we have Nyd(pu1, j1a) > I. This implies, for a given Ny, there is a unique
value of N, for which N1d(u1,%1,4) + Nod(ta, z1,6) = I. We call this value N, (N7) for every
a € B.

Observe that Ny — N, (N;) is a strictly decreasing function of Ny, and if N; = Nj o, then there
exists an a € B for which N, (N7 2) = co. On the other hand, if N3 — oo, N, (Ny) — for
every a € B.

I
d(fra,p1)

For every N;, we consider the function
Ny
N1 + ZaEB Na(Nl) + ZaGEC Na.

h(Ny;8) =B —

Note that h(Ny; 8) is the value of g(IN; 8), when the tuple N has N, = N,(N;) for every a € B.
Note that N7 — h(N; 8) is strictly decreasing for Ny > N 2. Moreover, as N1 — oo, h(Ny; ) —
B — 1 < 0. In the rest of the argument, we show that h(max{N; 1, N12}; 5) > 0. After we prove
this, we can find a unique N for which h(Ny; 8) = 0. Using this, we take N, = N, (N;) for every
a € B to obtain our unique tuple Ng.

Now we consider two cases.

Case 1: If N171 > Nl,g, then at N; = Nl,la

Nip =8 Z No < B(Niq+ Z No).

aeB’ a€[K]/{1}

As a result,
Nia

<8,
Nit+2 05 Na+ g Na(Ni1)
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which implies h(N7 15 8) > 0.

Case 2: If N7 o > Ny 1, then, as we argued before, there exists an a € B for which N, (N7 2) = .

As a result,
Ny

Nio+2 0epe Nat+ 2 aep Na(Ni2)
implying (N1 2; 5) = 5 > 0. O

=0

Proposition stated below is crucial for constructing the fluid dynamics of the S-EB-TCB policy
and is analogous to Proposition [2.Tused for constructing the fluid dynamics of the anchored top-two
algorithm.

Proposition E.2. For every non-empty B C [K]/{1}, tuple Nge = (N, € R0 : a € B"), and
N > ﬁ > acie Na, there exists a unique tuple Ng = (N, € R>p : a € B) and Ig > 0 for
which,

Ny = BN, > N, =N,

a€[K]
foreverya € B, Nid(fiq,1,4) + Nod(fta,%1,4) = Ip, and
N- Nglta
where 11, = ﬁ forevery a € [K|/{1}.

If we denote that tuple by N5(N) and Ig(N), then the functions N — Ng(N),Ip(N) are
continuously differentiable with respect to N.

Proof. Proof of Proposition [E.2] follows by an argument similar to the one used in the proof of
Proposition by using Lemma|[E.4]instead of Theorem Observe that the 3-anchor function
g(IN; B) is strictly decreasing in N; and strictly increasing in N,, when N; > 0. As a result,
statement 1 of Lemma [C.T]in Appendix [C]holds true upon having,
®1(N,n) = g(N;B) =10,

and defining the set Zp using the modified function @ 5.

~ 1 -
o® od
oNy ) ol =
—v < 0 for every tuple in Zp, then statements 2 and 3 of Lemmal|C.T]also hold true for this modified
P p. As aresult, Proposition [E.2] follows using Lemma [E.4] by the same argument used for proving
Proposition [2.T]using Theorem |D.1]

In the rest of the proof we argue the existence of such a constant y > 0.

With the above modification, if we can find a constant v > 0 such that, l‘TB‘ 41 (

Letv = (v, : a € B) € RIBI+! be the solution to the system
0P Y b
aNg" = o1

We have 88 P14 = %, and Ny = 3> ac[K] N,, which after some algebraic manipulation implies,

Ny
_<;_1>v1+zva:o. (33)

a€B
(33) further implies,
|B|+1 ;
1
g = Y v = B
i=1

Therefore proving that v; is upper bounded by a negative constant is sufficient for proving the desired
result.
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For every a € B, we have

0P, 0P,
v=— = —1,
ONg oI
which implies
vid(pi1, 71,a) + Vad(fla, T1,4) = — 1, (34)
where 21 o = %ﬁz’“ We use dy o and d, o, respectively, to denote d(pt1, x1,4) and d(pq, 1,4)-

For every a € B, we can eliminate v, for (33) using (34). After this procedure, we get,

1
; ZaEB m
-V = 1 dy a
51+ > aen d(lz,;a
1
- ZaEB daa
Tlgy, G
3 a#1 dg.a
Z _1
> a€8 daa (since d1,q < d(p1, f1a)) (35)

1 d(pa,pa)
) D =

a,a

Since N1 = B3, ¢(x) Na» using (@ we have d, , = ©(1) for all a € [K]/{1}, where the constant

hidden in O(-) is independent of N. As a result, by (35), —v; = £2(1). Hence we conclude the
proof. O

Constructing the fluid ODEs: Without loss of generality, we assume that the fluid dynamics starts
from a state N where g(IN; 8) = 0. Otherwise,

1. If g(IN; B) > 0, the algorithm gives samples to arm 1 till g(N; 5) = 0.
2. If g(IN; B) < 0, the 3-EB-TCB algorithm follows the dynamics in Proposition and

reaches g(IN; ) = 0 in a finite amount of time.

Following Proposition the algorithm tracks the allocation N5 (V) at a given time /N, where
B denotes the set of minimum index arms. We now determine the ODEs by which the state of the
algorithm evolves.

To simplify the notations, we use gg as a shorthand for g(IN (IV); 3) at a given time N. For every
a € [K], we use N,, N/, Ig, and I}, respectively, to denote N, (N), N/(N), Ig(N) and Ij5(N).

For every a € B°, we use I, to denote I,(N). Also for every a € [K]/{1}, we adopt the notation

di o and d, 4, respectively, for the quantities d(u1, z1,4) and d(ftq, T1,4), Where 1 , = %

For every non-empty B C [K]/{1} we define the quantity,

—1
1
dp = .

We now show the fluid ODEs in the following proposition.

Proposition E.3 (Fluid ODEs for 5-EB-TCB). Let us assume the algorithm starts from a state
N(N°) = (Ng :a € [K]) with 3,5 Ng = N° N = BN® and N° > 0. Let B C [K]/{1} be

the set of arms having minimum index at a given time N > N 0. The following statements hold true
about the allocation Ng(N) = (No(N) : a € B) made by 3-EB-TCB algorithm,

1. The allocation N(N) = (N,(N) : a € [K]) evolves by the following system of ODEs,
N{ =3, and
(1 =B)N = > ,cp Na)dp + Npdpp

Ndyp '

forevery be B, N (36)
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2. The index Ig(N) of the arms in B evolves by the following ODE,

N, I
Iy = <152‘1§V3“>d3+]§.

3. There exists a constant ¢ > 0 such that, T j3 > c. On the other hand, indexes of the arms in

(37)

B° remains upper bounded by NOd(iq, p11).

Proof. Statement 1: N{ = 3 follows directly from the fact that g5 = 0.
By definition of B, we have

Nidi,q + Noda,o = Nidip + Npdyp (38)
for every a, b € [K]. Taking derivative on both sides, we get,

Nidi o+ Nydao = Nidip+ Nydyy,

which implies,

dip—dig d
N/ = LTl 200 Ny (39)
da,a da,a
Using (38), we have
Nada a Nbdb b
dyp—dy, = —ofea D000
1, — da, N,
Using the above expression in (39), we get,
Noda,o — Npdpp dp,p
N/ = Halaa = 000 Ny G0 g
“ Nlda,a ! * da a b

s

Since Ni = 8 and N7 = SN (which follows from gz = 0), the above equation implies,

Nodg,o — Npdyy — dpp
N/ — ) ) )
a Ndoo " dua

N,

Adding both sides for a € B, we get,

Nyde.o — Npdpp 1

_ ! s 5 !

1-8 = E N, = E —Nd. + dp , Ny, E da,a
a€EB a€EB @ a a€EB

Za BNa Ny -1 1
= GT - de,de + Nydppdy,

which implies

(1 =B)N = > e Na)dp + Nodop

N/ =
b Ndyy,

Statement 2: We know
Iz = Nidip+ Nydy, foreveryb € B.

Putting in the derivatives from (36)), we obtain,

> aen Na Nydy p
/ - a€B )
Ip = Bdip+ (1 8 N dp + N

N, Nd Nyd
_ (1—ﬁ—2“63)d3+51>b+bbvb

N N

N, I .
= (1—ﬁ—z”’€]\?)d3+]€. (since Ny = BN and I, = I forevery b € B)
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Statement 3: For the following argument, the constants hidden in O(-), £2(-) and {2(-) are indepen-
dent of N.

Note that N; = BN. As a result, using (6)), da,. = O(1) for every a € [K]/{1}. This implies, we
can find a constant ¢; > 0 such that dg > ¢;. On the other hand, using , we have,

IB :9< NlNa )

Nl + Na
for every a € B. Since N; = SN and N, < N, we have
Iy = O(N,).
Adding forall a € B, we get Ip = O(}_, .5 Na). Therefore, Ip > co ) ;. 5 Na, for some constant
co > 0.
Now using (37),
E Na IB
I, = ([1—-8—=9€B %) 4 5
B ( B N B+ N
N, wen Na
261X<1—ﬁ—2a€ﬁ )—FCgXZej\?

> min{eg, e} x (1= P).
Taking ¢ = min{cy, ca} > 0, we have the desired result.

Now for arms a € B°, note that ; , = arg mingep,, ) (Nid(pa, @) + N2d(pq, ) and I, =
Nid(pn, @1,0) + Ngd(pa, 21,0)-

As aresult, putting x = p1, we have I, < N2d(jq, p11)- O

Reaching S-optimal proportions: By statement 3 of Proposition the indexes of the arms in B
increase at a linear rate, whereas the indexes of the arms in B® stay bounded above by a constant.
As a result, by some finite time, Iz crosses the index of some arm in a € EC, after which B gets
updated to B U {a}. The same process then continues with the updated B. In this way, eventually
B = [K]/{1} and the fluid dynamics reaches the S-optimal proportion w*(3) = (w?(8) : a € [K])
(B-optimal proportion is the solution to the max-min problem (1) with the added constraint w; = ()
where,
Mo wi(B) = B and % = w,(B) foreverya € [K]/{1}.

Applying the same argument as used to bound the time to reach optimal proportions in Section 4} if
the fluid dynamics start at some time N with state N (N?) = (N, (NY) : a € [K]), then it reaches

g . 0
stability by a time atmost m

F Intuitions based on fluid dynamics applied to algorithmic behavior

F.1 Indexes once they meet do not separate

In the fluid dynamics described in Theorem |4.1] once the indexes meet thereafter they move up
together by construction. It turns out that I3 (N) is positive. Below we give a heuristic argument
that in our fluid dynamics, once a set of smallest indexes that are equal, increase and catch up with
another index, their union then remains equal and increases together with /N. This argument provides
important insights which help us later to prove that after after a random time of finite expectation, if
our algorithm picks a suboptimal arm, then it picks that arm again in a periodic manner, which helps
us prove closeness of indexes w.r.t. the algorithmic allocations (see Lemma [5.1). Differentiating
g = 0 with respect to IV, we see that,

N Y f(p,a,N)
a#1

NaAa
(N1 + Na)?

N1A,

:ZNéf(MvaaN)m-

a#l

(40)
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Inductively, suppose that a set B of indexes are moving up together and they run into another index b
at time /N. Upon assuming contradiction, we can have a neighbourhood [N N + AN] where the
algorithm only allocates to a subset C' C BU{b} and doesn’t allocate to arms in D = BU{b}—C # ().
Then the allocations follow the ODEs in (3 of Theorem-w1th B = C, in the interval [N, N+ AN].

Consider the probability vector (p, : a € [K]/{1}) where,
f(p,a, N)%
Zb;ﬁl S0, N)W

Note that p, > 0 for every a € [K]/{1}. We have from (40} that

N! N’
oy ey, 1)

N
L acC

Pa =

Letting b = arg max,cc % (where N/ (N) is the derivative in (3) of Theorem , upon putting

B = C), we have
N/ (1) N}
(Z pa> 7 < (42)

aeC b

where the strict inequality in (1) follows from the fact that D = B U {b} — C # (), causing
ZaGC Pa < L

We now argue that D must be empty. Suppose instead that D # () and a € D. Because all indexes in
B are equal at time N, we have, N1d(u1, %1 4) + Nod(pta, ©1,0) = N1d(p1, z1,6) + Nod(pin, 1.6)
at N. Observe that for any arm d € [K]/{1}, derivative of its index with respect to N equals
N{d(/ilv 1‘17(1) + Nclld(/id, xl,d) (since, by definition of T1,d> Nldz(,u,l, xl,d) + Nddg(ud7 1‘17(1) =0).
Since arm a gets no sample in [N, N + AN], we have N = 0, which implies

Il = N{d(p1,21,4) in [N, N + AN].
By our previous discussion
I, = Nid(pa, 1) + Nyd(p, ©1p)- (43)

We now argue that N{d(u1,1,,) is strictly less than (43) at N. As a result, if AN > 0 is picked
sufficiently small, index of b, which is the minimum index, outruns index of @ in [N, N + AN].

Consider the difference

Nid(p1,21,0) — Nid(pa, x1p) — Nyd(pp, 1) = Ni((p1,21,0) — d(pa, 218)) — Nyd(pap, 1)
(44)
We want show that this is strictly negative. We consider two cases,

Case I: If d(p1, 21,4) — d(p1, x1,5) < 0, it follows trivially.
Case II: If d(p11, x1,4) — d(pt1, z1,5) > 0, since N] > 0, using we can upper bound by

N
N (Nb (A1, 21.0) — (i1, 71.0)) — d(ub,xl,w) . (45)

Since the two indexes are equal at this point, we have
Ni(d(pr,z1,6) — d(p1, x18)) = Nod(pte, 1,6) — Nod(tta, T1,0)-
Substituting this in (@3], the latter equals

N,

Ny - (Nb (Npd(pp, x1,6) — Nod(tia, ©1,4)) — d(MbJCl,b)) < —Nj - de(’ua’xl’“) < 0.

We thus have our contradiction. Therefore, indexes of the arms in B U {b} move together.
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F.2 Proof sketch of Lemma

We consider the situation where the algorithm picks some arm o € [K]/{1} at iteration N and
doesn’t pick a for the next R(NN) > 1 iterations. For better readability, we denote R( ) using R. In

the following argument, we try to bound R from above using N. We can prove that N; i(N)=6O(N)
for every j € [K]and N > Tyo0q (see Remark-ln Appendlxm As aresult, R is atmost O(N)

for N > T} p04. Below, we improve the upper bound to O(N'~3%/8) by a refined analysis.
Let us define A]\~/'j(N, t) = Nj(N +1) — ]\~/'j(N) for every j € [K] and N, ¢ > 1. By our choice of

Tyood, We have |g(p, N(N))| = O(N73/8) for N > Tyooa (see Remarkin Appendix .
By applying mean value theorem on g(-) for N > T,5,4, we have,

ANl N,t) Z Hi(N M = O(N—3%/%), foreveryt < R, (46)
M(N) A N;(N)

where (p;(N,t) : j € [K]/{1}) is a probability distribution over the set [K]/{1}, depending on N
and ¢ (this distribution is not important to the discussion and is spelt out at Appendix [G.6). Taking

ANa(N.H) 404 using 1» we obtain,

by = argmaxg1 AT

AN; (N, 1) _ Ni(N)
ANy, (N, t) ~ Ny, (N)

+ O(N'=32/8) " forevery t < R. 47

Observe that (6] and (@7), respectively, resembles @1) and (@2) from Appendix [FI] except for a
O(N'32/8) term due to the noise in fi.

Applying the mean value theorem, we can bound the difference between the empirical indexes of arm
a and b, at iteration IV + t by,

To(N +t) = T, (N +t) < ANy(N, 1) - (d(fin, F1.a) — d(fin, F1p,))
— ANy, (N, 1) - d(fip, , F1,0,) + O(N' %), (48)
Now if d(fi1, ¥1,4) — d(fi1, Z1,p,) < 0, (48) implies,
To(N +1) =T, (N +1t) < — ANy, (N, t) - d(fin, , Z1.p,) + O(N'~32/8),
Otherwise, if d(fi1,71,4) — d(fi1, T1,) > 0, using we have

Z,(N +t) — Ty, (N + 1)
Ni(N)
th (N)

< ANy, (N, t) - ( (d(ir, T1,0) = d(pin, T1p,)) — d(ﬁbt,%,bt)) +O(N'T27%), (49)

Note that resembles (45) in Appendix Since Z,(N — 1) < Z,,(N — 1), we can prove
using the mean value theorem that Z,(N) < T, (N) + O(N'~32/8). Now expanding the empirical
indexes, we get

Ni(N)- d(fi1,71,0) + Na(N) - d(fia, T1,a) < Ny (N)- d(p, Z1,q) + Ny, (N) - d(fi,, T1,p,)
+O(N1_3a/8).

Now dividing both sides by th (N) and using the fact that th (N) = O(N), we have

NI(N) (d(/jhfl,a) — d(/jhil,bt)) - d(ﬁbt"/};l bt) < - Na(N)

- , ~ d(Jig,T1,0) + O(N739/8),
th(N) th(N>
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Using the above inequality in (@9), we have,
Na N _3a
TN +0) =T, (N +0) < - AN, (V1) 2N, 3, + 0(0%)
Ny, (N)
+O(ANy, (N, ) - N™¥),
Na(N)
d(,uaa T a)
th (N>
+O(N'"%) (since AN,,(N,t) < R=O(N)),  (50)
whenever d(fi1,%1,q) — d(fi1,Z1,,) > 0.

< Ath (N t)

Since Nj(N) = O(N) and pi;(N) = p; forall j € [K] and N > Ty,0q, the coefficient of
ANy, (N, t) in and are —©(1). As a result, we can find a constant C's > 0, such that, for
t<Rand N > Tyo04,
To(N +1) =Ty, (N +1) < — C3ANy(N,t) + O(N'~3/8), (51)

Applying the mean value theorem and using the fact that ¢ can be atmost O(N), we can prove that,
(5T) implies,

To(N+t—=1) =Ty (N+t—1) < —C3AN,(N,t) + O(N'=39/8),
As aresult, we have a constant C; > 0 such that,

To(N+t—1) =Ty, (N+t—1) < —C3AN,(N,t) + C4,N'—3/3, (52)

Using @, we can choose Tj,,q suitably, and find constants Dy, Dy > 0, such that, whenever
N > Too0d
= L good>

R> D;N'=3/8 — AJ\Nbe(N R) > DyR  (see Lemmal[G.I5]of Appendix[G.6).

We consider the case where R > max {Dl, TaDs } x N1=3a/8

Since R > Dy N1=32/8 we have

~ 204 e 204

ANy, (N,R) > DoR > Dy x —= N173/8 = 222 y1=3a/8,
bR( ) - 2 = 2 03 D2 Cg

For notational simplicity, we use b to denote br. We consider the iteration N + S where arm b was
selected for the last time before iteration NV + R. Then by definition of by and S, and using the above
inequality, we have
20,

3

Also, since AN,(N,S) = ANy(N,R) and for every j # 1 ANj(N, R) > AJ\ij(N, S), we
conclude b = bg. Therefore,

Z,N+S—1)-Ty(N+S—1)

AN,(N,S) = ANy(N,R) > =2N'-3/8, (53)

Z.(N+S—-1) T, (N+S-1)

(using G2)) < — C3AN, (N, S) + CyN' =5/
(sinceb=bg) = — C3AN,(N,S)+ CyN'—3/8
(using 33)) < —C5x QCQNl—M/éS + O N1-3a/8
3

— —C4N1_3a/8.
The above inequality implies, the AT2 algorithm pulls arm b at iteration /N + .S, even though
To(N4+ S —1) <T(N 4 S —1) — CyN'3/8,

which is contradicting the algorithm’s description. Hence we must have

20} 1-3a/8 -
N a/8 _ N1 3a/8 )
@m}x of )

R < max {Dl,
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G Algorithmic allocations: non fluid behaviour

In the following sections, unless otherwise stated, the proof of the mentioned results for AT2 @)
and IAT2 (2)) algorithms follow a similar argument. Also, the constants introduced while stating the
results in the following sections might be different for the two algorithms.

While using the O(-), ©(-) and {2(+) notations, we imply that the hidden constants can depend on the
choice of algorithm among AT2 and IAT2, instance u, exploration factor « € (0, 1) and no. of arms
K, and are independent of the sample path.

G.1 Convergence of algorithmic allocations to the optimality conditions

In this section, our agenda is to prove the convergence of the allocations of AT2 and IAT2 algorithms
to the optimality conditions mentioned in Proposition 2.2] For ease of presentation we state the
conditions uniquely characterizing the optimal proportion w* below according to Proposition 2.2}

:Uflaml a * * * * * -1
Z d ,U/ T* ) =1 and Va 7é 17 wld(:ulv zl,a) + w(ld(:ua7x1,a) =1"=T (H’)
a#1 @ “1,a

(54)

* *
Wi + Wit
where 2}, = . —° “—, and E wh =
;
wi +wy;

Recall that for every a € [K] and iteration N, @,(N) = NalN) denotes the proportion of samples

allocated by the algorithm to arm a. Let @(N) = (W, (N) : a € [K]).

Recall the anchor function g(u, N (+)) and index I,(-) for every alternative arm a € [K]/{1}. In
Section [5] we defined the normalized index H,(-) of every arm a € [K]/{1} at iteration N as
Ho(N) = %1,(N). In the next two sections, we prove,

o V) = | 3 Gl 1| o 55)
a€[K] as a

and

H,(N) — Hy(N)| —s 0 56
a,béflz?])?{l}' (N) — Hy(N)| (56)

as. in P, as N — oo. Moreover, we show that, after a random time of finite expectation, both
the convergences in (53)) and (56) happen at a uniform rate over all sample paths. We prove these
convergence results in Proposition [G.T]and [G.2] stated below.

Proposition G.1 (Convergence of g to zero). There exists constants My > 1 and C > 0 independent

of the sample paths, such that, if Ty is defined as the iteration at which g(p(+), N (+)) crosses the
value zero after iteration max{ My, T5} (T5 is a random time satisfying E,,[T5] < oo and defined in

Definition|G.1| of Appendix , then for N > Tg we have,
‘g(u, N(N))‘ < ON73/8,

Moreover, the random time Tg satisfies E,[Ts] < oo.

Proposition G.2 (Closeness of the indexes). There exists a random time Ty (defined in Definition
of Appendix satisfying B, [Ts] < oo, such that, for N > Ty, every pair of alternative
arms a,b € [K]/{1} has,

[1a(N) = I,(N)| = O(N'73/%).

Proof of Proposition By the definition of T4 in Definition[G.5]of Appendix we have
Tstaple > T, T3, where Ty and Ty are the random times mentioned, respectively, in Proposition
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and[G.2} As a result, Proposition [5.1] follows trivially from Proposition[G.T|and[G.2] O

Proof of Proposition[G.I]is in Appendix [G.I.1} We prove a detailed version of Proposition[G.2] as
Proposition[G.3]in Appendix[G.T.2] Both these results are crucial later for proving the convergence of
the algorithmic proportions w(N) = (@, (N) : a € [K]) to the optimal proportions w* = (w¥ : a €
[K]) in Proposition [3.1|from Section [3} We prove a detailed version of Proposition 3.1|as Proposition
[G.4]in Appendix|G.2]

To prove Proposition[G.1}[G.2] and later Proposition|G.4] we need to prove several technical properties
related to exploration and the allocations made by the algorithms. The detailed technical results
related to exploration are in Appendix and those related to the algorithmic allocations are in
Appendix [G.5] The arguments in Appendix [GI.2] and[G.2]are self-contained, and we refer the
reader to the related technical results whenever necessary. For ease of exposition, we provide below a
brief summary of the statements proven in Appendix [G.4]and [G.5}

Summary of technical results in Appendix[G.4/and

We summarize below the results proven in Appendix [G.4]and[G.3]as events happening between the
non-decreasing sequence of random times Ty, 17, 75, T3, and T}, which are defined in Appendix
G.3]

LT, & min{N’ > 1 |VN > N, max,c(x] |fa(N) — pta| < e(p)N73%/%}, where €(p) >
0 (defined in Appendix [B)), is a constant depending on the instance p. By definition, we have
e(p) < i ming.1(p1 — f4q). As aresult, the first arm becomes the empirically best arm and stays
that way forever after iteration Tp. In Lemma|G.7]of Appendix we prove that E,[Tp] < oo,
which implies T < co a.s. in P,,.

2. Ty et max{Texplo; 7o }, Where Teypio < 00 is a constant defined in Definition of Appendix

After iteration Texp0, the algorithm consecutively does exploration over a strech of atmost
K iterations. Moreover, over a single such “epoch’ of consecutive explorations, the algorithm
explores every arm atmost once (follows from statement 1 and 3 of Proposition[G.3)). Note that
]EH [Tl] < Texplo + E“[TQ} < 00.

3. T; is defined in Lemma as the iteration at which the anchor function g(g(-), N( -)) crosses
the value zero after the iteration max{Mj,T1} (M7 > 1 is a constant independent of the sample
paths and defined in the proof of Lemma[G.11). By Lemma[G.9}] there exists a constant C; > 1
independent of the sample paths, such that 75 < Cmax{M;,T1}. As aresult, E,[T5] <
C1(M, + E,[T1]) < oco. After iteration 75, the empirical anchor function g(g(-), N (-)) remains
bounded inside an interval of the form [—(1 — duin), dmax — 1], where dyin € (0,1) and
dmax € (1,00) are constants independent of the sample paths (see Lemma |G.11). Exploiting
this, we argue that both N1 (V) and max,c(x)/{1} Na(/N) become 2(N) after iteration T, (see

Corollary [G.T).

4, T3 def. max{Ma,T>} + 2, where M2 > 1 is a constant chosen in the proof of Lemma |G.12

and is independent of the sample paths. After iteration T3, whenever the algorithm picks an
alternative arm a € [K|/{1}, then for every other alternative arm b € [K]/{1,a}, we have

Ny(N) > yvN,(N), for some constant € (0, 1) independent of the sample paths (see Lemma
G.12)). Note that E,, [T5] < My + 2+ E,[T5] < cc.

5. Ty = Cy(T5 + 1) for some constant Cy > 1 independent of the sample paths, defined in Lemma

After iteration T}, all the arms a € [K] have N,(N) = ©(N) (see Lemma (G.13)). Note
that EN[T4] < CQ(E“[T?)] + 1) < 0o0.

G.1.1 Convergence of the anchor function to zero

The following lemma bounds the fluctuation of g(z, IN') around g(p, IN) due to the noise in the
estimate f1 of . We need this lemma later for proving convergence of the anchor function g to zero

in Proposition|[G.1]
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Lemma G.1 (Bounding the noise in g). For every N > T5 (where T5 is the random time defined in
Lemma and satisfies E,,[T»] < 00), we have,

|9(A(N), N(N)) = g(pr, N(N))| = O(N~*/%).

Proof. Using mean value theorem for function of several variables, we have,

K
l9(B(N), N(N)) = g(p, N(N))| < Y

a=1

ﬁ(ﬂﬁ(fv»\ NFia(N)

where [i,, lies between i, and ji,(N) for every a € [K].

We define _ _
Ni(N) Ny (N)ji
la = 1(~ )i+ ~a( )'ua, for every a € [K]/{1}.
Ni(N) + No(N)
Note that,
99 . = di(fi1,%1,q) N ¢ ]\71
7NN = ,\7,\7*‘}0 ,a,N e y and,
aul(“ (V) ;(d(ua,wl,a) o ) N1+ N,
a«g o N d(ﬂlvi.l a)dl(ﬂa;‘%l a) N < ~a
Va # 1, yN(N)) = — — ; 7f ya,N) - = ~ (57)
A1 Sl N(N) T (s, N) -
~ < d2(/llai'1a) d(ﬂlaﬁla)dZ(,&avi'la)
where f(f1,a,N) = — —— 2>+ T —,
(“ ) d(ua’xl,a) (d(uaaxl,a))2

and recall that d; (-, -) and da(+, -), respectively, denote the partial derivatives of d(-, -) with respect to
its first and second argument.

By (@), for N > T, we have,

PPN _ 1o — )2 = NI(N)Q
Afiar #1.0) = O (1.0 = f1a)?) = @<<N’1( )

N) + No(N))?

By Corollary from Appendix we have N;(N) = Q(N) for N > T,. As a result,
d(ﬂa;*%l,a) =06 ].) for N > T5.

Moreover, for N > Ts, we have: |di(fi1,%1,4)] = OQ), |di(fia;Z1,0)] = O(1) (using (7)) ;
|da(fin, #1,4)| = O(), |d2(fia;Z1,6)] = O(1) (using () ; and d(fi1,%1,,) = O(1) (using (6)).
As aresult, for N > T, all the partial derivatives in (57) are O(1). Therefore, for N > T,

9(B(N), N(N)) = g(u, N(N))| = O | Y |a(N) =il | = O(NT/%),  (58)
a€[K]

and hence completing the proof. [

Halting of exploration: By Lemma|G.13| for N > T}, every arm a € [K] has N,(N) = O(N).
As a result, we can find a constant A € (0, 1) such that N,(N) > AN for every a € [K] and
N > T4. We choose M3 large enough such that, for every N > M3, A(N — 1) > N®. Then we

have min,c(x)/(1} Nu(N —1) > N for every N > max{Ms, T + 1}. As a result, the algorithm
doesn’t do any exploration after iteration max{Ms, Ty + 1}. With this, we define the following
random time,

Definition G.1. We define Ts = max{Ms3,Ty + 1}.

Note that E,,[T5] < oo, since, E,,[T4] < oc.
We restate Proposition [G.1| below,
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Statement of Proposition [G.1} There exists constants My > 1 and C' > 0 independent of the

sample paths, such that, if Tg denotes the iteration at which g(i(-), N (+)) crosses the value zero
after iteration max{ My, T5}, then for N > Ty we have,

lo(u, N(N))| < eN“3/s, (59)
Moreover, the random time Tg satisfies E,[Ts] < oo.

Proof. We prove the proposition via an inductive argument consisting of two main steps,

1. Initial{zation: We start with a choice of the constants C' > 0 and M, > 1 and show that
g(p, N () satisfies at iteration Tp.

2. Induction: We show that, for every N > T, g(/,L,N(N))‘ < CN—3%/8 implies

‘Q(M,N(N + 1))’ < C(N +1)3/8,

By Lemma|G.1] we have a constant C; > 0 independent of the sample path, such that,

l9((N), N(N)) = g1, N(N))| < CLN“/%, for N > T, (60)

By Lemma|G.13| we have N,(N) = O(N) for every a € [K] and N > T5. As a result, by , we
have constants Co, C% > 0 independent of the sample paths, such that: forall N > Ty, and N, €
[Na(N = 1), Na(N)),

99 X

~CiINT! < aNl(“’N) < —CyN7! and
fora e [K)/{1}, CIN' 2 S0 N) = CoN 1)

where N = (N, : a € [K]).
We use the constants C7, Cs, and C% as defined above in the rest of our proof.

Initialization: We choose C' = 4C; + C} and My = max{Mu1, Mas, Ma3, M4s}, where
My1, Myo, Mys, My, are defined as,

1. My, > 1 is the smallest number such that, for every N > M,; we have 20, N—3e/8 >
Ol(N — 1)_3(1/8,

2. My > 1is the smallest number such that, for every N > M5 we have C(N + 1)’3a/8 >
(1 +CyNP,

3. My3 > 1 is the smallest number such that, for every N > M,3 we have C(N + 1)’3’3“/8 >
C4yN~1L, and

4. Mys > 1 is the smallest number such that, for every N > My, we have %(N +
1)_(1+3Ta) < CQN_l.

By definition of Tg, g(u(+), N (+)) has opposite signs at iterations 7 — 1 and T§. Therefore,

9(i(Te), N(Te))| < |g(ilTe), N(To) = g(fi(Ts — 1), N(Ts — 1))
< ol N(T5) = g N(Ts = )| + 1Ty > 4 Co(Ts = 1) (using @0))
< ’g(u,ﬁ(Tﬁ)) —g(p, ﬁ(TG - 1))‘ + 3C’1T6_30‘/8 (using the definition of My, ).

(62)
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Let a € [K] be the arm pulled at iteration Ts. Applying the mean value theorem we can find
N, between N,(Tg — 1) and N,(Tg), can take N, = N,(T5) for all b # a, and define the
tuple N = (Np)pe[x]» such that, 1' is bounded by,
dg
ON,

(u, N) ‘ +3C,T; %8,

Using (60) and the above upper bound, we have,

91, N(To)| < |g(p. N(To)) — g(i(Te), N(To)) | + |g(i(Te), N (Ty))

34 B) - 3a
ol /8+‘ 8Tg(u,N) ‘+301T6 Sa/8

< AC T2 1 CyTy " (using (B1))
(4Cy + CHT 38 = o138,

IN

A

Induction: Note that at a given iteration N the algorithm can only see g(zt(IN), N (N)). By , for
N > Tg, g(n, j\?) and g(u, J/\\f/) may have different signs only when ‘g(u, JAV/(N))’ < Oy N—3e/8,
Based on this, we consider two cases.

Case I: [g(p, N(N))| < C;N~3%/8; We assume a € [K] to be the arm pulled in iteration N + 1.
Using the mean value theorem, we can find N, € [NQ(N)7 Na(N + 1)}, can take N, = N,(N)

for all b # a, and define the tuple N = (Nb)be[ K]» such that,

o0 N+ D) < [l T+ 7200 )

(1)
< ClN73a/8+CéN71 < (C1+Cé)N73a/8,

where (1) follows from (61)).
Note that N > T > My > Myo. By the definition of Mo, we have

9 N(N +1))| £ (€1 + CHNT/S < (4C, + Ch)(N +1)78/5 = O(N +1)7%/%,

for every N > Tj.

Case II: |g(p, N(N))| > CyN=3%/8; In this case g(fi(N), N(N)) and g(p, N(N)) have the
same sign. Let arm a has been sampled from in iteration N 4 1. Using the mean value theorem,

we have N, € [NG(N), NG(N + 1)}, can take N, = ]\Nfb(N) for all b # a, and define the tuple
N = (Nb)be[K], such that,

o NN + 1)) = g, N(N)) 5 % 31, V). 63)

We first consider the case when g(u, N(N)i 0. After the algorithm sees g(fi(N), N(N)) > 0, it

pulls the first arm. As a result, by and (63), g(u, N (+)) decreases in iteration N + 1 atmost by
C5N~1 and atleast by Co N ~1. Now there can be two possibilities:

1. If g(u, N(N + 1)) < 0, we must have g(uu, N(N + 1)) > —CLN-'.  Since
N > Tg > My > Mys, we have C(N +1)3%/8 > CL N~ by the definition of My3. As a result,

Q(H,N(N—l-l)) > —OéN71 > _C(N+1)73a/8'
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2. If g(pt, N(N + 1)) > 0, then g(p, N (-)) has moved towards zero by atleast Co N ~1. Whereas,
by iteration N + 1, the interval [ — CN—3%/8, C'N32/8 | has reduced from both ends by
CN=3/8 — O(N +1)7%/8 < —S?N‘(“%)-
Since N > Ty > My > Mu, by the definition of My, we have 362 (N +1)~(1+%) < Oy N1

for every N > Tg. As a result, we can ensure g(pu, N(N +1)) < C(N + 1)—3%/8 at iteration
N+ 1

In the other case, when g(p, N(N)) < 0, the algorithm sees g(p(V), N(N)) < 0, and hence

pulls some arm a € [K]/{1}. As a result, by and , g(pt, N (-)) increases in iteration
N + 1 atmost by C4, N ~! and atleast by Co N ~!. Then we apply the same argument as for the case

g(p, N(N)) > 0, but by reversing the signs. Therefore, the inductive statement holds true for this
case as well. Hence (59) stands proved.

Ts has finite expectation: By Lemma we can have a constant C's > 0, such that T <
Csmax{M,,T5}. As aresult, since E,[T5] < oo, we have E, [Tg] < C1(My +E,[T5]) < co. O

G.1.2 Closeness of the indexes

Lemma|[G.2)is a detailed version of Lemma|[5.1] mentioned in Section[5] and is essential for proving
closeness of the indexes under the allocations made by AT2 and IAT2 algorithms. Recall that 7§ is
the random time defined in Proposition and satisfies E,, [T§] < oo.

Lemma G.2. For both AT2 and IAT2 algorithms, there exists constants Mz > 1 and C7 > 0

independent of the sample paths, such that, for every N > max{Ms, T}, if the algorithm picks an
arm a € [K]/{1} at iteration N, then it again picks arm a within the next [Cy N'~3%/%] iterations.

Proof of Lemma|[G.2]is in Appendix [G.6] and requires proving several technical lemmas. Some of
those supporting lemmas involve arguments similar to the ones used for proving closeness of the
indexes while the algorithm operates under an idealized fluid model (discussed in Section ). In
the rest of this section, we use Lemma to prove closeness of indexes for alternative arms in

Proposition[G.2]
Definition G.2. We define the random time T; = max{Ms,Ts}.

Note that E,,[T7] < oo, since E,[T5] < oo.

Definition G.3. For every M > 1, define T7 py = max{M,T7}, and T pr as the smallest iteration
after Ty ar by which all the alternative arms in [K|]/{1} have been picked atleast once by the
algorithm.

Below we state a detailed version of Proposition[G.2}

Proposition G.3. For every M > 1, we have E,[T7 ] < oo and E,, [Ty a] < 0o. Moreover, for
every M > 1 and N > Tg u, every pair of arms a,b € [K]/{1} satisfy,

[1o(N) = L(N)| = O(N'73/%),
where the constant hidden in O(+) is independent of M and the sample path after T5.
Definition G.4. We define Ty = Ty 1, where Ty 1 is defined according to Proposition
By the defintion of T above, Proposition[G.2] follows trivially from Proposition|[G.3]

The following lemma helps us to bound the deviation of the empirical index Z,(N) from the index
I,(N) due to the noise in the estimates f, for every alternative arm a € [K]/{1}.

Lemma G.3. Fora € [K]/{1} and N > Ty, we have,
IZa(N) = L(N)| = O(N'7/%).

Proof. Proof of this lemma uses mean value theorem. For any arm a € [K]/{1}, upon expanding
the indexes,

|Ia<N) - Ia(N)l S Nl : |d(/71a-%1,a> - d(/"lle,a” + j\v]a . |d(/ja7§1,a) - d(ﬂaaxl,aﬂa (64)
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where ]Vl, ]\N/'a,ﬁl,ﬁa, and z; , are evaluated at N. Since Krh ]Va < N, the difference || is
bounded above by,

Zoa(N) = L(N)| < N - (ld(pir, T1.0) — d(pa, 21.0)| + |d(fhas T1,0) = d(prar T1,0)]) -

Now considering the first term in the RHS, and applying mean value theorem, we get

. o o N _
|d(fir, T1.0) — d(p1,210)] = | di(iin, @1a) + da(fin, d1.0) - =——= | - [fix — pua
Ny + N,
N, _
+ dg /Affl;‘%l,a == | * ‘LLa*ILLa,
( ) A | |
where [i1, [i,, respectively, lie between i1, p11, and fig, ftq, and 1 4 = % Using and
1 a

, all the partial derivatives in the above upper bound are O(1) for N > Tj. Therefore,
|d(fn, 71.0) — d(pa, 21.6)| = O ([ = | + [fa = pral)
= O(N~3/8), (65)

Following a similar procedure, we can argue using (7)) and , that the partial derivatives of d(fz;, 1 ;)
with respect to fi1 and fi; are O(1) in magnitude. As a result, using the mean value theorem,

|d(fia, F1.0) — d(as T1,0)] = ON3/8). (66)

Therefore, we have,

IZa(N) = Lo(N)] = O(N'~2/%),
for N > T} and completing the proof. O

Proof of Proposition We have E,[T% p/] < M + E,,[T%] < co. By Lemma|G.13} N, (N) =
O(N) for N > T7 p;. Hence, by the definition of T 5y, there exists a constant C’ > 0 independent
of M, such that, for every M > 1, Tg s < C'T7 pr. As aresult, B, [Tg ] < C'E,[Tr ] < o0.

Note that 77 ; = T. Also, forevery M > 1, Tg ps > Tg1 = Tg (T is defined in Definition|G.4).
It is sufficient to prove the proposition for every N > Tg.

We now argue for the algorithms AT2 and IAT2 separately.
AT2: We consider any two alternative arms a, b € [K]/{1}, and define the time 7, ;,(NV) as,

Tab(N) = min{ t>1 ‘ Iy(N +t) —Z,(N +t) and Zy(N) — Z,(IN) have opposite signs } .

Note that N + 7, (V') must be before the iteration after N by which the algorithm has picked both a
and b atleast once. By the definition of T7 and Tg, for every N > Ty, all alternative arms in [K]/{1}
has been sampled from atleast once between iterations 77 and N. Therefore, by Lemma|G.2] we
have 7, ,(N) = O(N'=32/8),

Since Z,(N) — Zy(N) and Z, (N + 74,5(NV)) — Zp (N + 7,,5(N)) have opposite signs, we have,
Zo(N) = Zy(N)| < [(Za(N) = Zp(N)) = (Za(N + 7ap(N)) = Zp(N + 70 p(N)))]
Za(N + 7ap(N)) = Za(N)| + |Zo(N + 7ap(N)) = Zo(N)
[Ha(N +7ap(N)) = La(N)| + [Iy(N +7a5(N)) — I,(N)
+ O((N + 7ap(N))17507%),

INIA

where the last step follows from Lemma[G.3] Now,

O (N + 7 (V) 757%) = o((N+o<N1—3“/8>)”“/8) _ oi-ters),
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Therefore,
I Za(N)=Zy(N)| < 1a(N +7ap(N)) = La(N)] + (N + 70,5 (N)) = I(N)| + O(N'7%).
By Lemma we know |I,(N) — I(N)| < |Z.(N) — Zy(N)| + O(N*—3%/8). Therefore, the
above inequality implies,
[1a(N) = Io(N)| < |Zo(N) = Ty(N)| + O(N'73%)
< Ha(N +7ap(N)) = La(N)| + [[o(N +7a5(N)) = I(N)|
+ O(N'—3/8), (67)

Using mean value theorem, for j € {a, b}, we have,

ol;  ~ -
LGN +7ap(N) = LN < | > 81\; (N1, Nj) | - Tap(N), (68)

ie{1,4y "

g

where N; € [N;(N), Ni(N + Ta,b(N))} fori =1, a,b.

‘We know,
oL o « ) o1, . - )
o, (Vi Nj) = d(p, 315)  and 81\;3- (N1, Nj) = dpg, 21,),
where 1 ; = % Note that both the partial derivatives above are bounded from above by
1 J

max{d(p1, fta), d(fta, 1)}, and therefore O(1). As a result, since 7,,(N) = O(N'~3%/8), we
have,

|Li(N + 7ap(N)) — L;(N)| < O(N'73/8) for j = a,b. (69)

Using (69) in (67), we get

|I.(N) = I,(N)| = O(N'73%/%) for N > T;.

IAT?2: First we define the modified empirical index of every alternative arm « € [K]/{1} using the
notation 7. (N) as,

Z§M(N) = Za(N) +log(Na(N)).

a

We define the time Tégb) (N) as,
rN) = min{ £ 1] VN 46 =TIV +4) and
Iém)(N) —Z{™(N) have opposite signs }

Note that, for every a € [K]/{1}, zim (N) differs from Z, (N') by atmost log(N') and Z,, (N) differs
from I,(N) by atmost O(N'—3%/8) for N > Ty,. Therefore,

ZE(N) = 1(N)| = O(N'=5/%) for N > Ty and every a € [K]/{1}.

Now N + Tén;) (V) must be earlier than the iteration after N by which the algorithm has picked

both a and b atleast once. Using the same argument as AT2, by Lemma we have Téng’) (N) =

O(N 1-3a/ 8). Also, following the same steps as AT2, by replacing the empirical index Z with the
modified empirical index Z (m) for every alternative arm, we obtain,

La(N) = (V)] < |L(N 4703 (N) = L(N)| + [Io(N +703 (N) = I(N)] + O(N'~%/%).
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Using the mean value theorem, since the parital derivatives of I, and I; with respect to N 1, J\Nfa and
Ny are O(1), we have

LN + 700 (N) = LN < 0 (780 (V)) = O(N'=3/%) for j = a,b.

From the last two observations, we conclude

[I,(N) = I,(N)| < O(N'=3¢/8) for N > T;.

G.2 Convergence of algorithm to optimal proportions

In this appendix we prove a slightly detailed version of Proposition [3.1]from Section[3] In Proposition
[3-1] we argue that the proportion of samples allocated by the algorithm converges to the optimal
proportions for the instance, a.s. in P, as the no. of samples grows to oo.

For every M > 1, we use T 57 and Ty s as defined in Definition[G.3]in Appendix[G.T.2] Recall that
T; =Trqand Ty = Ty 1. By Propos1t10n | we have E, [T a] < oo, and Ty 5y > 13 for every
M > 1.

Recall that w* is the unique optimal allocation according to Proposition[2.2} and w(IV) = (Wa(N) :

a € [K]) with @, (N) = No ( ) is the algorithms allocation at iteration V. We now state a slightly
detailed version of Proposmon [B-1]from Section3]

Proposition G.4. There exists constants C1 > 0 and Mg > 1 depending on p, o, and K such that,
for every N > Ty p, and a € [K], we have

©a(N) —wil < CINT*® and  |fi(N) = pa| < e(u)N77%,

where () is a constant depending only on p and defined in Appendix@

Detailed proof of Proposition[G.4]is in Appendix [G.2.2]and relies on using IFT.

Below we define the random times Tjo0q4 and Tstqpie, Which are mentioned in the statements of
Proposition[3.1} [5.1] and Lemma [5.1|from the main body of the paper.

Definition G.5 (Tiqp1c and Tyo0q). We define Tgooq = T 01, and Tsiapie = T8, 014, where Mg > 1
is introduced in Proposition|[G.4)

Remark G. 1 Note that, by definition, Tyooa > Ta, Ts. As a result, by Proposition|G.1|and Lemma
G.13 ‘g (u, N ’ = O(N—3/%) and N](N) = O(N) for every j € [K| and N > Tyo0q.

Proof of Lemma [5.1f By the definition of 77 s, Tga in Appendix [G.1.2] and since
Tyood = T7 0y, Tstavie = T3 My, €very alternative arm in [K] / {1} gets picked atleast once between
the iterations T}j,0q and Tsmble The other part of the statement of Lemma@follows from Lemma
[G2]because Tyooq > Tr. 0

Before proving Proposition [G.4]in Appendix [G.2.2] we find a tighter upper bound on the time to
reach optimal proportion T;qpie in the following Appendix [G.2.1] While doing this, we identify a
similarity between the time to reach stabilty in fluid dynamics and that for the algorithm.

G.2.1 Bounding time to reach stability

Lemma|G.4] gives an upper bound on the time to reach stability for the algorithmic allocations. We
define wy;, = minge(x/{1} W;-

According to the discussion in Section if the fluid dynamics has state IN (To0q) at time Tgooq, then
it hits all the indexes and reaches stability by a time atmost % In Lemma | we argue that, the

good

algorithm also approximately reaches the optimal proportion w* by atmost ~ Z iterations.

min
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Lemma G.4. For every M > Mg (Mg is a constant defined in the statement of Proposition|G.4),

e < Tr v +1
8,M = —ClM 3a/8"
II]lIl
which implies
T +1
Tstable S good 3a/8
nnn Cl
Moreover, we have
T8, m .
limsup —— < as. inlP,.
M—oo L7,M Win

Proof. From Proposition@ it follows that, for every M > Mg and N > T pr > Ty pr,. We have,

max [T, (N) — w’| < CN73/8, (70)
a€[K]

Since T3 ) is the first iteration after 77 p; by which every alternative arm has been picked atleast
once, we have some arm a € [K|/{1} such that,

No(Tsr) = No(Toar) +1 < Trag+ 1.

Now by (70), we have

No(Tsar) = (wh = CrTg g ) Tsnr > (whn — CLM™3/3) T .
Combining the last two observation, we have,
T +1 .
T < wr— CyM T a.s.inP,

for every M > M.

Since Ty ar, T7 pr — 00 as M — oo a.s. in P, we have,

T 1
8M

lim sup ——
M—oo T7Mm Whin

as.inP,.

G.2.2 Proving Proposition|[G.4]

By Proposition[G.1]and [G.3] there exists a constant C' > 0 independent of the sample paths, such that
W(N) = (Wa(N))aek) satisfies,

d(p1,1,0(N))
d(ﬂaaml,a(N))

[Ia(N) = I,(N)|

lg(p, w(N))| = Z -1 CN—3/8  and

ac[K]/{1}

IN

IN

max CN—3a/8, (71)
a,be[K]/{1}

forall N > Tg a.s. in P,.

Proof of Proposition|G.4]relies on using the implicit function theorem. Before proving the proposition,
we describe below the framework over which we apply the implicit function theorem. We define the
following functions,

,ul,ﬂma Wlawa))
w = -
1((4),7’) g( ;dua7{£1a(w1,wa)) n,

fora € [K]/{l}’ Wa(w,l, 77) = Wa(wlawa) -1 - Nas and
WK"!‘l(w) = Z Wq — 1)
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where  w = (Wa)acix] € REy, M = (Ma)acx) € R®, T € R,  and for every

a € [K|/{1}, z1,a(wi,wa) = % and Wy (wi,we) = wid(p1,21,6(w1,wa)) +

wad(fha, 1,0 (W1, wa)).

Using the functions defined above, we define the vector valued function ¥ (w, I, ) as follows,
Y(w,I,n)=(V(w,n), Yo(w,I,n), V3(w,I,n), ..., Vg(w,I,n), gi1(w)).

¥ maps tuples of the form (w, I,n) € RSy x R x RF to RF*L

Its easy to observe that for every w = (w, : a € [K]) € ]ngo satisfying ZGE[K] we =1,and I € R,

there is a unique i € R¥ for which ¥ (w, I,n) = 0k 1. We refer to the quantity max,e(x] 7] as
the violation caused by the pair (w, I) to the optimality conditions in .

By (54), all the alternative arms in [K]/{1} have equal normalized index under the optimal allocation
w*. Let I* = W, (w},w?) for every a € [K]/{1}. Then Proposition [2.2]implies (w*, I*) is the
unique tuple satisfying

!P(w*7 I*, OK) = 0K+1-

To prove Proposition we need the two technical lemmas: Lemma|G.5]and Let us define
/|00 = maxqe(x) |z,] for every @ € R,

Lemma [G.5] shows that, the set of allocations satisfying the optimality conditions in (54) upto a
maximum violation of 7 > 0 shrinks to w* as r decreases to zero. In Lemma|[G.6] we use Lemma
and IFT to argue that if the perturbation vector 7 satisfies ||7||co < Mmax, Where nmax > 0 is
a constant depending only on g, then there is a unique pair (w, I) satisfying ¥ (w, I,n) = Ox ;.
Moreover, the function mapping a perturbation vector 17 € [—Mmax, max)’* to the unique pair (w, I)
solving ¥ (w, I, n) = O 1 is Lipschitz continuous.

It is now easy to see Proposition [G.4] follows from Lemma [G.5]and [G.6] By (7)), the violation
caused by the algorithmic allocation w(N) to the optimality conditions in converges to zero
uniformly at a rate O(N ~3%/8). We wait for sufficiently many iterations such that, the violation
becomes smaller than 7,,x. Then using Lipschitzness of the allocation as a function of perturbation
(proven in Lemma, we have [|@0(N) — w* |l = O(N739/8),

Lemma G.5. Forevery r > 0, we define the quantity,

dist(w*,r) = max{ max{||w — W, |I — I*|} ‘ w GRIgO, I eR, and

In € [—r )X suchthat ¥(w,I,n) =0k 4 }

The following statements are true about the mapping r — dist(w*, ),
1. dist(w*,0) =0,
2. dist(w*,r) is non-decreasing in r, and
3. lim, o dist(w*,r) = 0.

Proof. Statement 1: Statement 1 follows directly from the fact that (w*, I*) is the unique tuple
satisfying @ (w*, I*, 0k ) = Ok 1, as proven in Proposition 2.2}

Statement 2: Follows directly from the definition of dist(w*,r).

Statement 3: By statement 2, lim,._,o dist(w*, r) exists and is non-negative. We consider a contra-
diction to statement 3 and assume that lim,_,¢ dist(w*,r) = d > 0.

Since r — dist(w*,r) is non-decreasing, we can construct a decreasing sequence {r,, },>1 such
that, foreveryn > 1, r, >0, dist(w*,r,) > d, and lim, ,- 7, = 0. As a result, using the
definition of dist(w*,r), we have a sequence of tuples {(wy,, I,, 7,) }n>1., such that,

foreveryn > 1, ||l <7n, ¥(wn,ln,Mn)=0k4+1, and

https://doi.org/10.52202/079017-2128 66615



lim inf max {||wn — w*||co, [In — I*|} > d.
n—oo

Since ¥ 11 (wy,) = 0 for every n > 1, the whole sequence (wy,),>1 lies in the set

(wl,wg,...,wK)eRgo‘ Zwi:l ,
1€[K]

which is compact with respect to the norm |||| -

Let for every n > 1 and a € [K], wq,, and 7, ,, be, respectively, the a-th component of the vectors
wy, and n,,. Forevery n > 1 and a € [K]/{1}, we have I,, = W, (w1 n,Wa,n) — Na,n- Since Wy (-, )
always lies in the interval [0, d(p1, fta) + d(tta, #1)] and |14 | < 75, we have

—rp < I, < d(p1,pa)+ d(ta, p1) +r, foreveryn > 1.

By our assumption, we already have r,, — 0, which also implies, the sequence r,, is bounded
from above. As a result, I,, is also bounded. Therefore, we can have a convergent subsequence
{(wny, In, ) }e>1, with limits w,, — w’ and I,,, — I’ in the ||-||oo-norm.

For every k > 1, we have W(wy,, , I, , Mn, ) = Ok 41. As aresult, using the continuity of ¥(-) with
respect to its arguments, we have W(w’, I’,0x ) = O 1, implying w’ is an optimal allocation for
the instance p.

Hence, our assumption liminf,, . max{||jw, — w*|lec, |[In — I*|} > d implies max{|jw’ —
wW*|loo, |[I' = I*|} > d > 0, which further implies w’ # w*. As a result, the instance p has
two distinct optimal allocations w’ and w*, which contradicts Proposition O

Lemma G.6. There exists Nyax > 0 depending only on the instance p, such that the following
statements are true,

1. Foreveryn € [~Tmax, Tmax) ", there exists a unique tuple (w, I) € RIZ(O x R which satisfies,
!p(w7 Iv 77) = OK+1~

2. For every n € [—nmax,nmax]K , we call the unique tuple mentioned in statement 1 as
(@(n),I(n)). Then the function

(@,1) : [~ Nmaxs Tmax) ™~ RI>_(0 x R
is L-Lipschitz, for some L > 0 depending on the instance p.

Proof. By Proposition[2.2] we know that the optimal allocation w* is the unique allocation satisfying,
J’(w*, I*, OK) = 0K+1

for some I* > 0. Note that ¥(w,I,n) = ®(w,1,n,1) for every tuple (w, I,n), where & is the
function defined in Appendix By statement 3 of Lemma the Jacobian % of the function
¥ (w, I,m) is invertible at the tuple (w*, I*, 0 ).

Therefore, applying the Implicit function theorem, we can find éy, 61 > 0, and continuously differen-
tiable functions B
@(-),1(+) : (=60,60) — Rgo x R,
such that,
1. @(0g) = w*, I(0x) = I*, and
2. forevery 1 € (—80,300)%, (@(n),I(n)) is the unique tuple in RIZ(O x R to satisfy,

max {[|&(n) — w*[loc, [I(n) = I*|} <61 and ¥ (@(n),1(n),n) = Ox+1.
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By statement 3 of Lemma|G.5] we can find a 6, > 0 such that, dist(w*,r) < 1 for r € [0, 55]. We
define nypax = min {%", (52}.

By the definition of dist(w*,-), for every € [~7max,Tmax)’, if a tuple (w,I) satisfies
¥(w,I,m) = 0x41, then it also satisfies max{|jw — w*||o0, |[I — I*|} < 01.

On the other hand, by IFT, since nmax < 60, (@(n), 1(n)) is the only such tuple possible. There-

fore, for every 7 € [—1max; max) > (@(n), 1(n)) is the unique element in RE, x R such that
¥ (w(n),1(n),n) = 0k 11. This proves the first statement of Lemma

Since @(-), I(-) is continuously differentiable in (—dy, 5)*, every component of this mapping must

be L-Lipschitz for some L > 0in [—%, %] K

the maximum of the ||-||;-norm of the gradients of different components of (e (-), I(-)) over the set

equipped with ||-||s-norm. We can take L to be

K . . . . .

[— %0, ‘;—0} . Since the gradients are all continuous, their ||-||;-norm must be bounded in a compact
. K

set like [— %0, %0] , and hence L < oo. Therefore, the second part of Lemmafollows from our

assumption Nmax < ‘570 O

We now proceed on proving Proposition [G.4]

Proof of Proposition|G.4} Recall that in Section[3} for every a € [K]/{1}, we defined the normalized
index as H,(N) = %

Taking H(N) = Hy(N) = Izng) ,let 77(IV) be the unique € RX to satisty, ¥ (w(N), H(N),n) =
Ok 1.
Note that for every a € [K]/{1}, we have W, (@1 (N),@q(N)) = Hy(N). As aresult, by (71), we
have ||77(N)||oo < CN~3/8 forall N > T.
Now we pick Mg > 1 large enough, such that,

Mg *"® < s,
where 7y is introduced in Lemma|[G.6] We define Tssqpic = T8 a1, Note that Tiyapie > T > To.

As aresult, by the definition of Tj in Appendix we have max,e (] |[Ha (V) — pta| < e(pu) N—32/8
for every N > Tsiapie-

Now, by (71)), for N > Ty;ape, the allocations @(N) satisfies, ¥ (w(N), H(N),(N)) = Ox41
with

(V) oo < CNT3/% < OMg*® < o
As a result, by Lemma[G.6] we have
Wa(N) = wa(n(N)) foreverya € [K], and N > Tysqpie,

where @, () is the a-th component of the vector valued function @(-) introduced in Lemma|[G.6]

By Lemma for every a € [K], @,(+)is L-Lipschitz in [—7max, Tmax) < equipped with ||| oo-
norm. As aresult, for N > Tg;q016, We have,

max |we(N) —wy| = max [Wa(N(N)) —wa(0k)| < L[N(N) — Okl
a€[K] a€[K]
= LIf(N)|e < LON—3/5,
Taking C; = LC, we have the desired result. O

G.3 T has finite expectation
In SectionE[, we introduced the random time 7T, as,

Ty = min{ N'>1 } VN > N', max | Fia(N) = pra| < e(p) N33 }

where €(p) is a positive constant defined in Appendix [B|and depends only on the instance f.
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Lemma G.7. The random time Ty satisfies E,,[To] < oo and hence Ty < oo a.s. in P,,.

Proof. To avoid notational clutter, let P = P,, and € = e(p). Then for any N,
P(Ty=N+1) < P(3a€[K] [fia(N) = ol > eN—3/%)

<> P (Iﬂa — Hal > eN’?’“/S)

a€[K]

< Z Z P(\ﬂa,t—uﬂ >€N_3O‘/8>,

G.E[K} t:(Na7C1)+

where [i, ; denotes the empirical mean of ¢ i.i.d. samples drawn from the a-th arm, and the last step

follows from statement 2 of Proposition which says J\~fa(N ) > N® — (} for some constant
Cy > 0.

Using Chernoft’s bound (like in the proof of Lemma 19 of [[11]), we have,
P <|/:La7t - Na| > 6]\[-3&/8) <P (ﬂa,t > fha + EN_Ba/s) + P ([Iua,t < Mo — EN_3Q/8)
exp (—t ~d(pq + eNT3/8, ua)) + exp (—t cd(pq — eN 738, ua))

2exp (—t - min { d(pta + eN“2/%, 1), d(jug — N5, p1,) })

IN

A

Using (), we have a constant C; > 0 depending on the instance p and such that,
min {d(,ua + 6N_3a/8’ fa)s d(pta — eN_Sa/Sa Na)} > GQCQN_%.
Therefore, we have,
P ('ﬂ“’t — Hal > 6N73a/8) < 2exp (ftEQC2N*BTQ) ,

Therefore,

N
P(To=N+1) < Y Y 2exp (—tEQCQN—%“)

i€[K] t=(N*—C1)+

< Z Z 2exp (—teQC’QN—??TQ)

i€[K] t=N*—
< 2162[;(] exp ( 2Cy(N™ — C1)N—3Ta) . (tzé\éa exp (—6202N—3T“(t _ N4 C’1)) )
< KN exp (—ECo (N — )N~ ) = 2K N exp(—2(N)),

where the constant hidden in 2(-) depends only on p. Using the obtained upper bound,

E[T)] = P(To=1)+ Y (N+1)P(Top = N +1)

N>1
< 1+ Y 2KN(N+1)exp(—2(N%)).
N>1
Note that the series on the RHS is convergent for any a € (0, 1). Therefore E,,[T5] < oo. O
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G.4 Properties of exploration

In the following discussion, the set of iterations in which the algorithm does exploration is defined as

all iterations NV where min, ¢ ]\~fa(N — 1) < N* (which is equivalent to having Vx # ), where
Vn denotes the set of starved arms at iteration /V, and is defined in Section E]) We define the epoch
of exploration at some arbitrary iteration as follows,

Definition G.6. If the algorithm does exploration at iteration N, the epoch of exploration at N is the
maximum no. of consecutive iterations including N in which the algorithm has done exploration.
More precisely, if N1 and N are, respectively, defined as,

N1 = max{t < N |t — 1isnot an exploration} and

Ny = min{t > N |t + 1 is not an exploration}
then the epoch of exploration at iteration N is No — N1 + 1.

Proposition G.5. The following statements are true:

1. For every iteration which is an exploration, the epoch of exploration at that iteration is
upper bounded by a constant depending on K and o.. We denote this constant using Topoch.

2. There exists a constant C depending on K and « such that , over every sample path, we
have

min N,(N) > N® —C.
a€[K]

As a result, N,(N) = Q(N®) for every arm a € [K].

3. There exists a M depending on K and o such that, every epoch of exploration starting after
iteration M has length atmost K, and every arm can get pulled atmost once in that epoch.
We call the constant M as Meypj,.

4. If an epoch of exploration starts from some N > M,y,;,, then the next epoch of exploration
doesn’t start before another ©(N'~) iterations.

5. Let N > M xpio be such that, N is an exploration. Define the following sequence, No = N,
and for k > 1,

N = min{ N > Ni_4

Ny, is the begining of an epoch of exploration } .

Then Ny, = N+ Q(kl/o‘). In other words, for any N > M .y, the k-th epoch of exploration
after iteration N starts after N + 2(k'/®) iterations.

6. For any N > Moyt + Topoeh + 1 and T > 1, the no. of epochs of exploration intersecting
with the set of iterations {N,N + 1, N +2,... . N+ T} is O(T?).

Proof. Statement 1: Let the algorithm does exploration at iteration N. We can always choose N in
such a way that, iteration N — 1 was not an exploration, by choosing N to be the iteration at which
an epoch begins. If the epoch of exploration starting at iteration N continues till iteration N + ¢, i.e.,
the iterations N, N + 1,..., N + t are exploration, then,

~ (1) ~ t
N+t)* > min NgJ(N+t—1) > min Ny(N —1) + —
(N4 2 min Na(N+1-1) = min Na(N—1)+ 2
> min N,(N —2) t (N —1)* !
= BNV -2+ g 2 WU+ %

where (1) follows from the fact that, minge [y ]\~fa (+) increments by atleast 1 over every K consecutive
iterations in an epoch of exploration, and (2) from the fact that iteration N — 1 is not an exploration.
From the above inequality, we have,

t

= < N+ = (N =1,
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Note that, N — (N +1¢)* — (N — 1)® is decreasing in N. Hence RHS < (1+1¢)* < 1+4t* < 2t
(since t > 1). Therefore, we have,

t
Ve < 2t% implying t < (2K)Y(1~),

Therefore every epoch of exploration is atmost (2K )1/ (1-9) jterations long.

Statement 2: In the following discussion we use [i : j] for a pair of integers ¢ < j to denote the
set {4,4+ 1,7+ 2,...,j}. We consider only those iterations where min, e[ No(N — 1) < N,
By statement 1, if we consider N; < N < Ny such that, Ny, Ny +1, ..., Ny — 1, Ny are all
explorations and N1 — 1, Ny + 1 are not explorations, then we must have, Ny — N1 < Tipocn. As a
result, we have,

N® — min N,(N) < N® — min N,(N)).
arg[lﬁ] o(N) < Ner[rll\%):(NQ]( arg[% «(N))

Now, the slowest rate at which min,¢ g ]Va(N ) can grow while iterations N € {N;, Ny +
1, ..., No—1, Ny} isif the algorithm pulls the K arms consecutively in those iterations. Therefore,
we have,

- - N-N +1
min N,(N) > min No(N; — 1) + ekl Tt

forevery N € [N7 : Ns|.
a€[K] T ac[K] K y [N 2]

Using this, we have,

~ ~ N — N 1
N%— min N,(N) < max (NO‘— min Na(Nl—l)—l_‘_>.
a€[K] NE[N1:N2] a€[K] K

Since iteration N7 — 1 is not an exploration, we have

in N,(N; —1) > min N (N, —2) > (N, — 1)°.
Jnin, a(N1—1) > Jnin o(N1—2) > (N1 —1)

Using this, the upper bound becomes,

N—-N;+1 N—-N;i+1
NY— (N — 1) = ——— N-N+1)* - —" "
Ne%m( (M —1) I )— . (< 1+ X )
1+2
< +1)* — =C,
S <(Z o x )

where C' depends only on K and «.

Hence we get,

min N (N) > N®*—C = Q(N®).
a€[K]

Statement 3: If the epoch of exploration starts from 7" and continues for more than K iterations,

note that min,ex] No(-) gets incremented by atleast 1 during the iterations 7', T+ 1, ..., T + K.
As a result, we have,

min N,(T + K —1) — min No(T —1) > 1.
a€[K] a€[K]

Since iteration T — 1 is not an exploration, we have N, (T — 1) > N, (T —2) > (T — 1). Similarly,

since iteration 7' + K’ is an exploration, min,e[x] No(T' + K — 1) < (T + K)*. Using these two
observations, we have,
K+1

1 < (T+EK)*—(T-1)* < (T—1)*x ((1+T1)a—1> < (K +1)(T-1)~0"9),
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Therefore,
T < (K + 1)Y= 41,

Let Mexplo = (oK + 1))/(1=2) 1 2. Then from the above argument, if T’ > Mexplo, the epoch of
exploration starting at 7" will last for at most K iterations.

Let us assume that, the epoch begining from some T; > My, lasts till iteration T'y. Therefore, we

have, _ _
in N,(Ty —1) < T and in N,(T, —2) > (T, — 1)~
g Nl =1 < T and iy Nai=2) = (1)
Using this,
min N, (Ty —1) — min N (T; —2) < T% — (T, — 1)* < o(T; — 1)~ (T, — T, + 1).
Jnin (T )ae[lK} ( ) < T7 —( )* < af ) (T )

We argued earlier that Ty — T; < K. We also have, T; — 1 > Mexpio — 1 > (a(K + 1))/ 41,
Using this observations, we get

- - K+1
min N,(T; — 1) — min No(T; —2) < alf+1) < 1.

aC[K] a€lK] = (a(K +1))/0-0) 4 1)I-a

Since minaG[K] Na(Tf) < minae[K] Na(Tf—l)-i-l and minae[K] Na(Ti—Q) < minae[K] j\vfa(Ti—
1), we obtain,

in N,(Tf) — min No(T; —1) < 2,
in Na(Ty) - min No(T: — 1)

implying min, ¢k N, (Ty) — ming ek No(T; — 1) < 1, which is possible only if every arm is
pulled at most once in iterations T3, T; + 1, ..., Ty — 1, Y.

Statement 4: Let an epoch of exploration starts from N > My, and the next epoch starts from
N + T for some T' > 1. The epoch starting from NV continues till atmost min{N + K, N +T — 2}

by statement 3. Moreover in that epoch, every arm gets pulled atmost once and min,¢[x] Na(*)
increments by 1. Therefore,

min N,(N +7T —1) — min No(N —1) > 1.

a€[K] a€lK]

Since iteration N —1 is not an exploration, we have, min,¢|x N (N—-1) > minge (k] No(N—-2) >

(N —1)°. Since iteration N + T is an exploration, we have min,¢x] No(N+T—1) < (N+T)~
Using these in the above inequality, we obtain,

1 < (N+T)*—(N—-1)% < a(N—1)~"0=9N(T 4 1),

which implies T > L(N — 1)17* — 1 = O(N'*).

Statement 5: Using statement 4, we can have a constant C such that,
1-a
Ny > N1 +CiN,_7,

for k£ > 1, where Ny = 1. We now inductively argue that, there exists some constant C's independent
of k and N such that, N, > N + Ok« for k > 1.

e For k = 1, we choose Cy < 1.
» Now for some k > 2, if N_1 > N + Cy(k — 1)1/0‘, we have,

Ni > Npo1 + CINZY > N+ Co(k — 1)V + C1(N + Ca(k — 1))t
> N+ Cok'/o + (C1(N 4 Colk — DY)l _ OB — (k — 1)1/a))

vV

N + CokM* + (Cl(N + Co(k — 1)yt CQM*) .
(0%
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1/«
Upon choosing Cy < ( al, ) , since we already have k& > 2, we obtain

9a 1
CL(N + Co(k— 1)Y= > ¢ [ C k AN = (o7~ aC @kl/a
1 2 = (U1 25 = 2 511 ) &
> ©2pa/0
(0%

Therefore, N, > N + Ozké.

1
25!

1
Therefore, choosing Cy = min {1, ( al) )“ } we have N, > N + Coka forall k > 1.

Statement 6: If N > Meypio + Tepoen + 1 and T > 1, every epoch of explorations intersecting
with the iterations {N, N+ 1, ..., N+ T — 1, N + T} has length atmost K (by statement 3).
Hence, every such epoch must have started on or after iteration N — K. Let [Ny be the time when
the first such epoch has started and the sequence (/Nj),>1 be defined similar to statement 5. Then

No > N — Kand N, > Ny + C’gki >N-—- K+ ng'é. Now, if the k-th epoch starting after Ny
intersects with the iterations {N, N +1, ..., N+ T — 1, N + T}, then,

(T + K)~

N+T > N7K+C’2k%, which implies, &k < Ca
2

= O(T*).

O

Definition G.7. We define the constant Toxpio = Mexpio + Tepoch + 1, where the constants My, and
Topoch are defined in Proposition

Lemma G.8. For N > T, and T > 1, the no of times an arm a € [K] is pulled for exploration by
the algorithm during iterations N, N+ 1, ..., N+ T —1, N+ T is O(T*).

Proof. By statement 3 of Proposition for N > Texplo and 1" > 1, every epoch of exploration
intersecting with the set of iterations N, N +1, N+2, ..., N 4T is of length atmost K. In every
such epoch, every arm is pulled atmost once. As a result, no. of times an arm is pulled during the
iterations N, N + 1, ..., N + T is upper bounded by the no. of epoch of iterations intersecting
withthe set {N, N+ 1, ..., N+ T —1, N + T}. The later quantity is O(T*) by statement 6 of
Proposition[G.5] Hence the lemma stands proved. O

G.5 Technical lemmas related to algorithmic allocations

In this appendix we prove several properties about the anchor function (g) and the algorithmic

allocations N (N) = (N, (N) : a € [K]). We exploit the results proven in Appendix and to
prove that the following properties hold after a random time of finite expectation,

* if the algorithm has g # 0 at some iteration N, then g crosses the value zero withing an
O(N) iterations, where the constant hidden in O(-) is independent of the sample paths (in
Lemmal|G.9), and

« every arm a € [K] has N,(N) = O(N) samples (in Lemma .

Each of the properties stated above are used extensively in the proofs of Proposition|[G.T|and[G.2]

Definition G.8. We define the random time 77 = max{7y, Texplo} (where Texplo and T are defined,
respectively, in Appendix [G.4]and [G.3).

Note that E,,[Th] < E,, [To] + Texplo < 0.

We can have g far from the value zero at iteration 73. g will still be finite at 77 because of exploration.
Lemma [G.9|bounds the no. of iterations the algorithm takes to reach the value zero.
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Lemma G.9 (Upper bound to the time to reach g = 0). If g(r(N), N (N)) # 0 at iteration
N >1Ty, and

U= min{ t>0 ‘ g (ﬁ(N +1),N(N + t)) and g (ﬁ(N),N(N)) have opposite signs } ,
then there exists a constant Cy > 0 independent of the sample paths such that U < C1N.

Proof. Using (I0), for N > T3, we have,

g(ﬁ(N),N(N)) e ZM 1=06 Zw

oz Mi(N)?
2
e, (N]ZN)_1> ~1. (72
1

We now consider two situations separately,

Casel: g (ﬁ(N), N(N)) > 0: We know that, there is a constant D; > 0, such that,

2
_ — N+t
g(u(N+t),N(N+t)> < D (W_l> _1,

for every t > 1. Now for ¢ < U, the algorithm selects an alternative arm from [K]/{1} only while
exploring. Therefore, using statement 6 of Proposition[G.5] we have a constant ¢; > 0 such that,

Ni(N +t) >t — c1t®. Hence,

g (BN +6,N(N+1) < Dy (ﬂ;; 1)21 _ D1<

N —+ Clta
t—cit®

2
) —1 fort<U.

Since g (ﬁ(N +U-1),N(N+U- 1)) > 0, RHS of the above inequality is non-negative at
t = U — 1. After some algebraic manipulation, this implies,

U—-1-c(1+DY*)U -1 < D{/?N,

Since LHS of the above inequality is linear in U, we can find a constant C1; such that U < Cq1 N.

CaseIl: g (ﬁ(N), N(N)) < 0: Using , we have a constant D such that,

2
~ ~ N+t
g (BN +0,N(N+1) > D, )
Ni(N +1t)
for all £ > 1. Now for ¢t < U, the algorithm pulls arm 1 only for exploration. As a result, using

statement 6 of Proposition we have, a constant ¢; > 0 such that Kfl (N +1t) <N+ cit* Using
this,

N — N+t 2 t— et \2
N +1), N(N t)>D B S T 5N (i L B
g<M( + ) ( + ) - 2 <N+Clt°‘ ) - 2 (N—FClto‘)

fort < U. Since g(p(N +U — 1), N(N + U — 1)) < 0, the RHS of the above inequality is not
positive at t = U — 1. After some algebraic manipulation, this implies,

U—-1-c¢(1+D;*) U =1)* <Dy '/?N.

Again the LHS of the above inequality is linear in U. As a result, we can find a constant C;5 such
that, U < (12 N.

We take C; = max{C11,C12} and have U < Cy N. O
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Lemma |G.10|, |G.11 and |G.12| are necessary for proving Lemma , which says ]\Nfa(N ) =6O(N)
for every arm a € [K], after a random time of finite expectation. This property is essential for proving
Proposition[G.1]and [G.2] stated earlier.

Lemma G.10. There exists constants ~1,v2 € (0, 1) independent of the sample path, such that, for
N > Ty, whenever g (ﬁ(N)7 N(N)) and g (ﬁ(N +1), N(N + 1)) have opposite signs, we have,

1. Kfl(N) > 1N, and

2. maxqe(x)/ 1} Na(N) > 2N.

Proof. For N > T}, we have constants D1, Do > 0 such that,

N ’ - ~ N ’
Dy <]V1(N)_1> -1< 9<H(N)aN(N)) < Dy <1\~71(N)_1> -1

We consider only the situation where g (ﬁ(N), N(N)) > 0and g (ﬁ(N +1), N(N + 1)) <0.
Extending this to the other case follows similar argument.

From g(pt(N + 1), N(N + 1)) <0, we have,

2

N+1

D[ =—F" 1) —1<o0, which implies
Ny(N +1)

Ni(N +1) > (14 Dy '/?)7'N. (73)

)71
Since N1(N) > 1 (for exploration), we have Ni(N + 1) < Ni(N) + 1 < 2N;(N). Therefore,
using we get Ny(N) > 1(1+ D;Y/?)=1N and we can take v; = (1 + D; /%)=L,

1
2

Similarly from, g(p(N), N(N)) > 0, we have,

2

N

Dy | = — 1| —12>0, which implies
Ny (N)

Ni(N) < (14 Dy "*)7'N. (74)

Using , we have, 3, cx1/013 Na(N) > (1+ D;/2)*1N, This further implies

- 1
Ny,(N) >
ae{?(?/)f{l} a( ) -~ K-1

(1+ DyY*)IN.

Hence we can take v, = (1 + D;/z)_l- =

Lemma G.11. There exists constants My > 1, dpqar € [1,00) and dpn € (0, 1] independent of
the sample path, such that, if Ty is the time at which g crosses zero dfter the iteration max{ M, T} },
then, for N > Ty, we have:

Moreover, we have E,,[T5] < oc.

Proof. Let,
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Also for every M > 1, we define T1 py = max{M, T} and T» j as the iteration at which g crosses
zero for the first time after the iteration T jy, i.e.,

Ty min {N > T ‘ g(f(N +1), N(N +1)) and

g(p(Ty ar), N(TLM)) are of opposite signs }

Existence of d,,,..: If g((N), N(N)) <0, then D(p(N), N(N)) is bounded above trivially by 1.

Otherwise if g(fi(N), N(N)) > 0 for some N > Ty 57, let T = max{ t < N | g(fa(t), N(t)) <
0 } i.e. the time before iteration N when g has crossed the level zero. As aresult, ' > T5 5s (by

definition of 75 57), and by Lemma , N, (T') > 11T for some v, € (0,1). Let S = N —T.
During iterations T+1, ...,T+ .5, since g is positive, the algorithm pulls alternative arms in [K]/{1}
only for exploration. As a result, using statement 6 of Proposition[G.3] we have

Ni(T+8)> Ny (T)+ S — 18 > T + 5 — ¢, 5%
for some ¢; > 0. Using (72)), we have a constant Dy > 0 such that,
~ =7 T+S 2 (1—’71)T—|—815a 2
Dp(T+S),NT+S)<Dy| ——-——1 =D .
(B(T +8),N(I'+5)) < Dy (A/lT-i-S—ClSO‘ ) 2 ( I +85—c 5™

We take M7 = —% ming>o(S — ¢15%). It is easy to observe that for ' > Mi; and S > 0, the
function of 7', S in the RHS is bounded above. Therefore, we take,

2
1_ (e}
dmaX:maX{L max Dg(( )T+ s ) }<oo.

T>M;1,5>0 I +85—c1 5%

Hence, if M > M1, we have g(ft(N), N(N)) < dmax for every N > T5 jr.

Existence of dpin: If g((V), N (N)) > 0, we have 1 has the trivial lower bound. Otherwise, if

g((N),N(N)) < 0, we define T = max{ t < N | g(fi(t), N(t)) > 0}and S = N — T. As
aresult, ' > T5 5s (by definition of 15 5s). By Lemma G.IOL we have N1(T) < (1 — +2)N for
some y2 € (0, 1). Also, the algorithm pulls the first arm only for exploration during the iterations
T+1,T+2,...,T+5,since g is negative. Therefore, using statement 6 of Proposition[G.3] we

have, Ny (T + S) < Ni(T) + ¢1.8% < (1 — »2)T + ¢, 5% By , we have D; > 0 such that,

~ ~ T+ S 2 YT + S —c1S¢ 2
D(pu(T+S),N(T+S))>D —-1) =D .
(B(T +8), N(T' +5)) 2 Dr ((1 —32)T + ¢1 5@ ) ! ((1 —¥)T 4 ¢15¢

Let Mo = — ,722 ming>o (S —c1.5%). The function of 7', S in the RHS is bounded below by a positive
constant for T > M5 and S > 0. Let,

2
. . YT 4+ 5 — ¢ 8¢
dinin = min {1’ T> My, §0 Dy <(1 —%2)T + 1.5 > 0.

Then for M > Mz, we have g(p(N), N(N)) > dmin > 0 forevery N > T py.

Now, upon taking M; = max{Mji, M2}, and Tp = 15 u, > the lemma follows. By Lemma
G.9, we have a constant C; > 0 such that, 7o < Cymax{M;,T1}. As a result, E,[T5] <
C1(M; +EH[T1]) < 0. O

Using a technique similar to the one used in the proof of Lemma [G.10| using (72), Lemma
implies the following corollary. We define the random time 7% as the one introduced in Lemma

Corollary G.1. There exists constants 31, B2 € (0,1) independent of the sample paths, such that,
forevery N > Ty,
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1. Ni(N) > BN, and

2. maxge(x]/(1} Na(N) > B2N.

Lemma G.12. There exists constants v > 0 and Mo > 1 independent of the sample path, such that,
for N > max{Ma, To} + 1, if the algorithm pulls some arm a € [K]/{1}, then for every alternate

armb € [K]/{1,a}, Ny(N) > 7N, (N).

Proof. We consider two separate cases.

Case I: Iteration NV is an exploration: Then we have a constant C; (introduced in statement 2 of
Proposition[G.5) such that,

Ny(N) = N = Cy > No(N = 1) = C1 = No(N) = 1 = C1. (75)

We also have ]va(N) > N® — ;. Now let My > 2 be chosen such that, M$* > 3C; + 2. Asa
result, for N > max{Ms, T»} we have, N,(N) > N“ — Cy > 2(1 + (). This together with
implies, Nj(N) > 2N, (N).

Case II: Iteration N is not an exploration: We consider the AT2 (T)) and IAT2 (2) algorithms
separately.

Case ILI AT2 Algorithm: If iteration N is not an exploration, we have, Z,(N — 1) < Z,(N — 1).
Using , for N > max{Ms, T>}, we have constants C and C'5 such that,

Ni(N —1)- No(N —1)
Co—= i
Ni(N = 1)+ Ny (N —1)

<Z.(N-1)

N(N —1)- Ny(N = 1)

<ShWV-1 < OSNl(Nf D+ Ny(N—1)

As a result, we have,

Ni(N — 1)+ Ny(N — 1) ~ 1) 205 ~ 2
Ca Ni(N —1) + Ny(N = 1) B1C B1C2
where, for (1), we first note that N > 75 + 1. As a result, using Corollary 1| Nl(N -1) >
B1(N —1) (B € (0,1) is the constant introduced in Corollary |G.1), and on the other hand
Ni(N — 1)+ Np(IN — 1) < 2(N — 1). Hence, we get
BiCh BCh

re NaV = 1) = G2,V - 1)

No(N —1) Ny(N),

Nb(N) >

Again using statement 2 of Proposition N,L(N) > N*—-Cy > My —Cy > 2 (since
Mg > 3C + 2). As aresult,
102 ~

ic, Na(V).

Nb(N) >

1 B1Co
27 4C3

Taking v = min { }, we have the desired result for AT2 algorithm.
Case ILII TAT2 Algorithm: In this case, we have,
log(Na(N = 1)) + Zu(N — 1) < log(Ny(N — 1)) + To(N — 1).
Using @), we have constants C and C'3 such that,
0, MV =1 Nu(v —1)
Ni(N —1)+ No(N —1)

< log(Na(N — 1)) + Z,(N — 1)

< Ty(N — 1) + log(Ny(N — 1)) < Cs gl(g:ll))%%:gv__ll)) + éﬁb(N —1).
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As a result, using the same arguments used for the AT2 algorithm in Case II.I, we can conclude,
N(N)>ﬁ G 1 _1N(N)
b - 4 CQ e e ’
for N > max{ My, T} + 1.

-1
Now taking v = min {%, % (%ﬁ + %) }, we have the desired result for IAT2 algorithm. O

Definition G.9. We define the random time 75 = max{M>,T>} + 2, where M, is the constant
introduced in Lemmal[G.12] and T5 is the random time defined in Lemmal[G.11]

Definition G.10. We define the random time 7y as Ty = é(Tg + 1), where 85 € (0,1) is the
constant introduced in Corollary [G.1]

Note that E,, [T3] < oo, since E,[T5] < oo. For the same reason, by Definition |G.10} T satisfies
E,[T4] < oo since E,, [T3] < oo.

Lemma G.13 (Sufficient sampling). For every N > Ty, we have J\Nfa(N ) = O(N) for every
a € K]

Proof. Fora =1 and every N > T, we have N1(N) = O(N) by Corollary

Otherwise for a # 1 and every N > T}, we define A’y = arg maxye(x]/{1} Nb(N). By Corollary

G.1l

NA;V(N) > BoN > BTy = T3+ 1.

Therefore, arm A’y must have been pulled by the algorithm somewhere between iterations 73
and N. Let us define the time N’ to be the last time before N when A’ was pulled. Then
N’ > T5 > max{Ma,To} + 1. As a result, using Lemma|G.12] we have,

Nu(N') > yNay (N') & Ny (N),

where (i) follows by definition of N’. Since N > N’, we have Na(N) > ]\N/a(N’). As a result, we
obtain, for every a € [K]/{1} and N > T,

N,(N) > YN (N) = Ny(N) > 732N
o(N) = vNay, (N) Y pelmax »(N) = vB2N,

where 82 € (0, 1) is the constant mentioned in Corollary Hence we have N, (N) = 2(N) for
N > T, and the lemma follows. L]

G.6 Proving Lemma|G.2]

In this appendix, we prove Lemma [G.2] from Appendix [G.1.2] For improved clarity, we reiterate
Lemma [G.2]from Appendix[G.1.2]

Statement of Lemma@ For both AT2 and IAT2 algorithms, there exists constants Ms > 1 and
C1 > 0 independent of the sample paths, such that for every N > max{Ms, T}, if the algorithm

picks an arm a € [K]/{1} at iteration N, then it again picks arm a within the next [C;y N'1=3%/8]
iterations.

For every arm a € [K], iteration N > 1 and R > 1, we define the following quantities,
AN,(N,R) = No(N + R) — Nu(N),
AN;(N,R
b(N,R) = arg max #, and
JEIK]/A1Y  N;(N)
T(N,R) = max{t< N+ R | A: =b(N,R) }.

For proving Lemma|G.2] we need the three technical lemmas: Lemma [G.14] [G.13]and [G.16]
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Lemma G.14. For N > Tg (T is the random time defined in the statement of Proposition|G.1|and
it satisfies E,, [Ts] < 00), we have,

AN; (N, R) _ N;(N)
ANyn,r)(N,R) Ny, r)(N)

+0 (RN + (ANy,m) (N, R) TN 72/5(1 4 RN 1))
(76)

Proof. In the proof, for readability, we use b to denote b(N, R). Also, for every arm a € [K], we use
AN, to denote AN, (N, R).

By Proposition [G.I} we have a constant C' > 0 independent of the sample paths, such that for
N > Ts,

| 90, N(N + R)) = g(u, N(N)) | < 20N-%5,
Therefore, applying the mean value theorem, we have,

dg

a

(b, N)AN, | < 2CN—3/8,

where N = (Z\Afa)ae[m, with N, € {NQ(N),]VG(N+R)} for every a € [K].
Now expanding the partial derivatives of g with respect to N,,’s for a € [K], we get

N, A N A,

Aﬁl Z f(tu’7 a, A)#_ Z f(#:a N) a T S2CN73Q/87
K]/11) N+ Na) ey (Nl + Na)?
(77)
where, f(p, a, N') were defined in (13) of Appendix
Letting
C N N4
b f(uaij)m
= —
Ea;él f(.u’fl,N)%
for every arm j € [K]/{1}, we have,
—1
AN, AN . o NoA,
==Y pa S2ONTEXNT Y flma, N) == | . (78)
N a#l Na aclK]/{1} (N1 + Na)
2
We know from oprpendixthat flp,a,N)=06 <11\\§‘11 (1 + %) > As aresult,
~ _1 A
.~ N,A N}
Zf(ﬂ,a,N)Aai(jQ :@<1A2>
a1 (N1 + Na) 2aex)/q1y Va

By Lemma , we have N, > Na = O(N) and Ny < N + Rfor N > Tg. As aresult, we get,
1

-~ N,A,
a, N)—2—%— = O((1+RN1YH?).
;fua TS AL ((1+ )?)

Putting this in (78)), we obtain

AJ’V:_ Aij\fva _ ~30/8 —132
1\71 ;pa 3 _O(N (1+ RN )),
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which further implies,

AN, AN, s _
— < o+ O (N73/8(1 4 RN71)?
S DR, (avmers( ?)
AN, U
< Pg—r + O (Nfga/g(l + RN71)2) (since N, > N,).
a#1l a
Let b = argmaxg; ANN <. The above inequality implies,
AN, _ AN,
L < =240 (N—3a/8(1 +RN—1)2) .
N Ny

Now multiplying both sides by N; / AN,, we get,

AN, N ~-1 . .
L <y (ANb NlN*“a/S(lJrRN*l)Q)
ANy Ny
N —~-1 .
< ﬁl ) (AN,, N1-3a/8(1 4 RN—1)3) (since Ny < N + R).
b
follows from the above inequality upon observing that, N < ]’Vvl + Rand N, = N2(N) (by
Lemma[G.T3). O

Lemma G.15. There exists constants Ms1 > 1, D1,Ds > 0 independent of the sample
paths such that, for N > max{Ms1,Ts}, we have [D1N1’3°‘/81 < N, and for all R €

{[DyN1=3/8], [DN1=3/8] 1 1,..., N}, we have ANy(n.gy(N, R) > DaR.

Proof. To simplify notation, we adopt b to denote b(N, R) and, for every arm j € [K], we use A]Vj
to denote AN; (N, R).

By of Lemma|[G.T4] there exists a constant D3 > 0 independent of the sample paths, such that,
forall N > Tgand R € {1,2,...,N},

AN,

IN

- N ~
AN, x <N1 + Dy (1+ ANblNl—?’a/S)) (we have RN~ < 1)
b

IN

N _
L4 D3| AN, + DyN1-3e/8
Ny

Since Ny (N) and Nj(N) are both ©(N) (by Lemma G.13)), we have a constant D4 > 0 such that,
Ni(N)

R () + D3 < Dy for every N > Tg. Using this in the above inequality, we get,
b

AN; < DyAN, + Dy N1—32/8, (79)

We take D1 = 2D3 and Ms; > 1 to be the smallest number such that, every N > Mg, satisfies
[D;N1=32/8] < N.

Now if N > max{Ms;,Ts} and R € {[DyN'=3¢/8] [D;N1=32/8] 41 ... N}, from (79) we
get,
AN, < D4AN, + DsN'=3/8
< DyAN, + g (80)

By definition of b, we have,

%A]\Nfb > AN, foreverya € [K]/{1}.
b
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Again, since N,(N) = O(N) for every a € [K] (by Lemma|G.13)), there exists a constant D5 > 0
independent of the sample paths such that,

DsAN, > AN, forevery a € [K]/{1,b}.
As a result,
R= > AN,+AN +AN,
a€[K]/{1,b}

- -~ R -
< (K —2)DsANy + D4AN, + Bl + AN, (using (80))

- R
< (L4 (K =2)Ds5 + D) ANy + 3,
~ 1
= AN, > R.
" = 2(1+ (K —2)Ds + Dy)

Now taking Dy = > 0, we have the desired conclusion. O

1
2(1+(K—2)D5+D4)

Lemma G.16. For AT2 (1)) and IAT2 (2)) algorithms, there exists constants Cs, Cy > 0 independent
of the sample paths, such that, for N > Tg and R € {1,2,..., N}, if the algorithm pulls some arm
a € [K]/{1} at iteration N and doesn’t pull a for the next R iterations, then,

AT2: I,(N +R) — Tyn,p) (N +R) < — C3ANy(n,)(N, R) + C4N'—32/%
+0((N7*/5+ RN ) R), 81)
IAT2: I(™(N + R) —IIEZ\;’R)(N +R) < — CSANb(N,R)(N7 R) + CyN1—32/8
+0 (N5 4 RN 1) R), (82)

where for every alternative arm j € [K]/{1},
T (N) = Z(N) +log(N;(N)

is the modified empirical index of that arm at iteration N

Proof. For cleaner presentation, we use b to denote b(N, R). We also use fi;, 1, AN; and N,
respectively, to denote fz;(N), z1 ;(N), AN;(N, R) and N;(N) for every arm j € [K|, whenever
it doesn’t cause confusion.

AT2 Algorithm: Let
denote the the difference between the empirical indexes of the two arms @ and b at iteration V. Note

that Sa7b(]A\T/ . [) depends only on the tuple of variables (N1, Ny, Ny, i1, fias fi)- In the following
argument, we apply mean value theorem over S, ;, and the empirical indexes Z,, and 7, treating them

as functions of Ny, Ny, Ny, fi1, jia, and fip.

Using the multivariate mean value theorem, we have,

~ ~ ~ ~ 0Sab o Ay A~
St (NN + RGN + R)=S, (NN EV) = 30 N AT,
j=1l,a,b J
0Sapb , o ~  0Sup, o . ~
6N1 (N,M)AN1+ 8Nb (Nvl‘l’)ANlﬂ (83)

where Afi; = Jij(N + R) — i;(N) forj =1,a,b,and (N, 1) = (N1, Ny, Ny, fi1, fla, fis) such
that, for j = 1, a, b, fi; lies between 1i;(N) and (N + R), and Nj lies in {]\E(N),]%(N + R)|.
Note that there is no contribution on the RHS in 1) due to N,, because N, (+) doesn’t change during
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iterations N + 1, N + 2,..., N 4+ R, owing to our assumption that the algorithm doesn’t pull arm a
during the mentioned iterations.

First we consider the partial derivatives of S} ;, with respect to 11, ft; and py, in @ We have

0Sab, ~ . N . R
am’b (N, ) = Ny (di(ft,21,0) — d1(fin, 21,))

Nifin4+Njfy for i
—=——I8 for j = .
N1+N; orj=a,b

Since R < N, we have for j = 1,a,b, Nj < ]\ij + N =06(N) (by Lemma. As a result,
using (7) of Appendix both dy (fi1, #1,q) and dq (fi1, £1,4) are ©(1). Using this, 88351'1’ (N, i)
O(N).

Similarly,

where 1 ; =

is

8Sa7b
Oltg

6Sa,b
Oy
Using the same argument as for the partial derivative of S,; with respect to p;, we have

‘%(Naﬂ)’ = O(N) fOI‘bOthj = (L,b.

(N, ft) = Nodi (fia, &1.4) and (N, ) = —Nydy (fip, ©1)-

Therefore, the contribution in the RHS of due to the noisiness in the empirical means i1, fiq, fip
is bounded above by,

OSab  xr 1 A 0Sab e | an
> SN WAL < Y |FE (N )| AT
j=tab M j=Tan! OH
D O(N) x O(N—3/%)
= O(N'73/8), (84)

where (1) follows since for N > Ty and j = 1,a,b, |Afij| = O(N3/8).
Now considering the partial derivative of S, ;(-) with respect to N1, we get

0Sab < - o o
LML) = (i) — dGins 1)

Using Lemma (G.13] ]Vj(N) and Nj(N + R) are both O(N) forall j = 1,a,band N > T, since
R < N. As aresult, using (7), (8), we have,
0%Sap
8uj8Nk

925,

! !’

—0(1), and (N, )| = O(N1)

for every j,k € {l,a,b}, and tuple (N',p') = (N{,N.,N],py, ;) having N/ €
[KQ(N), KQ(N + R)] and p lying between fi; and fi;, for every i = 1, a,b.

Therefore, applying the mean value theorem, we get,

aSa T A ~ o~ ~ o~ ~ ~ —
c‘)N;b (N, 1) = d(fin, T1,4) — d(fin, T15) + O | D iy —pl | +O [ N7T' ) AN;
j=1,a,b =1,

= d(ﬁ17%1,a) - d(ﬁ17il,b) —+ O (N*304/8 + RN,I) .

Similarly, considering the partial derivative with respect to IV,

6Sa,b T AN ~ ~ —3a/8 -1
N, (N, ) = —d(,ub,be)—i—O(N + RN )
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Now, using all these upper bounds in the RHS of (83)), we obtain
Sap(N(N + R), i(N + R)) = Sup(N(N), i(N)
< ANy - (d(p1, 21,0) — d(fin, 1)) — ANy - d(fip, T10)
+ O(J\fl*?’a/8 +R(N73/8 ¢ RN’I)). (85)
Since arm a was pulled in iteration N, we have Z,(N — 1) < Z,(N — 1). Also since arm b was not

pulled in iteration N, its empirical index remains unchanged, i.e. Z,(N — 1) = Z;,(N). Combining
these two observations, we have Z, (N — 1) < Z,(N).

As a result,
Sap(N(N), B(N)) = Zo(N) = Ty(N)
(Za(N) = Zo(N = 1)) + (Za(N — 1) = Zp(N))
Ia(N) _Ia(N - 1)
I,(N) = I,(N — 1) + O(N'=3/%) " (using Lemmal[G.3)
d(/ia,,lh) + O(leiia/S) _ O(N173a/8)7 (86)

IA

N

where the last step follows from the fact that, the partial derivatives of I,(-) with respect to N,
is d(pta, 71,4(N)) < d(fta, p11). As aresult, since arm a was pulled in iteration N, the increment
I,(N)—1,(N —1)in I,(-) is upper bounded by d(tsq, ft1)-

Therefore (83) implies,
Sap(N(N + R), &(N + R)) < AN, - (d(fir, F1,0) — d(fir, #1,6)) — ANy - d(ip, F1.)
+ Sap(N(N), i(N)) + O ((N—3a/8 n RN‘l) R)
< ANy - (d(fia, Fr.0) — d(fin, F10)) — AN, - d(fin, F1,6)
+0 <N1—3a/8 + (N—3a/8 n RN—l) R) . &)

Now we consider two possibilities:

CaseI d(ji1,71,4) —d(fi1,T1,5) < 0: Inthis case, by 1| Sa,b(N(N +R), i(N + R)) is upper
bounded by,
_A]’\vfb . d(/jbviLb) +0 (Nl—Sa/S + (N_ga/g n RN_l) R) .

By Lemma G.13:and @, since both Ny (N) and Ny (N) are O(N), we have d(fiy, 71.5) = O(1). As
a result, follows.

Case Il d(pi1,%1,4) — d(fi1,Z1,5) > 0 : In this case, the RHS of can be rewritten as,
-~ (AN, . . - 30 “3a -
AR, (Aﬁzwwl, Fra) — d(fi, 1)) — d(fi, m)) +0 (N'78/S 4 (N8 RN R)
(88)
Using (76) in Lemma[G.T4] the upper bound becomes
~ /Ny, o o
ARy (22 (i, Tr,0) — d(fir, T1,0)) — (i, 1)
Ny
+O(N' /(1 4 RN 4 (N7 + RN7') R)

-~ (N o o o
= AN, (Nl (d(fi1, F1.0) — d(in, T15)) — d(fi, xl,b>>
b

+o (N1*3a/8 n (N*Ws n RN*) R) (since R < N). (89)
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By (86), we have,
Z.(N) < Ty(N) + O(N13/%), (90)

Expanding the empirical index terms, we get,

Nyd(fir, 1.0) + Nad(fia, T1.0) < Nid(fir, F1.0) + Nod(fip, T1.5) + O(N17307/8),

By Lemma we have Nb = O(N). As aresult, upon dividing both sides of the above inequality
by N, and after some re-arrangement of terms, we obtain,

N- . - - N, _
ﬁl(d(m,xl,j) —d(p,T1p)) — d(iy, T1p) < — ﬁjd(uj, T1j) + O(N~3/8),
b b

Using the above inequality in (89), we get the upper bound,

—AN, (%d(ﬁa,zl,a)> +0 (N1—3a/8 + (N—?'a/S + RN‘1> R) 1)

By Lemma|G.13|and (EI), we have, %d(ﬁj, z1,;) = O(1). Therefore follows.
b

TAT2 Algorithm: The proof of (82) for IAT2 is very similar to the proof of (81)) for AT2. We first
consider the difference of the modified empirical indexes between the two arms a and b,

SU(N(N), B(N)) = II™(N) — I (N).

Following a similar procedure as the AT2 algorithm, we apply the mean value theorem to obtain,

(m)
SUW(N(N + R),i(N + R)) — SV} (N(N), i(N)) = Dot (N, - AR,
oy (N(N +R), (N +R)) = S (N(N), &(N)) = Y o, (N-) - Al
j=1,a,b J
astm o p8m
S, Vo) - ANy + e (N ) - AN, (92)

where Afi; = Ji;(N + R) — ji;(N), and (N, ) = (N1, Na, Ny, i1, fia, fis), such that, ji; lies
between /i;(N) and /i;(N + R), and N; € {]%(N), ]\ij(N + R)} ,forevery j =1, a,b.

The contribution to due to noise in & is O(N1~3%/%) by the same argument we proved for
AT2.

Now we consider the partial derivatives of S((ITZ) with respect to N1, N,, Np. Following the same
steps as used for AT2 algorithm, we have,

asin;) oA OSab  xy - ~ o~ ~ o~ —3a/8 1
6N1 (N, ) = 8N; (N, 1) = d(fi1,%1,0) — d(pin, T1p) + O(N +RN™), and
astm 8S. s < 1 :

O (N f) = —2°(N, i) — — —d(iip, 7 N—3/8 4 N1,

N, (N, ) 8Nb( ) X, = (fiy, T1,5) + O( +RN™7)

As a result, the contribution to lb due to N 1 and ]\~7b is,

a5 N AR a5
N, (N, f1) - ANy + N,

< ANy - (d(fir, F1.0) — d(fi, 71.0)) — ANy - d(fip, F1.0) + O ((N*M/S + RN”) R) .

(Nvﬂ) AN[)
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Therefore, adding the contributions of the noise in (f;);=1,a,5, (92) can be further upper bounded by,
Sus (N(N + R). i(N + R)) = 53 (N(N). i(N)
< ANy - (d(fir, Br,a) — d(fin, T1,p)) — ANy - d(fip, T1)
+0 (N173e/8 g (N75/8 4 RNTU) R) 93)

Now, we find an upper bound to S((L’z) (]A\f (N), p(N)). Since the algorithm pulls arm a and doesn’t
pull arm b at iteration /N, we must have

ZiM(N 1) < (N -1) = (V).
Therefore,
ST N(N),A(N)) = II™(N) - I{™(N)
(ZO(N) = ZO(N — 1)) + (ZI (N — 1) — ™ (N))

a a

U™ (N) — 20 (N — 1)

a a

Z,(N)—Z,(N — 1) + log (%)

IN

D 7,(N) —Z,(N = 1)+ 0(1)

@ O(Nl—Sa/S), (94)

where (1) follows from the fact that N, (N ) O(N) for N > Tg, and (2) follows using the
arguments used while bounding Z,(N) — Z,(N — 1) in (36).

Putting this in (93)), we get,
SUW(N(N + R), (N + R)) < ANy - (d(jir, F1.0) — d(fix, 714)) — ANy - d(i, 1.5)
+0 (Nl—?’a/s + R(N“3/8 4 RN—l)) . 95)
Now there can be two cases.

Case I d(fi1,%1,4) — d(fi1,%1,5) < 0: Then, using the same argument as was used for Case I of
AT?2 algorithm, we get (82).

Case 11 d(f11,71,4) —d(fi1,Z1,5) > 0 Using of Lemma[G.12] the RHS in is upper bounded
by,

~ (Ny, o o 30 30 _
AN, <J\~]1(d(m,x1,a) —d(p1,Z1p)) — d(ub,ﬂh,b)) +0 (Nl Sa/8 4 (N 39/8 ¢ RN 1) R) .
b

Using (94), we have
Z(N) < I (N) + 0 (N15er8)

which implies,

Z,(N) < Ty(N) + log (g

a

)—i—O(Nl 3a/8) (é) Ib(N)—I—O(Nl_?’a/S),

where (1) follows from the fact that N, (N) and N;, (V) are both (), causing log (N 8:2) =0(1)
for N > Tg. Note that the above inequality is same as (90) obtained in Case II of AT2. Now @

follows using exactly the same argument as in the Case II of AT2 after (90).
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Forevery a € [K]/{1}, N >Tsand R € {1,2,..., N}, we have,

Zo(N + R) —Tu(N + R—1)] 2 |L(N +R) — I,(N + R — 1)| + O((N + R)1~3/%)

@

N2

[I.(N + R) — I,(N + R — 1)] + O(N'~3/%)
(3)

< max{d(p1, tta), d(tta, 1)} + O(leaa/s) _ O(N173a/8)7
(96)

where: (1) follows by Lemma (2) follows since R < N; and (3) follows from the fact that 7, (+)
can increment by atmost max{d(p1, ta), d(tha, 1)} in one iteration.

Since, at every iteration N > 1 and for every arm, the modified empirical index differ from the
empirical index by atmost log(V), we have,

I (N + R) — IT™(N + R — 1)‘ < |Zu(N + R) — Z(N + R — 1)| + 2log(N + R)

INS

|Zo(N + R) — Zo,(N + R — 1)| + O(log(N))

= O(N'%/8) + O(log(N)) = O(N'=3/%) (97)
where (i) follows because R < N.
Using (96) and (97)), the following corollary follows from Lemma|[G.16}

Corollary G.2. For AT?2 (1) and IAT2 (2)) algorithms, for N > T and R € {1,2,..., N}, if the
algorithm pulls some arm o € [K|/{1} at iteration N and doesn’t pull a for the next R iterations,
then,

AT2: Ia(N + R — 1) _Zb(N,R)(N + R — 1) < — C3A[\7b(N,R)(N7 R) + C5N1—3a/8
+o((NS RN R),  ©8)

IAT2: I0(N +R=1) =T oy (N+ R —=1) < = CoANyy,p) (N, B) + CsN' =3/

+0 ((N—?“l/8 + RN—l) R) o (99)

where Cs,Cs > 0 are constants independent of the sample paths.

Proof of Lemma|[G.2} We prove the proposition for the AT2 algorithm. The proof for IAT2 algorithm
follows the exact same argument by replacing 7 with Z(™).

In the proof, we argue via contradiction. We show that, there exists constants M5 > 1 and C7 > 0

independent of the sample paths, such that for N > max{Ms, Ts}, if the algorithm pulls some arm

a € [K]/{1} atiteration N and doesn’t pull it for the next R(N) & [C} N1=32/8] iterations, then at

iteration 7(N, R(N)), the algorithm pulls arm b(N, R(IN)), even though arm a has empirical index
strictly less than that of arm (N, R(N)).

Using Corollary[G.2} there exists constants C3, C5, Cs > 0 independent of the sample paths, such
that, for N > Tgand R € {1,2,...,N},

Ia(N + R — 1) _Ib(N7R)(N —+ R — 1) S — CBANZ)(N,R)(N, R) + C4N173a/8
+ CsR(N~3/8 £ RN~1). (100)
We define

2C,
= Dy, ——— 1
& max{ 1’D2C3}+ ,
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where D; and Dy are the constants introduced in Lemma[G.T5} Let M5y > 1 to be the smallest
number such that, every N > Ms, satisfies [C; N'~3%/8] < N. Since C; > D1, by the definition
of Ms; in the proof of Lemma|G.15] we have Mso > Ms;.

Now let R(N) = [C;N'~3/8]. Then by Lemma|G.15| for N > max{Mss, T}, since R(N) >
[D; N1—32/8], we have,
N 2Cs 1
ANy n r(v)(N,R(N)) > DyR(N) > C—;Nl Bar/8 (101)

Since arm b( N, R) is not pulled between the iterations 7(N, R) and N + R, we have
ANyn gy (N, t) = ANy i) (N, R)
forallt € {7(N,R)— N, 7(N,R)— N+1, ..., R}.
As a result, by definition of b(V, R) we have,
b(N,R(N)) = b(N,7(N,R(N))— N) and
ANy (N R(N)) = ANy, ) (N 7(N, R(N)) = N).
In the rest of the proof, we denote b(N, R(N)) and 7(N, R(N)) — N, respectively, using b(N) and
(V).
Therefore, using Corollary [G.2] we have, for N > max{Ms3, Ts},
(N + (V) = 1) = Ty (N + (V) — 1)

< - C3A]\~7b(N)(N7 7(N)) + CyuN' =38 4 Comy(N) x (N384 7, (N)N 1)
(1) 2
< — O3 % g4N1—3a/8 + CyN1=3e/8 L OSR(N) x (N73%/8 £ R(N)N™Y)

3
2
< - C4Nl—a/8 + 05(01 + 1)(01 + 2)N1—3a/8 % N—3a/8
D () — pN /s NI, (102)
where: (1) follows using (101) and 7,(N) < R(N), (2) follows since R(N) < (Cy + 1)N—3¢/8,
and (3) follows by letting Cs = C5(Cy + 1)(C1 + 2).

—
-

N2

We now take M53 > 1 to be large enough, such that, 06M5_33a/8 < Cy. Let M5 = max{Msa, Ms53}.
Then (102) implies, for N > max{Ms, Ts} and R(N) = [C; N'~32/%], if the algorithm picks some
arm a € [K|/{1} at iteration N and doesn’t pick a for the next R(NN) iterations, then, at iteration
N+1,(NV), the algorithm picks arm b(N'), even though, Z, (N +7,(N) —1) =Ty 5y (N +75(N)—1) <
0. Thus we arrive at a contradiction. O

H Proof of Theorem 3.1

By Proposition we know that, for every a € [K] and N > Tsiapie,
Ga(N) —wi] < N8,

Recall the functions W(-,-) defined in Appendix Note that for every allocation w =
(Wa)ac|k)> and a € [K]/{1}, we have,

191%%
8w1a (w1, we) = d(p1,21,4(w1,w,)) and 8w: (Wi wa) = dljta, T1.0(w1,wa)),
where xl,a(wl,wa) — %ﬁ:zua

As aresult, for every a € [K]/{1}, the partial derivatives of W, (w1, w,) with respect to w; and w,,
are both O(1). Therefore, using the mean value theorem, for every a € [K]/{1} and N > Tgapie,
we have,

Wa(@1(N), @a(N)) = Walwi,ws)] = O(NT7%), (103)
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Define the normalized index of every arm as

H,(N) = = Wo(@1(N),wa(N)).

Also by , W (wt,wk) = I* = T*(u)~! for every alternative arm a € [K]/{1}.
Therefore (T03) gives us,

|Ho(N) = T*(p) Y| = O(N73%8) fora e [K]/{1} and N > Tyrapiec. (104)
By Lemma|[G.3] we also know,
IZo(N) = NHy(N)| = |Zo(N) — I.(N)| = O(N'~3/5), (105)

Combining (T04) and (I03), we get

| Za(N) = NT*(p) ™|

IN

Zo(N) = NHo(N)| + N|Ho(N) = T*(p) ™|
— O(N173a/8)7

for every a € [K|/{1}. Hence, we can find a constant C> > 0, independent of the sample paths,
such that,

N
Ia(N) 2 W

for every N > Tgiapie and a € [K]/{1}. As aresult, for N > T;qp1e, We have,

N
min Z,(N) >
ac[K]/{1} «(N) = T* ()

. C2N173a/8’

— CyN1—3a/8, (106)

The threshold function 5(N, 0) deciding our stopping condition satisfies,
log(1/8) < B(N,d) < log(1/d) + Csloglog(1/6) + Cyloglog(N) + Cs

for constants Cs, C'y, C5s > 0. For every § > 0, we define the deterministic quantity,

N

tm x,5 = mln{ N > Tstuble =Ny
§ T*(p)

— CoN'739/8 5 B(N, §) } ) (107)

Now we make the following observations about ¢,,,x,s,

1. Note that T*L(“) — CyN'=3/% increases linearly in N and (N, d) is O(loglog(N) +
log(1/4)), for a fixed § > 0. Hence, tmax,s is finite for every § > 0.

2. We have $(N,0) > log(1/6) and T*L(“) — CyN13a/8 < T*]E[u)' As a result, tpax 5 1S
atleast the iteration at which T*L(“) exceeds log(1/4), which is atleast 7* () log(1/6). This

implies tmax,s > T () log(1/6). As aresult, tyax,s — 00 as d — 0.

3. If 75 > Tstaple, then minge(x) {1} Za(IV) exceed B(N,6) before the lower bound of
min,e(x]/{1y Za(N) in (106) exceeds B(N,0). As aresult, 75 < tiax,s, Whenever 75 >
Tsiapie- This gives us the upper bound,

Ts < max{Tsiabic, tmax,s} @a.8.1InP,. (108)
We have E,, [Tsiqp1¢) < 00, which also implies Tszqpre < 00 a.s. in IP,,. Now using (108), we get,

Ey [75]

lim sup < limsup Epu[Tstatie] + tmax.o =1l —_—
50 log(1/6) = 50 log(1/6) s—0 log(1/6)
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Similarly, we have,

li 75 . Tstable + tmax,& . tmax,é
imsup ———— < limsup = limsup

—Fape = maxl — %2 as.inP,.
50 log(1/8) = 50 log(1/4) 50 log(1/6) #

Therefore to prove asymptotic optimality, it is sufficient to prove lim sups_, lsg(“l" /‘;) <T*(p).

tmax,s Smax,d

Let Smax,s = tmax,s — 1. Note that limsup;_, oa(1/5) = = limsup;_,, Tog(1/0)" By definition of
tmax,s,» We have

28 ol I < B0 = 08(1/8) + Caloglog(1/0) + Ci10g10g(5mae) + C.

After some rearrangement of terms, upon dividing both sides by log(1/d), we get,

1 Smax,d ( —3a/8 -1
———(1—=Cas, . s —Css_- sloglog(smax,s
T*(p) log(1/6) 3,0 ax,0 ( )

loglog(1/9)
—Css ! <1 itttk Sl s
C‘)smam) < 1+G log(1/6)

By Observation 2, Spmax,s = tmax,s — 1 — 00 as § — 0. As a result, the above inequality implies,

. Smax,d
lim sup

1
T (i) 5P fog(1/5) =

We already argued that lim sup;_, % T*(w). As aresult, we have a constant Cg > 0, such
{15

that ¢,,ax,6 < Cglog(1/0) for all §. By (108) we have:

tmax,s — 1 1—3a/8
— = C2 tmax,é -1 o/ < B tmax,J - ]-7 o
= — O ) ( )

which implies,
b < T (1) log(1/6) + O (loglog(1/6) + 11, 2*) .
Putting tmax s < Cglog(1/6) in the above inequality,

tmaxs < T* (1) 1og(1/5)+0((1og(1/5))1*3a/8). (109)

Since 75 < max{Tstapte;s 1 + tmax,s}, We can find a constant C > 0 such that 75 <
max { Tseapie, T* () log(1/6) + C(log(1/8))* ~3*/8}. Hence Theoremstands proved.

I Extending the proposed algorithm to distributions with bounded support

We describe a natural extension of AT2 and IAT?2 algorithms to bandit instances from a non-parametric
family. We conduct experiments to compare the proposed algorithm with the existing ones. We
consider the class of distributions having their supports contained in [0, 1], which we denote by Fjg 1}.
This is similar to the assumptions made in [16]. Some definitions are in order. We use (G to denote
the mean of distribution G € Fg 1)

For every I’ € Fjo 1) and z € [0, 1], we define KL}, and KL as:
KL (F, z) inf{ KL(F,G) | u(G) >« } and
KL, (F, ) inf{ KL(F,G) | u(G) < = }.

At iteration N of the algorithm, let E, (N) be the empirical distribution of the samples collected from
somearma € [K|, F(N) = (Fo(N) : a € [K]), N, (N) be the total no. of samples collected from a
till N, and N (N) = (N,(N) : a € [K]). Let fiq(N) = pu(F,(N)) and i,y = arg maxgek] Ha(V).
We now define:

x;  (N) = arg min { wa (N)- KL

tN,a z€[0,1]

(Fyy (N),) + No(N) - KL (Fu(N), ) }.

inf\* iy
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At every iteration, we compute the empirical index of every arm a # i as:

T.(N) = min { N3, (N) - KLip((F (N), 2) + Na(N) - KL (Fu(N), 2) |,

z€[0,1] iN inf N

and the anchor function as,

(£ (N), 25, o(N))
(Fa(N), 75, ,(N))

KL:

gFN),N(N) = 30—

inf

-1

a#in

The AT2 and IAT? algorithm for the class Fg 1), respectively, follows the same steps as in (1) and
with the anchor and index functions defined as above.

We experimentally demonstrate the performance of the proposed algorithms in Appendix [J.5]

J Experiments

J.1 Dynamics of the algorithms

Experiment 1 (Gaussian and Bernoulli bandits with well-separated arms): In the main text
(Figure[T), we presented the evolution of normalized indexes for the sub-optimal arms for AT2, when
run without the stopping rule. Numerically, we observe similar plots for normalized indexes even
for the other algorithms: 0.5-EB-TCB (proposed in [16] with 5 = 0.5), and TCB (proposed in [22]]).
Hence, we do not report them. However, we do observe differences in the evolution of the anchor
function value across these algorithms. We present this in two different settings in the current section.

Interestingly, as per our implementations, we observe that only AT?2 satisfies the asymptotic optimality
conditions, maintaining the anchor function close to 0, in addition to maintaining the equality of the
normalized indexes.

In this section, we consider the following two examples:

1. Gaussian bandit. In the first setup (Figure[d), we consider a 4 armed Gaussian bandit with
unit variance and mean vector p = [10, 8, 7, 6.5]. This is the same setting as in Section@
from the main text.

2. Bernoulli bandit. In the second setup (Figure[5), we consider a Bernoulli bandit with means
@ =0.91,0.73,0.64, 0.59].

In Figures ] and[5] we plot the evolution of anchor function value for the three algorithms in the two
settings, without implementing the stopping rule. The solid lines in the figure represent the average
of anchor function over 4, 000 independent runs. The shaded bands around the sold lines (almost
invisible in these figures), represent 2 standard deviation bands around the mean.

We observe that only AT2 maintains the anchor function value close to 0. Our experiments suggest that
that TCB algorithm, as per our implementation, doesn’t satisfy the asymptotic optimality conditions.

J.2 Sample complexity comparison

In Section[6]in the main text, we compared the sample complexities (SC) of the three algorithms on a
well-separated Gaussian bandit (Figure[2). In this section, we compare the SC of all the algorithms, as
a function of different parameters. We consider harder Gaussian as well as Bernoulli bandit instances
(with means close to each other), presented below.

1. Gaussian bandit. A 4 armed Gaussian bandit with unit variance and mean vector p =
[7.25,7.05,7,7.1] so that the means are closer together.

2. Bernoulli bandit. As a second example, we consider a 4-armed Bernoulli bandit with
close-by means: p = [0.99,0.96,0.95,0.97].

Experiment 2 (SC as function of 3): In this experiment, we compare SC of (I)AT2, (I)TCB, 5-EB-
(DTCB algorithms, for 3 € [0.2,0.3,0.4,0.5,0.6,0.7,0.8], on the Gaussian instance (Figure[6)) and
the Bernoulli instance (Figure[7), described above. The error probability ¢ in both these experiments
is set to 0.001. All the algorithms use the same forced exploration rule and stopping rules.
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Anchor function value
2.0 |

0.0

Anchor function value

~————

Figure 4: Anchor function value for easy Gaussian Figure 5: Anchor function value for easy Bernoulli
bandit (Exp.1), averaged over 4,000 sample paths. bandit (Exp.1), averaged over 4,000 sample paths.

The lines with the markers in the figures represent the average number of samples generated before
stopping, averaged over 4, 000 independent simulations, while the shaded regions denote 2 standard
deviations around the mean. We also report the average sample complexity and the standard deviation
of the average sample complexity for AT2, IAT2, TCB, and ITCB, across 4,000 independent

simulations.

In both these simulations, we observe that AT2 and IAT?2, respectively, have about 5% lower sample

complexity compared to TCB and ITCB.

Sample Complexity

3000 - —a— AT2 Y
» o IAT2
7%' IB:I}((::V:BB EB-TCB
g sor A secesies Algorithm | Avg. SC | Std. Dev.
2 AT2 20130 | 1785
8 a0 | 4 IAT2 1925.9 | 1636
“é Z 0.5-EB-TCB | 2084.84 17.74
g // 0.5-EB-TCBI | 1987.92 16.33
g 2250 TCB 2109.82 17.82
z ITCB 2041.03 16.55
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0.2 0.3 0.4 0.5
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Figure 6: Sample complexity (SC) on Gaussian bandit from Exp. 2, averaged over 4, 000 independent

sample paths. § = 0.001

Sample Complexity
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Algorithm Avg. SC | Std. Dev.
AT2 4735.09 50.4
1AT2 4412.16 27.36

0.5-EB-TCB | 4735.65 45.44
0.5-EB-TCBI | 4426.59 27.27
TCB 4972.07 49.64
ITCB 4681.63 28.52
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Figure 7: Sample complexity (SC) on Bernoiulli bandit from Exp. 2, averaged over 4, 000 independent
sample paths. § = 0.001
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Experiment 3 (SC as function of §): In Figure[8]and Figure[9] we plot the sample complexities of the
three algorithms — AT?2, 0.5-EB-TCB, and TCB — as a function of ¢, for the Gaussian and Bernoulli
bandits considered in Experiment 2 above. All the algorithms use the same forced exploration and
stopping rules. We observe that AT2 consistently outperforms both the previously known algorithms,
and the gap in performance increases as we reduce §.

Sample Complexity Sample Complexity
*
12500 1 [ T2 P S s00 | | AT2 -
_¢ - TCB . —@--TCB p
A 05-EBTCB y A 0.5-EBTCB ;
E 10000 [ 4 E 400 .
Q Qo
€ £
© ©
(2] (%)
G 7500 G 300
. .
3 [
Q Qo
1S £
2 000 | 2 200 b
2500 | 7 100 |
10° 10'° 10° 10
1/delta 1/delta

Figure 8: Sample complexity of Gaussian bandit Figure 9: Sample complexity for Bernoulli bandit
(Exp.3), averaged over 4,000 sample paths. (Exp.3), averaged over 4,000 sample paths.

Experiment 4 (SC as a function of number of arms). We plot the number of samples needed by
the three algorithms, as a function of number of arms in the bandit instance. § is set to 0.001 in this
experiment.

For scalability, in this experiment, we consider a simple Gaussian bandit (well-separated means) with
all arms having a unit variance. Arm 1 is optimal with mean 10. To study the effect of number of
arms on sample complexity, we choose all the other arms to be same with mean 8. Thus, the bandit
instances have Gaussian arms with unit variance, and means

n=1[10,8,...].

As in the earlier experiments, for fair comparison, all the algorithms are implemented with the same
forced exploration and stopping rules. Results are presented in Figure[I0] We observe that the sample
complexity increases linearly with number of arms for the three algorithms. In this experiment,
the performance of TCB and AT2 looks comparable, with TCB requiring slightly more number of
samples. However, the gap in their performance is expected to increase for smaller values of 4.

Sample Complexity

—— AT2
L |—@--TCB
A 0.5-EB-TCB

o
o
=3

Number of Samples
w B w
o o o
S S 8

N
=3
=)

100

| | | |
0 20 40 60 80
K (number of arms)

Figure 10: Sample complexity on Gaussian bandit (Exp.4), averaged over 4, 000 independent sample
paths.

J.3 Runtime comparison

Experiment 5: In this experiment, we compare the run-time of (I)AT2 and (I)TCB algorithms on a
4 armed Gaussian bandit with means y = [10,9.4, 7, 6.5] and unit variance, averaged over longer
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100,000 simulations. § is set to 0.001, and the four algorithms use the same forced exploration and
stopping rules.

Table [T|represents the average run-time of the two algorithms. We observe that TCB and ITCB take
roughly two times more computational time compared to AT2 and IAT?2, respectively.

Algorithm | Avg. Sample Complexity | Std. Dev. | Avg. Run Time (microsec.) | Run Time Std. Dev.
AT2 90.53 0.2 129.76 32.34
TAT2 90.63 0.2 310.76 55.88
TCB 96.55 0.21 501.22 82.60
ITCB 96.69 0.21 845.19 145.97

Table 1: Runtime of (I)AT2 and (I)TCB on Gaussian bandit with © = [10,9.4,7,6.5] and unit
variances (Exp.6). Results reported are for 100, 000 independent runs of each algorithm.

J.4 Effect of forced-exploration parameter o on sample complexity

In this section, we provide a numerical evaluation of the impact of forced exploration on the
performance of AT2 and IAT2. Our experiments suggest that unlike IAT2, AT2 needs forced
exploration. On instances where the second and third best arms have equal means, AT2 might see
some bad samples from the best arm in the beginning. As a result, without forced exploration, it will
sample the second and the third best arms forever. However, we see that AT2 performs sufficient
exploration for instances having all arms with different means. Note that similar observations were
made in [16] for 5-EB-TCB.

Experiment 6: To see the above mentioned behavior of AT2, we study the performance of AT2 and
IAT2 on the following two bandit instances.

1. A 4 armed Gaussian bandit with unit variance and mean vector p = [7.25,7.05,7,7.1], so
that the means are close together, yet all different.

2. A 4 armed Gaussian bandit with unit variance and mean vector p = [7.25,7,7, 7], so that
the three suboptimal arms have equal means.

Intuitively, it might appear that forced exploration could significantly increase the sample complexity
of AT2 and IAT2. However, in Figure we see that [AT2’s performance remains unaffected and AT2
performs at least as well as IAT2 with moderate amount of forced exploration on the first instance,
where the gap between the means is small.

Figure [I2]shows that without forced exploration, AT2’s sample complexity blows up on the instance
with equal sub-optimal arm means. We see that on this instance, IAT2 performs significantly better
than AT2. Furthermore, IAT2’s sample complexity remains almost unaffected with respect to the
amount of forced exploration done.
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Figure 11: Sample complexity of Gaussian bandit Figure 12: Sample complexity of Gaussian bandit
with means p = [7.25,7.05,7,7.1], as a function with means p = [7.25,7,7,7], as a function of «
of o (Exp.6) (Exp.6)
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J.5 Experiments for bandits with bounded-support distributions

In this section, we experimentally demonstrate the performance of a natural extension of AT2 to a
non-parametric setting of bandits with arms having distributions supported in [0, 1] (see Appendix
for the modified AT2). This is the setting considered in, for example, [16].

Experiment 7: Consider a 4-armed bandit with the following arm distributions:
Beta(1.5,1), Beta(2,6), Beta(1l,1.5), and Beta(1,7).

Here, the arms have means

= 10.6,0.25,0.4,0.125].
While we do not provide the analysis of the algorithm for this setting, numerically we observe that
even in this non-parametric setting, extension of AT?2 to this setting outperforms 3-EB-TCB, and a
corresponding natural extension of TCB to this setting.
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Figure 13: Sample complexity (Exp.6), averaged Figure 14: Sample complexity (Exp.6), averaged
over 4,000 sample paths. We set § = 0.001. over 4,000 sample paths.

Reproducibility: Our code is implemented in Julia 1.7.1, and the plots are generated with
the Plots. j1 package. Other dependencies are listed in the Readme .md file, which also includes
instructions to reproduce the figures and tables presented here. We build upon the publicly available
code for [16]]. Our experiments are conducted on an institutional cluster computing facility having an
Intel Xeon Gold 6130 2.1GHz CPU with 32 cores.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The optimality of the proposed algorithm is proven in Theorem [3.1] We also
demonstrate the dynamics of the algorithm, as proposed in Theorem [.1] via numerical
simulations.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have discussed the limitations of the results presented in this paper due to
model assumptions such that independence, considering bandit instances from an SPEF, etc.
at the end of Section [1l

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We include all the assumptions made in the statements of the results.
We provide all the formal proofs in Appendix, and refer to them. All the theo-
rems/lemmas/propositions are numbered and referenced appropriately.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our key contribution is a new algorithm with its theoretical guarantees. We
perform numerical simulations to support the theoretical results. We include all the imple-
mentation details with the choices for different parameters in our numerical experiments
discussion in the Appendix [J|

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We include the code with scripts for reproducing the numerical results.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We include the choices of all the parameters in each simulation.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We include mean and standard deviations in all our experiments, along with
the assumptions made (independence of different runs of same simulation).
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10.

11.

12.

13.

14.

15.

. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We use an institutional computing facility for our experiments (see, end of
Appendix [J}).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The results of this work are theoretical in nature. We appropriately reference
all existing works to the best of our knowledge. We include justifications for all the results,
and implementation details for reproducing the simulation results of this work.

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The main contributions of this work are theoretical in nature. While we propose
a new algorithm, there are no harmful societal impacts or consequences of this research.

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We run numerical simulations. We do not use any publicly available datasets
for our experiments.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Please see paragraph on Reproducibility in Appendix [J]
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release any new assets.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowd sourcing nor research with human subjects.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
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