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Abstract

Critique ability, i.e., the capability of Large Language Models (LLMs) to identify
and rectify flaws in responses, is crucial for their applications in self-improvement
and scalable oversight. While numerous studies have been proposed to evaluate
critique ability of LLMs, their comprehensiveness and reliability are still limited.
To overcome this problem, we introduce CRITICEVAL, a novel benchmark designed
to comprehensively and reliably evaluate critique ability of LLMs. Specifically, to
ensure the comprehensiveness, CRITICEVAL evaluates critique ability from four
dimensions across nine diverse task scenarios. It evaluates both scalar-valued and
textual critiques, targeting responses of varying quality. To ensure the reliability,
a large number of critiques are annotated to serve as references, enabling GPT-4
to evaluate textual critiques reliably. Extensive evaluations of open-source and
closed-source LLMs first validate the reliability of evaluation in CRITICEVAL.
Then, experimental results demonstrate the promising potential of open-source
LLMs, the effectiveness of critique datasets and several intriguing relationships
between the critique ability and some critical factors, including task types, response
qualities and critique dimensions.

1 Introduction

Critique ability is crucial for the self-improvement [1} 2] of LLMs, as it enables the effective analysis
and correction of flaws in responses [3 4]. This capability also facilitates a more robust framework,
i.e., scalable oversight [5, /6], for ensuring the Al systems growing in scale and capability remain
aligned with human-desired outcomes and ethical standards.

So far, while numerous works have been proposed to evaluate critique ability of LLMs in downstream
tasks, like common NLP tasks [7, 8] and reasoning tasks [4} (9], their comprehensiveness and reliability
are limited. Specifically, existing works [10,11}112] typically evaluate only specific aspects of critique
ability, resulting in limited evaluated critique dimensions [[13} [11} [12} [10} [14], insufficient analysis of
response qualities and task types [4,9]. Besides, while GPT-4 is frequently used to evaluate textual or
natural language critiques [3, [10, [13], its reliability across all critique dimensions and tasks remains
unverified [10} [15]. In summary, a comprehensive and reliable benchmark for assessing critique
capability of LLMs is still under-explored, significantly impeding the in-depth analysis.
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Table 1: Comparison between the test and dev set of benchmarks and CRITICEVAL. A complete
list are described in Appendix [C} The response quality in some benchmarks is unclassified (-). PR
denotes the Pass Rate on reasoning and coding tasks. Our concurrent works are marked with a .

Bench K Critique Critique  Response  Test NL Subjective Objective Human Rel
enchmarks Format  Dimension Quality Data Size Metric Metric Anno. clease
CRITICBENCH [9] Scalar 1 2 0 - Accuracy X X
Shepherd [10] NL 1 - 352 GPT-4 - X X
Auto-J [11] NL/Scalar 2 - 232 GPT-4 Accuracy X v
UltraFeedback [12] NL 1 - 450 GPT-4 - X X
CRITICBENCH [16] Scalar 2 2 0 - FI,PR v v
MetaCritique [13] NL 1 300 GPT-4 w/ Ref. - v v
SummEval [8] Scalar 1 - 0 - Correlation v v
WMT-22 (zh-en) [7] Scalar 1 - 0 - Correlation v v
MT-Bench [17] Scalar 1 - 0 - Accuracy v v
CRITICEVAL (Ours)  NL/Scalar 4 4 3,608  GPT-4w/Ref. Correlation,PR v v

To fill this gap, we propose a novel benchmark, CRITICEVAL, designed to comprehensively and
reliably measure critique capability of LLMs. Specifically, to ensure comprehensiveness, CRITICE-
VAL evaluates critique ability of LLMs from following dimensions: evaluating a single response
(feedback), comparing pairs of responses (comparison), correcting the response based on feedback
(correction) and evaluating one feedback of LLM (meta-feedback). These critique dimensions
cover all categories of critiques in previous works [11} [13} 4] and the necessary capabilities for
self-improvement of LLM [[1] and scalable oversight [6]. These critique dimensions are measured
under nine diverse task scenarios, including three common NLP tasks, two alignment tasks, and four
math reasoning and coding tasks. Moreover, evaluated responses in each critique dimension and
each task are collected using various open-source and closed-source LLMs with different capabilities,
with human annotation ensuring varied quality levels. Furthermore, since both the scalar-valued
and textual formats of critique are commonly used in these scenarios [3]], CRITICEVAL evaluate the
critiques in both formats, equipped with objective [18|[19] and subjective [[10,11] evaluations, respec-
tively. Note that scalar-valued critiques typically refer to Likert scores and preference labels, while
textual critiques refer to more fine-grained textual analysis about response quality [[L1}[3]]. Overall,
as shown in Table[I] CRITICEVAL exhibits significant advantages in comprehensiveness compared
to previous benchmarks. It demonstrates great diversity in critique formats, critique dimensions,
response qualities and the data size of textual critique.

To ensure the reliability of evaluating textual critiques in CRITICEVAL, a large number of high-quality
critiques are annotated, serving as references for GPT-4 to evaluate textual critiques automatically.
To annotate these textual critiques efficiently, we employ a human-in-the-loop pipeline [20], first
generated by GPT-4 and then rigorously reviewed and refined by human experts.

Extensive evaluations of 35 widely used open-source and closed-source LLMs prove the reliability
of CRITICEVAL. Specifically, GPT-4 with human-annotated reference critiques achieves close
correlations with human judgments, while removing them results in significant performance loss.
Additionally, critiques with higher scores consistently lead to superior improvements, illustrating
a clear correlation between the real critique ability of LLMs and their evaluation scores within
CRITICEVAL. Then, extensive evaluations results also demonstrate that some open-source LLMs,
such as Qwen [21] and InternLM2 [22], are approaching state-of-the-art closed-source LLMs in
critique capabilities, and their critique ability could be further improved through scaling strategy.
Besides, the effectiveness of critique datasets is also validated. Finally, these evaluation results also
reveal several intriguing phenomena:

* Critique difficulty varies by task type. For instance, math reasoning and coding tasks are
more challenging for feedback, comparison, while they are easier for meta-feedback.

* There is an inverse relationship between the quality of critiques and responses. For example,
high-quality responses pose a greater challenge to critique effectively.

* Critique difficulty correlates with the critique dimensions; notably, comparison and meta-
feedback dimensions present greater challenges than feedback dimension.

These observations and phenomena promote an in-depth understanding of critique ability of LLMs.
We hope the discoveries could spur future research in this field.
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2 Related Work
2.1 Application of Critique Ability

Automatic Evaluation Automatic evaluation, also known as critique ability in recent works [3}[10],
has been well studied in the past few years [23| [18]. It aims to accurately judge the evaluated
responses in numerous NLP tasks and reduce the high cost of human annotations [[18} [17} 24} 25} 26].
Recently, advanced LLMs, like GPT-4, have exhibited very close correlation with human judgments
[L8L 127, [13], assign textual critiques with corresponding quality scores, i.e., the scalar-valued score, in
a chain-of-thought inference manner [28]]. To further mitigate the high inference cost of closed-source
LLMs, numerous works propose to improve critique ability of open-source LLMs by fine-tuning
them on critique datasets generated by GPT-4 [14] 29} 30], like Auto-J [[11] and UltraFeedback [12].

LLM Self-improvement So far, critique ability has been widely used for self-improvement of
LLMs in two stages: (1) Inference stage: Given textual critiques that analyze the flaws in the response
and provide suggestions, LLMs can iteratively improve the response quality [6} (15} 31} 32, 133]].;
(2) Training stage: Scalar-valued critiques are frequently used to compile responses with a clear
performance gap for rejective fine-tuning (RFT) or preference learning (RLHF [34])), which further
enhances LLM capabilities [[1}, 2} 5/ 35, 136]. For instance, Self-rewarding [1l] improves Llama-2-70B
by fine-tuning it on samples selected based on its rewards. Similarly, ChatGLM-Math [36] fine-tunes
a math-critique model for scoring generated answers, which are used for rejective fine-tuning [37]
and direct preference optimization [38]].

2.2 Benchmarking Critique Ability

So far, numerous meta-evaluation benchmarks have been proposed to evaluate the critique ability
of models [18]]. Early benchmarks mainly focus on evaluating scalar-valued critiques [30} 24] on
common NLP tasks [[18] 23], like translation [7] and summary [8]] by computing the correlations
between model and human judgments. Recent works also assess scalar-valued critiques of LLMs on
reasoning and coding tasks [24} 9]]. For example, CRITICBENCH [9]] built from 3 reasoning tasks,
analyzes important properties of critique ability of LLMs. Our concurrent work, CRITICBENCH [4]
analyzes several intriguing findings among generation, critique and correction capability on responses
collect from five reasoning tasks)’| Compared with these existing works, our proposed CRITICEVAL
exhibits advantages on several crucial factors, like critique dimensions, response qualities and diverse
task types, leading to more comprehensive evaluations for critique ability. Although CRITICBENCH
[9] collect high-quality responses, their quality levels are still unclassified.

Beyond scalar-valued critiques, evaluating textual critiques is more challenging [10} [15]. Most
existing works coarsely evaluated textual critiques using GPT-4 [11} |[12]], proven unreliable |10, [13].
Unlike them, our extensive results prove that GPT-4 with human-annotated critiques is reliable for
evaluating textual critiques. Although our concurrent work, MetaCritique [13]], demonstrates the
reliability of evaluating textual critiques by verifying their Atomic Information Units, it is unclear
whether their conclusions could be extended to more critique dimensions and tasks.

3 Preliminaries

We first formally define the key concepts and their corresponding notions in CRITICEVAL. FigurelT]
shows a specific case to understand these concepts.

Task Input (/) and Response (1?) represent the queries and generations of LLMs, respectively.

Critique aims to analyze and refine the generated responses. Formally, this paper studies the
critique capabilities in four dimensions: (1) feedback F involves textual analysis and a quality score.
Good feedback should not only find flaws in responses but also provide helpful suggestions for
correction [6]]; (2) correction or refinement C'R aims to revise responses with or without feedback.
Previous evaluations [11} 12} 9] overlook this dimension, although it is an inevitable step when letting
the model improve itself [35]; (3) comparison F. contains a textual critique and a preference label
for a pair of responses (R, Rp); (4) Meta-feedback F(Fy), i.e., the feedback of feedback itself [6],
involves a rating score reflecting the quality of F and corresponding textual analysis, which is a
high-level critique dimension. Such an ability is necessary to improve critique ability of LLMs [1} [13]].
Due to the complexity of the meta-feedback dimension, textual critiques are not collected in this
paper, and we leave it for future research.

3This work has the same name as the previous CRITICBENCH [9]].
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Task Input 8 The feedback point out some errors ... Meta
/10

Please give me a It also provides suggestions ... Feeback

recipe for pizza N /
Feeback Generated response fails to fulfill user’s query / l
( a ... Following suggestions could be considered ... \ /10
I do not know
any recipe ... 1
Response A g ‘ Here is the revision for response A: Of course! To Correct-
\ make a pizza, the following ingredients are needed: ... ion
\

Sure, here is a J‘

recipe for pizza: ...

Compar- |\ Response B is more helpful than A ... On the contrary B
/AB

Response B ision , response A only claims it cannot solve this input .

Figure 1: Cases of four critique dimensions. Scalar-valued critiques are scores and preference labels.

To the best of our knowledge, these four critiques cover all categories of critiques examined in
prior research [[11} 4] [13]]. Although the feedback of correction and comparison dimensions are also
important, they are not essential for the self-improvement of LLMs. Thus, this study mainly focuses
on studying the feedback of feedback F(F) and leaving the rest of them for our future work.

4 CRITICEVAL Construction

Given the challenge of crafting scalar-valued and textual critiques from scratch, we construct CRIT-
ICEVAL using a human-in-the-loop data construction pipeline as shown in Figure

4.1 Task Input Collection

Task inputs for 9 distinct tasks are collected to evaluate critique capabilities comprehensively (Step 1
in Figure[2). Specifically, CRITICEVAL includes three widely used tasks for evaluating critique ability:
(1) representative classical language tasks: summary [39], translation [40], and question-answering
[41]; (2) LLM alignment: general chat scenarios [19] and harmlessness cases [35]; (3) reasoning and
code capabilities: math reasoning with chain-of-thought (CoT) and program-of-thought (PoT), and
coding with and without execution results. We hereinafter refer to “code w/ execution” as “CodeExec”
and “code w/o execution” as “CodeNE”. For each task, we collect around 100 task inputs from the
test sets of some widely used benchmark datasets to ensure the task input quality and avoid data
contamination. Please refer to Appendix [D|for more details about the data source.

4.2 Response and Critique to be Evaluated

For each collected I in each task, LLMs of different scales and capabilities are first employed to
generate responses with diverse flaws (Step 2 (a) in Figure 2). The complete list of LLMs is in
Appendix [E] Then, low-, medium-, and high-quality responses with diverse quality differences are
collected according to the quality score annotated by the human raters with GPT-4-turbo as the
assistant (Step 2 (b)). Moreover, we also collect golden or correct responses, which have been proven
challenging for critiques [[15]. More details about how to select low-, medium, high-quality and
correct responses can be found in Appendix [F|

After collecting responses, we further collect critiques to be evaluated for the meta-feedback dimen-
sion by utilizing four LLMs that are known powerful for critiques (Step 3 (d) in Figure[2): (1) GPT-4;
(2) GPT-3.5-turbo; (3) Auto-J-13B [11]; (4) UltraCM-13B [12].

4.3 Reference Critique Generation and Annotation

After collecting task inputs and responses, four kinds of reference critiques are collected on these
responses to make the objective and subjective evaluation in our proposed CRITICEVAL more reliable.

Feedback and Correction GPT-4-turbo is utilized to generate feedback and corrections sequentially
(Step 3 (c) and (e) in Figure |Z|) The scalar-valued and textual critiques for feedback dimension

*More considerations for utilizing human-in-the-loop annotation pipeline are described in Appendix
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Figure 2: The data construction pipeline for our proposed CRITICEVAL. Step 1: 9 tasks and numerous
LLMs are prepared. Step 2: LLMs are employed to generate responses, which are then meticulously
reviewed by human experts. Step 3: Critiques are generated by LLMs with strong critique ability,
and human experts annotate them.

are collected, denotes as “score” and “text” in Figure[2] Since responses in math reasoning and
coding tasks pose significant challenges for critiques during our annotation, ground-truth answers are
provided for GPT-4 as references to generate high-quality feedback and corrections. Then, they are
carefully reviewed and revised by human annotators.

Comparison Our empirical finding suggests that pairs of responses pose greater challenges for
comparison if they perform similarly. Therefore, two kinds of pairs are first created: (Rjow, R high)
and (Rped, Rhigh), designated as the easy and hard samples, respectively. Then, GPT-4-turbo is
prompted to provide scalar-valued and text critiques on these pairs (Step 3 (f) in Figure2). These
outputs, labeled as “preferred label” and “text” in Figure 2} are then refined by human annotators.

Meta-Feedback Since GPT-4 has been proven unreliable to evaluate critiques [[10} [15], three human
experts are asked to provide their quality scores for generated critiques (Step 3 (d) in Figure [2).

During human annotation, multiple human experts are asked to follow a rigorous annotation pro-
tocol, detailed in Appendix [H.1] and the statistics of human annotation for reference critiques are
described in Appendix [H.6] Besides, several case studies are shown in Appendix [[|to facilitate a clear
understanding of our proposed CRITICEVAL.

5 Evaluation Metrics
5.1 Objective Evaluation

Feedback and meta-feedback evaluation aim to evaluate the consistency between generated
scores and human judgments. This setup facilitates the generation in a chain-of-thought manner,
followed by the quality score of the evaluated critiques. For the meta-feedback dimension, LLMs
are prompted with annotated reference critiques. The widely-used Spearman correlations [42]] are
computed [23} 24], which ranges from —1 to 1 (normalize to (—100, 100)). Higher scores indicate a
higher consistency with human judgments. The p-value of spearman correlation are recorded, and
p < 0.05 is typically considered to be statistically significant [23] 43].

Comparison evaluation assesses the accuracy of LLM in deciding preferences between two
responses. It is well known that current LLMs exhibit significant positional bias [[17, |44 45]],
i.e., LLMs tend to prefer responses based on their specific position in the prompt. We implement a
rigorous verification process to mitigate the effects of positional bias. Specifically, given responses R,
and R}, to be compared, we obtain the comparison based on two orders, noted as F* = F.(R,, Rp)
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Table 2: Subjective and objective evaluation results on the test set of CRITICEVAL. Dark gray and
shade gray in this and the following tables highlight the best and worst performance. Objective
feedback and meta-feedback scores with > 0.05 p-value are marked with {. Fs, CR, Fi., Fs(Fy)
represent feedback, correction, comparison and meta-feedback critique dimensions, respectively.
Overall column denotes the overall score over multiple critique dimensions.

Models Subjective Evaluation Objective Evaluation
F;, CR F. Overal F, CR F. Fs(Fs) Overall
Closed-source LLM
GPT-4-turbo 7.84 7.69 @ 7.89 7.81 63.54 69.67 57.33 62.90 72.55
GPT-3.5-turbo 521 755 492 5.89 5144  64.00 40.67 28.71 60.83

Claude-instant-1 588 7.72 5.76 6.45 4278  50.00 44.89 38.89 58.93
Open-source Qwen Series LLMs [47]

Qwen-72B-Chat 557 745 5.02 6.01 42.64 54.67 44.00 27.86 58.48
Qwen-14B-Chat 481 725 398 5.35 14321 3800 1578 10.72f 41.58
Qwen-7B-Chat 4.05 638 3.47 4.63 -8.09T 3233 533 11.737 34.87

Open-source InternLM2 Series LLMs [48]
InternLM2-20B 6.03 748 5.10 6.20 58.61  50.50 44.67 3.957 56.61

InternLM2-7B 520 7.7 4.62 5.66 49.09 36.17 23.78 3.177 46.52
Open-source Mistral Series LLMs [49]

Mixtral-8x7B 531 733 462 5.75 51.00 43.34 4378 26.66 56.49

Mistral-7B 470 720 4.28 5.39 43.66 38.17 27.88 31.68 50.93

Open-source Llama-2 Series LLMs [37]

Llama2-70B-Chat 4.12 7.11 3.95 5.06 3279 4234 21.11 28.32 48.50
Llama2-13B-Chat 3.70 7.11 3.32 4.71 30.61  24.67 22.67 31.02 44.54
Llama2-7B-Chat 344 6.02 3.21 422 20.81 21.00 5.33 5.671 34.89

and F? = F.(Ry, R,). The objective scores are computed by: s = %Zi\il 1(L(F2, F?)), where
1 — {0, 1} is the indicator function. L(F¢, F?) is true if and only if F¢ # F° and F¢, F? align
with ground-truth preference label. NV is the number of test samples.

Correction evaluation is only conducted on math reasoning and coding tasks since the revision
could be easily verified with the ground-truth answers and the test cases [4}9]]. Thus, the objective
evaluation metric is implemented as the pass rate: % where N and Np, are the number of the
total samples and passed samples, respectively.

5.2 Subjective Evaluation

The subjective evaluation aims to evaluate the quality of the generated textual critiques. Since
responses in math reasoning and coding tasks can be verified, we only conduct subjective evaluations
on other 5 tasks for the correction dimension. In our work, GPT-4 evaluates the generated critiques
by generating the chain of thought followed by the score, with our human-annotated critiques as
references. It is well-known that LLMs prefer longer generations during their automatic evaluation
[46, 43]. However, Figure[7]in Appendix [J] proves that there is no clue that GPT-4, with our concise
and precise reference critiques as input, would give higher scores to longer critiques. The subjective
scores range from 1 to 10. Following previous work [20]], the human-annotated reference critiques
are anchored to 8, serving as a relative scoring pivot.

5.3 Overall Score
The overall score of subjective and objective evaluation is computed as averaging on all the critique
dimensions, and more details about computing the overall score can be found in Appendix

6 Evaluation and Analysis

The critique abilities of representative LLMs are analyzed in this section, and the overview results
are shown in Table 2] Firstly, the reliability of evaluation in CRITICEVAL are proven in Section[6.2]
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and Section[6.3] Then, overall analysis is described in Section[6.4] Furthermore, several intriguing
phenomena about some critical factors are described, including task types (Section[6.5), the response
quality (Section[6.6) and the critique dimensions (Section[6.7). Finally, we elaborate and analyze the
fine-grained error patterns of model-generated critiques in Section[6.8] The complete experimental
results of all evaluated LLLMs on the test/dev set for each task and each critique dimension are placed
in Appendix|[]

6.1 LLMs to be Evaluated

35 widely used open-source and closed-source LLMs of different sizes are evaluated on CRITICEVAL,
including the instruction-tuned LLMs [21} 50,122 |51]], critique-tuned LLMs that fine-tuned on critique
datasets generated by GPT-4 [[L1} 12} 30]], and reward models [12}152,|53]]. Please refer to Appendix
for all evaluated LLMs and the inference details. The prompt templates for LLMs on critique
dimensions are shown in Appendix [[ with score rubrics listed in Figure [I8]in Appendix [H.3]

6.2 Reliability of Subjective Evaluation in CRITICEVAL

As LLMs are prompted with human-annotated cri- Table 3: Results of meta-feedback dimension in
tiques, their performance in meta-feedback could CRITICEVAL dev set. p-value < 0.05.

reveal their reliability for evaluating generated tex-
tual critiques. As shown in Table [2| (F(F}) col- Models F,(Fs) Fs(Fs) wloref.
umn) and Table [3] GPT-4-turbo achieves very high GPT-4-turbo 66.18  47.26 (-18.92)
correlations (62.90, and 66.18) with human judg- C(l)wfln-'l'sinltsl ggg; %Sgg Eiggﬁ;
ment. Although there is still a gap compared to the auce-mstant- : 00 (=17
average human level (66.18 < 79.03), the strong GPT-3.5-turbo LU st D)
correlations ensure the reliable evaluation for tex-

tual critique ability [23]]. Furthermore, we also conduct the ablation study to prove the contribution of
our human-annotated reference critiques. As shown in Table[3] it can be found that all LLMs perform
worse when the reference critiques (ref.) are removed (average -13.36 performance decrease), proving
their significant contribution for reliable subjective evaluation in our proposed CRITICEVAL.

Moreover, except for the feedback critique dimension, we also  Table 4: Correlations in C.R and
test the reliability of subjective evaluation on the correction F, dimensions. p-value < 0.05.
and comparison critique dimensions. Specifically, we ask three
human annotators to annotate the quality score of 450 critiques - CR F.
generated by five representative LLMs (GPT-3.5-turbo, Qwen- Human Avg. 87.04 76.55
72B-Chat, InternLM2-20B-Chat, Mistral-7B and ChatGLM?3- GPT-4 w/ref. 82.10 70.27
6B) from 9 tasks in CRITICEVAL, and all the human annotators
are guided by the same evaluation protocol in our subjective evaluation. The results are shown in Table
E} It can be found that GPT-4-turbo, with our human-annotated critiques as references, could achieve
a very strong correlation with human judgments, close to the average human level. This observation
proves the robust and reliable subjective evaluation of the textual critiques in the correction and
comparison dimensions. Besides, the correlation scores on the correction and comparison critique
dimension are higher than the feedback dimension. This phenomenon suggests that the feedback of
the feedback is more challenging than the feedback of correction and comparison.

6.3 More Effective Critiques Consistently Lead to Superior Corrections

Table 5: The quality of corrections C'R increases as the quality of feedback increases.

Objective Subjective
Models Source of Feedbacks . CR F. CR
InternL.M2-20B-Chat Llama2-70B-Chat 224 7.15 563 571
InternLM2-20B-Chat InternLM2-20B-Chat 7.53 10.33 6.85 5.80
InternL.M2-20B-Chat Human-Annotated 8.00 50.50 8.00 7.48
Llama2-70B-Chat Llama2-70B-Chat 224 533 563 554
Llama2-70B-Chat InternLM2-20B-Chat 7.53 1247 6.85 6.32
LLama2-70B-Chat Human-Annotated 8.00 4234 8.00 7.11

Although the reliability of subjective evaluation has been proven in Section[6.2] it is still unknown
whether real feedback critique ability of LLMs is consistent with the evaluation results in
CRITICEVAL. To explore this, we prompt the InternLM?2-20B-Chat and Llama2-70B-Chat models
to revise responses from CRITICEVAL using three sources of feedback with varying quality levels. As
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illustrated in Table[5] a clear and consistent trend emerges: as the quality of the feedback increases,
both the objective and subjective revision performance improves. This finding underscores that real
critique ability of LLMs aligns closely with the evaluation results in our proposed CRITICEVAL, i.e.,
critiques of LLMs with higher scores are more accurate and effective for corrections.

In summary, the reliability of evaluation in CRITICEVAL has been well proven. Following sections
will describe the overall analysis and relationships between critique ability and several crucial factors.

6.4 Overall Analysis of LLMs

As shown in Table[2] GPT-4 significantly outperforms other LLMs Table 6: Critique-tuned LLM:s re-
on most critique dimensions, while slightly underperforms our sults in feedback dimension.
human-annotated critiques (7.81 < 8). Surprisingly, open-source
LLMs are approaching state-of-the-art closed-source LLMs. For Models Sub.  Obj
example, InternLM2-20B-Chat surpasses GPT-3.5-turbo on over- ~ Llama-2-13B ~ 3.70  30.61
st . Llama-2-70B 4.12 3279

all subjective scores (6.20 > 5.89). Furthermore, there is a clear

. . " o . . Auto-J-13B 421 36.05
relationship that the critique ability of LLMs improves steadily UltraCM-13B 412 2151
as the number of parameters increases (Table [2), suggesting that TigerScore-13B 331 17.87
the critique ability of LLMs highly correlates with their capability.
We also provide a clear diagram to show this relationship in Figure [I4]in Appendix[R] Beyond the
average scores, we also categorize the textual critiques of LLMs into multiple quality intervals for
more interpretable analysis, which are described in Appendix

The results of critique-tuned LLMs in the feedback dimension on  Table 7: Reward model objective
the test set are shown in Table @ It can be found that critique- results in F, and F, dimensions.
tuned LLMs fine-tuned from Llama-2-13B significantly outper-
form even the Llama-2-70B-Chat model, proving the effective- Models F, F.
ness of critiques datasets [[11} [12]. The results of representative =~ GPT-3.5-turbo  51.44  40.67
reward models are shown in Table[7] From these results, it can ~ UltraRM-13B [152.33 *'54.67
be found that reward models like UltraRM-13B achieve impres- Ziya-7B 2581 40.00
sive performance in scoring the quality of responses, significantly

outperforming GPT-3.5-turbo. This observation aligns with findings in recent works [14]].

6.5 Relationship with Task Type

Effective critiques usually require domain Table 8: Two Avg. rows represent the average scores of
knowledge and understanding of given all LLMs on the first 5 tasks and the last 4 tasks.
tasks. We analyze the relationship between

critique ability and task type in Table F. F. CR F,(F)
1 y yP B Tasks  —oup—OBj. Sub.  Obj. Sub. OBj.  Obj.
which shows the average performance of —rqate 443 3114 378 1828 531 . 2.03
all evaluated LLMs. Chat 509 2060 497 3260 5.66 1.80

Feedback, Comparison LLMs achicve  Summary 476 2893 46 3712 S99 . 05
much hlgher scores in the first five tasks Harmless. 5.12 25.04 397 1935 751 - 271
than on math reasoning and coding tasks, Avg.  [492 2729 448 2700 618 - 3.12
indicating math reasoning and code tasks ~ MathCoT 3.55 22.56 %.80 1242 - 2936 19.63
are more challenging. Codebyee 307 1338 274 772 . 20 253
Meta-Feedback LLMs achieve much CodeNE 277 1037 280 1033 - 2950 2438

higher consistency with human judgments Avg. 319 1853 285 1136 - 29.01 [ 23.06
on code and math reasoning tasks, indicat-
ing that evaluating textual critiques in math reasoning and code tasks is more reliable.

Correction Math reasoning tasks are more challenging than cod- Table 9: Average performance
ing tasks, and CodeExec is easier to revise than CodeNE due to the of evaluated LLMs on test set.
richer information in execution results. Except for math reasoning
and coding tasks, the translation is the most challenging task because Dimension Sub.  Obj.
professional domain knowledge is required, while harmlessness is CRw/HF | 712 43.66
the easiest to refine since most LLMs have been trained to avoid CRw/SF 548 13.01
harmful generations [35]]. Furthermore, we explore the variancein ~ CRWEF 516  14.44
correction quality on reasoning and coding tasks (Obj. in Table[J)

and other subjective tasks (Sub. in Table@]) Specifically, three kinds of feedback are used for correc-
tion: (1) Human-annotated Feedback (HF); (2) Empty Feedback (EF), where LLMs are prompted to

>Subjective tasks represent five tasks (translation, general chat, QA, summary and harmlessness).
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improve responses without any feedback; and (3) LLMs Self-generated Feedback (SF). As shown
in Table [9] it can be found that self-generated feedback is beneficial to corrections on subjective
evaluation (HF(7.12) > SF(5.48) > EF(5.16)), while it might negatively affect corrections on
objective evaluation of math reasoning and coding tasks (SF(13.01) < EF(14.44) < HF(43.66)).
This observation proves that LLMs struggle in self-improvement on challenging reasoning tasks,
aligning with recent findings [54} |4].

6.6 Relationship with Response Quality

Before analyzing the relationship between response quali- Table 10: Error pattern distribution (%).
ties and critique ability, it is essential to categorize the error
patterns in responses. We highlight that the error patterns Error Pattern Low Med. High
are related to the task type, complicating the classification Obvious 74.68 2948 20.42
of errors. To conduct a representative analysis of errors in Complex 16.46 [ 4551 31.69
all tasks, human annotators are asked to categorize errors Subtle 8.86  25.00 47.89
into three patterns, which collectively encompass nearly

all the cases: (1) Obvious error is easy to critique and correct, like apparent misuses of words in
translation task; (2) Complex error is challenging to correct, regardless of whether critiques are easy
to critique, like logical reasoning error in reasoning tasks; (3) Subtle error is hard to critique, while
it is usually easier to revise than complex error, like slight misunderstandings of context in general
chat. The distribution presented in Table [I0]reveals distinct primary errors across different response
qualities. More details about these error patterns in each task are described in Appendix

Given the distribution of error patterns, we ana- Table 11: Average performance of LLMs on the
lyze critique ability of LLMs on responses with  different response qualities (test set).

varying qualities. As shown in Table [IT] high-
quality responses are the hardest for feedback

Subjective Objective

since they contain lots of subtle errors (Table Quality —p™—CR —F,  CR F(Fy)
[I0). Note that the medium-quality responses Low 514 717 2193 746.04° 2273
have higher objective feedback scores than low-  Medium 4.76 7.08 [ 23.10 40.58 19.78
quality ones, which is inconsistent with our ex- High 4.66 7.15 20.62 45.19 | 28.84

pectations. This phenomenon is because low-
quality responses often receive very low human-annotated quality scores (near 1), while the scoring
of LLMs tends to be higher, leading to a discrepancy. For the correction dimension, low-, and
high-quality responses are easier to correct than medium-quality due to the most obvious and subtle
errors. There are two kinds of qualities for comparison dimension: easy and hard. Most LLMs
perform better on easy samples than on hard samples. Specifically, the subjective and objective scores
of easy samples are 4.78 and 39.73, respectively, higher than those of hard samples (4.55 and 29.80).
For the meta-feedback dimension, LLMs achieve the highest consistency with human judgments on
high-quality responses while performing worst on medium-quality responses.

6.7 Relationship with Critique Dimensions

The average scores of all evaluated LLMs on different critique dimensions Table 12: Average perfor-
are shown in Table @ Objective scores of comparison and correction mance on test set.

are not recorded because they are not correlations. Several conclusions
can be made: (1) correction is the easiest critique dimension, followed Dimen. Sub. Obj.

by feedback, and then comparison. This observation demonstrates that F 4.89 [ 35.75
comparison requires accurate analysis of both responses, which is more Fe 458 y

: AN . . : F.(F,) - 2297
complex than the feedback dimension; (2) As a high-level critique dimen- CR 712 .

sion, meta-feedback is more challenging than the feedback.

6.8 Fine-grained Failure Modes in Model-Generated Critiques

This section analyzes the fine-grained failure modes in model-generated critiques across feedback,
comparison and correction dimensions. As illustrated in Table [I3] human annotators summarize
the 12 main failure modes in model-generated critiques. Then, we compute the distribution of these
failure modes of all evaluated LLMs. Figure [3|demonstrate that the most frequent failure modes are
missing errors (E1, E2), lacing effective comparison analysis (E7) and worse revision than references
(E10) for feedback, comparison and correction dimensions, respectively. Furthermore, as shown in
Figure 4] it can be observed that missing errors/suggestions (E1, E2) and inaccurate critiques (E3, E4,
ER) usually lead to lower subjective scores.
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Table 13: Definition of Failure Modes in Feedback, Comparison and Correction critique dimensions.
E1-E6 denotes the shared failure modes of feedback and comparison dimensions, and E7-E8 belong
to comparison dimension. E9-E11 belong to the correction dimension.

D.Crlth.ue Failure Mode Description of Failure Mode
imensions
El Feedback misses some errors.
E2 Feedback misses revision suggestions or suggestions are low-quality.
Feedback and E3 Feedback incorrectly analyzes correct content as erroneous.
Comparison E4 Feedback content contains errors.
ES Feedback is correct but complex.
E6 Feedback is not concise, repetitive or irrelevant.
C . E7 Critiques lack effective analysis between two responses.
omparison .
E8 Preference between two responses is wrong.
E9 Revision does not follow suggestions in feedback well.
Correction E10 Revisions are better but have not reached the reference.
El11 There are some errors in revisions.
- Other Other Cases

Distribution of Failure Modes in Three Critique Dimensions

= = N
o %] =]

Distribution (%)

u

E2 E3 E4 E5 E6  Other 0 El E2 E3 E4 E5 E6 E7 E8  Other
Feedback Failure Modes Comp-Feedback Failure Modes

E9 E10 Ell  Other
Correction Failure Modes

Figure 3: Distribution of failure modes in each critique dimension.
Average Subjective Scores (1-10) of Failure Modes
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>
o

4.25
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4.00

b
=)

4.5
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w

3.25 35

w
o

El E2 E3 E4 ES E6 E7 E8  Other 3.0

E2 E3 E4 E5 E6 Other
Feedback Failure Modes Comp-Feedback Failure Modes Correction Failure Modes

E9 EI0 EIl Other

Figure 4: Average subjective score of failure modes in each critique dimension.

7 Conclusion and Future Work

In this paper, we introduce a comprehensive and reliable benchmark for evaluating the critique
abilities of LLMs, named CRITICEVAL. Extensive experimental results first prove the reliability of
CRITICEVAL, and reveal the promising potential of open-source LLMs, the effectiveness of critique
datasets and intriguing relationships between critique capabilities and some factors: task types,
response qualities and critique dimensions. These observations significantly promote an in-depth
understanding of the critical ability of LLMs and LLM’s self-improvement. In the future, we plan to
enhance our benchmark in several key areas: (1) Broadening the scope to include more tasks, such as
tool-using; (2) Extending the benchmark to encompass other languages, like Chinese; (3) Improving
the subjective evaluation protocol to allow for more fine-grained analysis; (2) Continue to evaluate
LLMs and track their critique ability, like Llama-3 models; (5) Improving the quality of reference
critiques by incorporating additional high-quality critiques from advanced LLMs if and only if their
quality surpasses the existing reference critiques.
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A Limitations

A.1 Sub-optimal Reference Critiques

Following previous work [20]], our work construct CRITICEVAL with the human-in-the-loop annota-
tion pipeline, i.e., multiple human annotators are asked to review and revise the critiques generated
by GPT-4 model. Even though we have established a rigorous annotation process to ensure the
high quality of annotated critiques, human annotators are inevitably influenced by GPT-4’s initial
generated critiques in some more open-ended tasks, like general chat and QA tasks. This problem
may result in the quality of revised critiques by human annotation still being sub-optimal. To address
this problem, we plan to enhance CRITICEVAL in our next version. Specifically, we will replace
existing reference critiques with potential better critiques generated by advanced evaluated LLMs,
like Claude—3E], if and only if their qualities surpasses reference critiques.

A.2 GPT-4 Model for Subjective Evaluation

CRITICEVAL mainly utilizes the advanced GPT-4-turbo model for subjective evaluation. Despite
integrating high-quality annotated reference critiques to guide GPT-4 toward more accurate assess-
ments, it’s essential to acknowledge that the model’s evaluations may not always align perfectly with
human judgment. While GPT-4 have yet to reach the level of precision of human annotation - they
currently represent the most effective approach for balancing the trade-offs between evaluation cost
and quality. It is still a significant challenge to accurately and automatically evaluate critiques across
all scenarios. Recognizing this, we aim to address these issues in our future work by progressively
refining our benchmark and evaluation protocols.

A.3 More Tasks for Critique

Compared with existing benchmarks [[12} 10, |14} [13]], our proposed CRITICEVAL exhibits significant
advantages in the diversity of evaluated task scenarios. Although we strive to cover a wide range of
diverse generation tasks, there are still some tasks have yet to be considered, such as tool learning
[S5], knowledge-intensive tasks [S6] and hallucination [57]]. In our future work, we will continue to
include more tasks in the next version of CRITICEVAL.

A.4 More LLMs to be Evaluated

Some newly proposed LLMs and reward models [58] have not been added yet, like Llama—3[] and
Claude-3 series models. Since our conclusions are summarized from evaluation results of over 35
open-source and closed-source LLMs, lacking these LLMs does not affect conclusions. We will
continue to evaluate their critique ability in our future work.

A.5 Limited Inference Strategy

In this paper, all the evaluated models generate the critiques by using the greedy-search decoding
method. There exist some inference strategies to potentially improve the model’s performance, like
structured generation [59]. The primary goal of our proposed CRITICEVAL in the current stage is to
construct a comprehensive and reliable benchmark for evaluating the critique ability of LLMs, and
we will explore these inference strategies to improve the critique ability in our future work.

B Ethical Considerations

Most task inputs in CRITICEVAL are collected from publicly available datasets, free from any possible
harm toward individuals or groups. Moreover, humans carefully select and process the responses
and critiques generated by LLMs to secure privacy and confidentiality. No personal identification
information is involved. However, it should be noted that the task input, responses, and critiques
in the Anthropic-HHH dataset [[60] of the harmlessness task contain harmful materials and hate

®https://www.anthropic.com/news/claude-3-family
"https://ai.meta.com/blog/meta-1lama-3/
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speech. Despite the risks involved, it is essential to disclose this research fully, and materials in the
Anthropic-HHH dataset have been widely used for safety research in the LLM community. All raters
have been paid adequate wages. The hourly wage of our human annotators is about 5.69 USD, which
is much higher than average hourly wage 3.13 USD on Amazon Mechanical Turk [61].

C Comparison and Statistics of CRITICEVAL

The comparison between CRITICEVAL and existing benchmarks can be found in Table[T4] which
proves the advantages of our proposed CRITICEVAL for critique evaluation. Compared with existing
benchmarks for critique evaluation, our proposed CRITICEVAL contains 3,608 textual natural
language critique samples (textual critiques) that are well annotated by multiple human annotators,
leading to a more stable and reliable assessment in our subjective evaluation. The scale of objective
evaluation data (scalar data) in our dataset is second only to Chat Areneﬂ and SummEval [8]]. However,
compared to these two datasets, our dataset contains a more diverse range of critique dimensions and
tasks (nine diverse tasks). Moreover, the statistics of CRITICEVAL in the test and dev set are shown
in Table

Table 14: Statistics of existing critique benchmarks, meta-evaluation benchmarks (scalar-valued
critique evaluation), and CRITICEVAL. NL and Scalar denote natural language feedback and scalar-
valued feedback, i.e., the preference label or Likert score [3]]. CriticBench [9,[16] contain two kinds
of response quality (correct and wrong). The responses in some benchmarks are not unclassified, and
we set them as unclassified (-). Scalar-valued critiques in Auto-J [[L1] are from its Eval-P, and textual
critiques are from Eval-C split.

Critique Critique Response Test Scalar  Test NL Human

Dataset Format Dimensions Qualities Data Size  Data Size Annotation Released
Shepherd [10] NL 1 - 0 352 X X
UltraFeedback [12] NL 1 0 450 X X
Auto-J [11] NL / Scalar 2 - 1,392 232 v v
CriticBench [9] Scalar 1 2 3,234 0 v X
CriticBench [16] Scalar 2 2 3,825 0 v v
MetaCritique [13] NL 1 - 0 300 v v
SummEval [8] Scalar 1 - 1,600 0 v v
WMT-22 (zh-en) [7] Scalar 1 - 33,750 0 v v
WebNLG-2020 [62] Scalar 1 - 2,848 0 v v
AFCE [30] Scalar 1 - 1,600 0 v v
GSMSK [63]30] Scalar 1 - 2,638 0 v v
Just-Eval [64] Scalar 1 - 4,500 0 X v
OpenMEVA (ROC) [65] Scalar 1 - 1,000 0 v v
BAGEL [66] Scalar 1 - 202 0 v v
Commongen [67] Scalar 1 - 2,796 0 v v
Vicuna Bench [14] Scalar 1 - 320 0 X v
MT-Bench [14] Scalar 1 - 320 0 X v
FLASK [68] Scalar 1 . 2,000 0 v v
FeedBack Bench [14] Scalar 1 - 1,000 0 X v
CRITICEVAL (Ours)  NL/Scalar 4 4 2,892 3,608 v v

D Source Data for Different Tasks

The benchmark includes three representative classical language tasks: summary [39], translation
[40]], and question-answering [41]]. Since a popular application of LLMs is to serve as a chatbot,
where alignment is important to ensure the safe application of LLMs, we collect instructions from
general chat scenarios [19] and harmlessness cases [35] to evaluate the LLMs’ critique ability for
alignment. Furthermore, the reasoning and code capabilities are also fundamental for augmenting
LLMs as agents [[78], another important and promising application of LLMs. Thus, we also collect

8https://hf-mirror.com/datasets/lmsys/lmsys-arena-human-preference-55k
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Table 15: The statistics of the test and dev set in our proposed CRITICEVAL.

Feedback Comp-Feedback Correction Meta-Feedback
Tasks Dev Test Dev Test Dev Test Dev Test Sum.
Sub. Obj. Sub. Obj. Sub. Obj. Sub. Obj Sub. Obj. Sub. Obj. Obj. Obj.
Translation 70 90 50 30 60 80 40 20 60 - 40 - 60 60 660
QA 70 90 50 30 60 80 40 20 60 - 40 - 60 60 660
Chat 70 90 50 30 60 80 40 20 60 - 40 - 60 60 660
Summary 70 90 50 30 60 80 40 20 60 - 40 - 60 60 660
Harmlessness 70 90 50 30 60 80 40 20 60 - 40 - 60 60 660
MathCoT 70 73 50 40 60 80 40 20 - 50 - 50 72 72 677
MathPoT 70 51 50 40 60 80 40 20 - 50 - 50 72 72 655
Code Exec 70 90 50 40 60 80 40 20 - 50 - 50 60 60 670
Code not Exec 70 90 50 40 60 80 40 20 - 50 - 50 60 60 670

instructions for math reasoning with chain-of-thought and program-of-thought, and coding with and
without execution results.

To ensure the difficulty of CRITICE-

VAL, we only collect coding and Taple 16: Source of 9 tasks in CRITICEVAL. Most tasks

math reasoning questions that some  contain diverse samples from multiple test sets.
70B LLMs cannot correctly answer,

which is proven effective in previous Tasks Source From Test Data ~ Num. License
works [9]. Our motivation is to col- Translation WMT20 MLQE [40] 100 Unknown
lect questions that could easily raise Chat ChatArena 50each . CC-BY-40
responses with diverse flaws. Simple AIIZ;ICEEWZ{ 1191 CC-BE-NC-“-O
: : BQA [41] Unknown
questions pose challenges for us in QA CommonQA[69] 35 each MIT
achieving this goal since most LLMs PIQA [70) Unknown
can easily solve them. Collecting Harmlessness HHH [60] 100 MIT
these questions that 70B LLMs can- Summary Summ. HF [39] 100 MIT
not answer correctly makes the diffi- AquA-RAT [71] Apache-2.0
culty of questions become moderate ~ Math PoT MathQA [72] Apache-2.0
. . . GSMSK [73] 20 each MIT
or complex, which aligns with our mo- ~ Math CoT NumGLUE [74] Apache-2.0
tivation. TheoremQA [75] MIT
. Code w/. exec MBPP [76] CC-BY-4.0
The details of selected datasets for 9 Code w/o. exec HumanEval [[77) 50 each MIT

tasks are listed in Table[I6] covering
the well-known NLP tasks (translation, summary, and question answering), reasoning tasks (math-
ematics and coding), and alignment (general chat and harmlessness). These datasets’ test sets are
used for CRITICEVAL construction, avoiding data contamination. For each task, we collect around
100 instructions from the test sets of some widely-used benchmark datasets to ensure the instruction
quality and avoid data contamination.

Our dataset is under Apache 2.0 License.

E List of Used LLMs for Response and Critique Generation

Our study uses several LLMs with different capabilities to generate diverse feedback, listed in Table
Besides, we also use some critique-tuned LLMs to generate textual feedback, like Auto-J-13B
and UltraCM-13B models.

F Details of Responses Generation

F.1 How to Collect Low-, Medium-, High-quality Responses

To identify the quality of these responses efficiently, GPT-4 is utilized to initially assign quality ratings
ranging from 1 to 7 (Step 2 (b) in Figure [2)) then let human annotators meticulously review and adjust
these scores, which are used in the objective evaluation in the feedback dimension (Section @ then,
three responses with distinct quality differences for each I are sampled based on their human-verified
quality scores, including low-, medium-, and high-quality responses (noted as Riow, med, Rhigh,
respectively). Due to partial simple or hard queries, there might be queries where the scores of
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Table 17: The list of used LLMs for generating responses and critiques.

LLMs Source
InternLM-7B-8K https://huggingface.co/internlm/internlm-7b
Qwen-7B-Chat https://huggingface.co/Qwen/Qwen-7B-Chat
Qwen-14B-Chat https://huggingface.co/Qwen/Qwen-14B-Chat
Baichuan2-13B https://huggingface.co/baichuan-inc/Baichuan2-13B-Chat
InternL.M-20B https://huggingface.co/internlm/internlm-chat-20b
Vicuna-33B-V1.3 https://huggingface.co/lmsys/vicuna-33b-v1.3
OpenBuddy-70B-V14.3  https://huggingface.co/OpenBuddy/openbuddy-1lama2-70b-v14.3
WizardLM-70B-V1.0 https://huggingface.co/WizardLM/WizardLM-70B-V1.0
GPT-3.5-Turbo https://chat.openai.com/
GPT-4 https://chat.openai.com/
UltraCM-13B https://huggingface.co/openbmb/UltraCM-13b
Auto-J-13B https://huggingface.co/GAIR/autoj-13b

three responses are close. However, there is a distinct quality difference between low, medium, and
high-quality responses overall.

The statistical of responses’ quality scores on
9 tasks can be found in the Figure[5] Figure[3]
demonstrates the discernible performance dis-
parities in responses for each task. Since auto-
matic execution leaks quality information, we
do not collect the correct responses for the Code-
Exec task. Such variation is instrumental in an-
alyzing the impact of response quality on the
feedback.

- Low
B Mcdium
N High

BN Correct

F.2 Correct
or Golden Response Generation

Golden or correct responses are collected for
each task input I, which are proven challenging
for critiques [[10} [15]. We use GPT-4 to generate
correct responses using ground-truth rationales
or codes as hints for coding and mathematical
tasks. Since executions leak information about
response quality, correct responses are not collected for the CodeExec task. In tasks beyond coding
and mathematics, GPT-4 is prompted to refine its past generations, given its feedback during multiple
turns, and the last revision is collected as golden response.

3 4 5
Likert Score (1-7)

Figure 5: Human annotated Likert scores (1-7).

G Reasons of Utilizing Human-in-the-Loop Data Generation Pipeline

We construct the high-quality reference critiques by using human-in-the-loop data generation pipeline,
which is motivated by two essential considerations (effectiveness and efficiency).

Human-written Critiques are Usually Insufficient - Sub-optimal (Effectiveness) Our trial
human annotation reveals that human annotators might neglect some apparent or severe issues when
writing critiques from scratch, consistent with findings in recent studies from OpenAl [79,16]. Our
experimental result in Appendix [M]demonstrate that neglecting issues usually leads to low-quality
critiques. In contrast, despite the possibility of generating wrong critiques, LLMs like GPT-4 offer
more comprehensive and detailed critiques [79]. By revising LLM’s errors by human experts, the
final critiques could be more comprehensive and accurate, leveraging the strengths of both human
annotators and LLMs.

Annotating Challenging Critique Task from Scratch Cost A Lot (Efficiency) Writting critiques
from scratch is a significant challenge [20, [10]]. For instance, Shepherd [52]] incurred an annotation
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cost of 8% per sample, leading to over 28,864$ and 1,350 work hours to annotate the entire CRIT-
ICEVAL, which is unbearable for our project. Thus, we have to employ advanced LLMs to generate
draft critiques, followed by human annotation. GPT-4 was chosen because our preliminary studies
indicate that it is the most reliable LLM for producing draft critiques, while other LLMs are much
worse. Consequently, a diverse set of LLMs introduces more noise in generated critiques, bringing
more difficulties to human annotators.

In conclusion, the human-in-the-loop pipeline achieves the trade-off between annotation cost and
quality. We promise to add these details to the revised paper to emphasize the motivation of using the
human-in-the-loop pipeline.

H Human Annotation Details

H.1 Evaluation Protocol

Three to five human annotators annotate each scalar-valued critique in each task. Biases among
human annotators may arise from factors such as the annotator’s gender and professional background.
To minimize the impact of annotators’ biases on the quality of our human annotations, we first
selected a diverse group of annotators from a crowd-sourcing platform to annotate each critique
sample collaboratively. All human annotators have been paid adequate wages. The hourly wage of
our human annotators is about 5.69 USD, which is much higher than average hourly wage 3.13 USD
on Amazon Mechanical Turk [61]].

Before annotation, we designed a rigorous data annotation verification process to iteratively train
these annotators, thereby ensuring the stability and reliability of the annotation quality. During
annotation, these human annotators first annotate each textual critique, which are summarized by
another supervisor annotator. After annotation, the supervisors (authors in our paper) conducted a 5%
sample inspection. If the error rate exceeds the threshold, annotators are asked to revise their work
until the error rate is lower than the threshold.

H.2 Inspect Errors in Datasets

It should be noted that some underlying datasets contain inaccuracies that may lead to compounding
effects during evaluation. For example, we have noticed some incorrect solutions and rationales for
mathematics and coding questions during our human evaluation process. In our work, to mitigate
the effects of such errors, human annotators are asked to meticulously examine each question, the
provided golden answers (only for mathematics and coding tasks) and the evaluated responses and
critiques. They are asked to exclude instances where the golden answers or questions are flawed or
incorrect, like wrong solutions to mathematics and coding questions.

H.3 Score Rubrics for Different Tasks

The annotators are entrusted with the detailed score rubrics to evaluate the different dimensions [14].
Table [T8]lists the score rubrics designed for different tasks. Note that math and code tasks only need
to check the correctness.

H.4 Internet Search

Task inputs in the QA and chat tasks often require specific factual knowledge for responses. However,
GPT-4 sometimes produces spurious knowledge or fails to effectively identify factual inaccuracies
within these responses, a common issue known as hallucination [80, 57]]. Consequently, we strongly
urge human annotators involved in the feedback, comparison and correction annotations in QA and
general chat tasks to verify factual content through internet searches. This approach is essential to
ensure the high quality of our annotations and mitigate the spread of misinformation.

H.5 Exclude Mention of Ground-Truth

To generate correct responses R..,,. and critiques for challenging tasks, like mathematics and coding,
we provide the ground-truth rationales as reference for GPT-4. Then, these generated responses and
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Table 18: The score rubrics for different tasks. These score rubrics are used for our human annotation.

Task Score Rubric

Fluency: Carefully analyze the fluency of the generated translation,
including but not limited to the following aspects:
* consistency of translation style
* coherence of content
* correct spelling
* correct grammar
* ease of understanding
* avoidance of translationese
Accuracy: Carefully analyze the accuracy of the generated translation,
including but not limited to the following aspects:
* mistranslation
* over-translation
* under-translation
* omissions
adding non-existent content
* inappropriate translation.
Factuality: This criterion evaluates whether the answers generated contain factual errors.
A response is considered of lower quality if it includes factual inaccuracies.
Readability and Comprehensibility: This measures whether the generated answers contain content
that is difficult to understand or incoherent.
The quality is considered lower if the response
includes content that is not fluent or is hard to understand.
Effectiveness or Usefulness: This assesses whether the generated answer effectively
addresses the user’s query and dialogue content.
The response is considered less effective if it does not adequately address the user’s question.
Relevance: This pertains to whether the generated content is relevant to
the user’s question and the context of the conversation.
If the response is unrelated to the user’s query, it is considered less relevant.
Detail: This criterion evaluates whether the generated content contains sufficient detail
and is comprehensive. A response is considered of lower quality if it is overly brief and lacks detail.
Factual Accuracy: Whether the generated answers contain factual errors,
content with factual errors can be considered of lower quality.
Readability and Understandability: Whether the generated answers contain content
QA that is difficult to understand or not fluent.
If they do, the quality is considered lower.
Effectiveness: Whether the generated answers effectively solve the problem.
If they fail to effectively address the problem, the quality is considered lower.
Faithful Does the generated answer contain content that is unfaithful to the original text
and inconsistent with the article’s content, leading to conflicts?
If so, then the quality is considered lower."
Effectiveness Does the generated answer include ineffective, verbose, or incoherent parts?
Assess whether the answer concisely and effectively addresses the user’s questions about the article,
with logical coherence and continuity. If it does not, then the quality is deemed lower.
Harmlessness It assesses whether the responses contain requests for the language model
to assist users in achieving harmful objectives, such as planning a bank robbery,
leaking private information, biases, etc. If such content is present, the quality is considered lower.
Harmlessness It should be noted that previous multi-turn dialogue histories might
contain harmful content and statements,
but these are not taken into account.
The focus is solely on judging the harmful content within the generated dialogue responses.
Correctness: This refers to whether there are any incorrect reasoning elements in the generated answer.
MathCoT If there are, then the quality is considered lower.
MathPoT The more errors present, the worse the quality.
Code w/. Execution  If the errors are very serious, a score as low as 1 point can be assigned.
Code w/o. Execution  If the errors are relatively minor and few in number,
but the answer is incorrect, a slightly below-average score can be given.

Translation

Chat

Summary

codes are meticulously evaluated by human annotators to ensure the accuracy and correctness of the
generated responses. Human annotators are asked to exclude any direct references of ground-truth
rationals in these generated R..,. and critiques.

H.6 Statistics of Human Annotation on Reference Critiques

The average revision rates of textual critiques for the feedback, comparison, and correction critique
dimensions are 25.22%, 34.83%, and 48.37%, respectively, indicating that GPT-4’s textual feedback
is more likely to be accepted by human annotators, followed by the comparison dimension. In
contrast, GPT-4-turbo’s correction might contain more flaws that need to be corrected. Moreover, the
average inner correlation score among annotators is 0.79, indicating solid inner agreement.
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I Case Study

This section shows some cases in CRITICEVAL, subjective evaluation of feedback, comparison and
correction critique dimensions.

I.1 Examples in CRITICEVAL

In this subsection, we have provided some cases about four critique dimensions: (1) feedback; (2)
comparison; (3) correction; and (4) meta-feedback. From these cases, it can be found that samples in
our proposed CRITICEVAL contains rich metadata. For example, the data source, quality, and used
LLMs are listed.

# Case of feedback and correction dimension

{
"question”: "How do I make escargot?”,
"generation”: "Place the snails in a container and cover with damp cloth or
— put in a plastic bag. Store in the refrigerator overnight.",
"feedback": "The response does not effectively answer the question. The
— instruction was asking for a way to make escargot, which is a dish made
— from cooked land snails, usually served as an appetizer in French
< cuisine. The response only provides information on how to store snails,
— not how to prepare them for cooking or how to cook them. The response
— should contain steps on how to clean and prepare the snails, cooking
— ingredients, and the cooking process itself.”,
"feedback_score”: "2",
"correction”: "First, you need to clean the snails. To do this, put them in a
— bowl with salted water and leave them for a couple of hours. After this,
— rinse them thoroughly. Next, prepare a garlic butter mixture. Combine a
— stick of softened butter, 2 minced garlic cloves, a small bunch of
— finely chopped parsley, a pinch of salt, and a dash of pepper in a bowl.
— Preheat your oven to 350°F (175°C). Take each snail and place it in a
— snail dish. Fill the remaining space in the dish with the garlic butter
— mixture. Bake the snails in the preheated oven for about 15 minutes, or
— until the butter is bubbly and slightly browned. Serve the escargot hot,
— with fresh bread on the side. Enjoy your homemade escargot!”,
"data_source”: "alpaca_eval”,
"metadata”: {

"quality": "low",
"1lm_name": "internlm-7b"

}

3

# One case of comparison dimension

{
"question”: "Did they ever announce the release date for the new elder
— scrolls game?”,
"generation_a": "The Elder Scrolls Online: Tamriel Unlimited was released on
< March 10, 2015.",
"generation_b"”: "I am a language model and I cannot access any specific
— information regarding the release date of the new Elder Scrolls game.
— However, if you check the official website or social media channels of
— the game, you might find an announcement about the release date. Please
— note that release dates are often subject to change, so it is always
— recommended to check the latest information directly from the
— developers.”,
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"feedback": "Preference: Response B Explanation: The instruction requires
the release date of the new Elder Scrolls game. Response A provides a

o
— release date, but it's for the wrong game, \"The Elder Scrolls Online:

— Tamriel Unlimited\"”, not the new Elder Scrolls game. Response B, while

— not providing a specific release date, gives a more accurate answer by

— acknowledging its limitations as a language model and advising the user
— to check the official sources for the most up-to-date information.

— Therefore, Response B is preferred.”,

"preference”: "ansB”,

"1Ilm_a": "internlm-20b",

"11lm_b": "baichuan2-13b"

"data_source”: "alpaca_eval”,

"metadata”: {
"quality_a_sub”: "low",
"quality_b_sub”: "high"

3
}
# One case of meta-feedback dimension
{
"question”: "How do I detail a car?”,
"generation”: "To detail a car, firstly ensure that you have all the
— necessary tools and equipment required to perform the task. This may

include a screwdriver set, pliers, a ratchet set, and so on. Next,
follow these steps: 1. Remove the vehicle's fuel tank (if applicable)
and any other fluids or components that need to be removed for access.
2. Disconnect the battery and ground the negative terminal to prevent
electrical shock. 3. Locate and remove any necessary panels, such as the
hood, trunk lid, or doors, to provide access to various components. 4.
Inspect and clean any visible parts of the car, including the body,
wheels, and tires. Check for damage or corrosion and repair as needed.
5. Remove any accessories, such as antennas, mirrors, or windshield
wipers, to get to the underlying components. 6. Locate and remove any
fasteners holding the car's interior in place, such as seat belts,
dashboard pieces, and floor mats. 7. Carefully remove the interior,
being mindful not to damage any wires or cables. 8. Once the interior is
out, remove any remaining exterior components, such as the roof, doors,
or fenders. 9. Start disassembling the engine and other mechanical
components, such as the transmission, differential, and suspension
system. 10. Label and organize all removed parts to make reassembly
easier. 11. Clean and inspect every part thoroughly, replacing any
damaged or worn items with new ones. 12. Finally, put the car back
together in reverse order, ensuring all bolts, screws, and other
fasteners are tightened to specification. Remember to use appropriate
safety precautions throughout the detailing process, such as wearing
gloves, eye protection, and following manufacturer recommendations.”,
"annotated_scores”: "5",

"1lm": "gpt-3.5-turbo”,

"source": "alpaca_eval”,

"meta_feedback_score”: 5.0,

T

!
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"evaluated_feedback”: "Feedback: The response provided a detailed
step-by-step guide on how to detail a car. It covers various aspects
such as removing fluids and components, cleaning and inspecting parts,
and reassembling the car. The instructions are clear and well-organized.
However, there are a few areas that could be improved: 1. The response
could have mentioned the importance of washing the car before starting
the detailing process. 2. It would be helpful to include specific
cleaning products or techniques that can be used for different parts of
the car. 3. The response could also mention the importance of using
appropriate cleaning tools, such as microfiber towels or soft brushes,
to avoid scratching the car's surface. Overall, the response is relevant
and provides a comprehensive guide to detailing a car. The suggested
improvements would enhance the clarity and completeness of the
instructions.”,
# human-annotated scores from 3 human raters
"meta_feedback_scores”: [

6.0,

5.0,

4.0

e

I.2 Case Study Proves Reference Critique

In this section, we present a case study comparing subjective evaluations conducted with and without
the inclusion of reference feedback. Figure @ illustrates that, without reference feedback, GPT-4
erroneously attributed very high scores to its generated feedback. This case occurred despite its
failure to identify any shortcomings in the responses or offer revision suggestions. It was only upon
the integration of reference feedback that GPT-4 effectively assessed the deficiencies in its feedback,
leading to more accurate and justified subjective evaluation scores.

L3 Subjective Evaluation Cases

The case for feedback subjective evaluation is shown in Figure[8] The generated response contains
factual errors: “cool music from 1920 are King of the Jazz Band and In the Mood.”. High-quality
reference feedback points out these errors, while Qwen-72B-Chat’s feedback fails to find them,
leading to a low-quality score 2. Figure[9]shows the case for comparison subjective evaluation. The
case for correction subjective evaluation is shown in Figure

L4 Objective Evaluation Cases

The case for the feedback dimension is shown in Figure[TT] and the case for the comparison dimension
is shown in Figure [I2]
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# Question:

I like to host guests at my home from time to time, and I am gathering recipes of different dishes and
drinks to keep things interesting. I am interested in trying some Danish dishes. Can you give me a
recipe for Koldskal?

# Generated Response to be Evaluated:

Here is a recipe for Koldskal: Ingredients: 4 Quart Jar, 3/4 cup chopped onion 1/2 cup chopped carrot
1/2 cup chopped celery 1 1/2 cups chopped cabbage 1/2 cup chopped mushrooms 1/2 cup chopped
tomatoes 1/2 cup chopped zucchini 1/2 cup chopped ... (multiple dull repetitions)

# Reference Feedback:

The response provided is not satisfactory and contains several issues.

1. Factual Error: The recipe provided is not for Koldskal, a traditional Danish dish. Koldskal is a
sweet dish typically made with buttermilk, eggs, sugar, vanilla, and lemon, often served with small
biscuits called kammerjunkere. The ingredients listed in the response do not reflect this.

2. Relevance: The response does not answer the user’s request for a Koldskal recipe. Instead, it
provides a list of ingredients that appear to be for a different type of dish entirely.

3. Intelligibility: The response is difficult to read and understand due to the repetitive listing of
ingredients. It’s also missing instructions on how to prepare the dish.

4. Logical Error: The response contains repetition of ingredients, specifically dried apricots and dried
figs, which are listed multiple times. This is not logical in a recipe context.

To improve the response, the model should provide an accurate recipe for Koldskal, including the
correct ingredients and preparation instructions. The model should also avoid repetition of ingredients
and ensure the response is clear and easy to understand.

# Generated Feedback

The recipe for Koldskal is not provided.

# Subjective Evaluation w/. Reference Feedback
The generated feedback is extremely brief and fails to address the multiple issues present in the response.
It only states that the recipe for Koldskal is not provided, which is accurate but not comprehensive.
The reference feedback, on the other hand, provides a detailed analysis of the problems, including
factual errors, relevance, intelligibility, and logical errors. It also offers constructive suggestions for
improvement.
The generated feedback does not mention the factual inaccuracy of the ingredients listed, the irrelevance
of the response to the user’s request, the repetitive listing of ingredients, or the lack of preparation
instructions. It also does not provide any guidance on how the response could be improved. Therefore,
the generated feedback is of much lower quality than the reference feedback.

Score: 2

# Subjective Evaluation w/o. Reference Feedback

The generated feedback correctly identifies that the response does not provide a recipe for Koldskal.
The response lists ingredients that are not related to the traditional Danish dish Koldskal, which is a
sweet cold soup typically made with buttermilk, eggs, sugar, vanilla, and lemon. Instead, the response
includes a nonsensical list of ingredients that are repeated multiple times and are more in line with
a vegetable or fruit salad rather than a Danish dessert soup. The feedback is succinct and directly
addresses the main issue with the response, which is the absence of an actual Koldskal recipe. However,
the feedback could have been more detailed by explaining what Koldskal is and why the ingredients
listed do not correspond to the dish in question.

Score: 8

Figure 6: One case in subjective evaluation of QA task. GPT-4 provides a more reasonable rationale
and score given the high-quality feedback as a reference. Generated feedback is brief, cannot point
out flaws, and provides rich information for revision, indicating its low quality. But GPT-4 without
reference feedback provides a very high score of 8 (1-10), encouraging its good performance.
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J Analysis about Length Bias in Subjective Evaluation

Following previous works [46, [81]], the Likert
scores and the average number of unique tokens
in generated critiques are shown in Figure[/] It
can be found that there is almost no relation-
ship between the number of tokens and the Lik-
ert scores generated by GPT-4 in the subjective
evaluation of three critique dimensions, owing
to the concise and precise reference critiques in
the prompt.

K Overall Score Computation

The overall scores of LLMs on these four cri-
tique dimensions are calculated to reflect their
overall capability. For objective evaluation, the
overall scores are the average scores over four
critique dimensions, ranging from 0 to 100.
Since Spearman scores range from —1 to 1, they
are first normalized into (0, 100) before aver-
aging. For subjective evaluation, since meta-

feedback does not require textual critiques, the overall scores are set as the average of feedback,
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Figure 7: Each dot represents one LLM’s perfor-

mance on the subjective evaluation.

comparison and correction scores, ranging from 1 to 10.
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# Evaluation Task

You are given:

* a given user query or instruction

* a generated response by a large-scale language model
* a textual feedback analyzes the response

* a reference high-quality feedback as reference

# Given Data

### Question: What is some cool music from the 1920s?

### Generation: Some cool music from the 1920s is King of the Jazz Band and In the Mood.

### Reference Feedback (Score of 8): The response contains a factual error. “In the Mood” is not
from the 1920s, but was recorded in 1939 by Glenn Miller. Also, “King of the Jazz Band” is not a
recognizable song title from any era. This could lead to confusion for the user. The model should ensure
it provides accurate and recognizable song titles from the 1920s.

### Generated Feedback: The response provides two examples of cool music from the 1920s, which
are “King of the Jazz Band” and “In the Mood.” However, it would be more helpful if the response
could provide additional context or information about these songs or the genre of music they belong to.
For example, mentioning that “King of the Jazz Band” was performed by Paul Whiteman’s orchestra,
which was one of the most popular jazz bands of the time, or that “In the Mood” was a hit song by
Glenn Miller’s orchestra and became an iconic piece of swing music, would make the response more
informative and engaging. Additionally, providing a few more examples of cool music from the 1920s
would give the reader a broader understanding of the musical landscape of that era. Overall, while the
response is relevant and understandable, it can be improved by adding more depth and context.

# Very Important Detail!!!

1. If you think the generated feedback is better then reference feedback, you could provide score higher
than 8.

2. please first generate your feedback and explanation for the generated feedback by comparing it with
reference feedback, and then you must generate the score following the format ‘Score: x‘, where x is
the score range from 1 to 10.

# Chain-of-thought evaluation by GPT-4:

The generated feedback fails to identify the factual inaccuracies present. The reference feedback
correctly points out that “In the Mood” is not from the 1920s but from 1939, and it also notes that
“King of the Jazz Band” is not a recognizable song title. The generated feedback, on the other hand,
does not address these issues at all. Instead, it suggests adding more context and examples to make the
response more informative, which, while potentially useful, does not correct the fundamental errors.
The generated feedback’s suggestion to provide additional context about the songs and the era is a good
one, but it is based on the assumption that the provided song titles are correct and relevant, which they
are not. Therefore, the generated feedback is not helpful in improving the translation’s accuracy or
fluency and does not align with the high-quality reference feedback.

# Score: 2

Figure 8: One case of evaluating feedback generation on chat task. The response is high-quality,
generated by the Openbuddy-70B model, obtaining a score of 5 (1-7). The feedback to be evaluated
is generated by Qwen-72B-Chat, a powerful open-source LLM. But Qwen-72B-Chat fails to point
out the factual errors in the generated responses, and its feedback only gets a score of 2 (1-10). The
resources to understand this example can be found in https://en.wikipedia.org/wiki/In_the_
Mood and https://en.wikipedia.org/wiki/King_of_Jazz.
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# Evaluation Task

You are given:

* a source sentence in English

* a generated response A by a large-scale language model

* a generated response B by another large-scale language model

* a textual comparison analyzes the response

* a reference high-quality comparison-based feedback as reference

# Given Data

### Translation: Milhaud also used jazz idioms, as in his Suite for clarinet, violin and piano.

#### Translation A: KR /RTE MR8 FH B AR E IR, MR « /INMEESRENEE R4l -
?g#)%’lﬂ‘ganslation B: K/REFEMMAHELRNSE, MBEKS - IMNESFARESHIUEZ
### Reference Feedback (Score of 8): Both translations have inaccuracies. In Translation A, “clarinet”
is incorrectly translated as “#” (flute). In Translation B, “clarinet” is incorrectly translated as “{:
57 (trombone). Moreover, in Translation B, “Suite” is incorrectly translated as “PU B Z=" (quartet).
However, Translation A correctly translates “Suite” as ““H . Considering these, Translation A is
slightly better due to its correct translation of “Suite”.

### Generated Feedback: Translation A is more accurate than Translation B. The original sentence
mentions “jazz idioms” which is translated correctly as “&% 1= /R )& I in Translation A. However,
Translation B uses “E# - 5 {1 >] ¥ which does not convey the same meaning as “idioms.” Additionally,
the original sentence mentions “Suite for clarinet, violin and piano” which is translated correctly as “1<
H RN EERIZH # in Translation A, but incorrectly as “:5 « /NEEEFIEN AU EZE in
Translation B. Therefore, my preference would be for Translation A as it is more accurate and faithful
to the original sentence.

# Very Important Detail!!!

1. If you think the generated feedback is better then reference feedback, you could provide score higher
than 8.

2. Please first generate your feedback and explanation for the generated feedback by comparing it with
reference feedback, and then you must generate the score following the format ‘Score: x*, where x is
the score range from 1 to 10.

# Chain-of-thought evaluation by GPT-4:

The generated feedback correctly identifies that Translation A is more accurate than Translation B.
However, it makes a significant factual error by stating that “4%H” is the correct translation for “clarinet,”
which is incorrect. The correct translation for “clarinet” should be “FEL3E%& or “H4%& ” This error is
critical as it misleads the evaluation of the accuracy of the translations. The generated feedback also
correctly points out the mistranslation of “jazz idioms” in Translation B. However, it fails to mention
that “B% - /R Y& Y& in Translation A is also not an entirely accurate translation of “jazz idioms,” as
“Z i refers more to musical tones rather than idioms or phrases. Additionally, the generated feedback
does not address the error in Translation B where “Suite” is translated as “PU B Z=" (quartet), which
is a significant mistake as it changes the type of musical composition being discussed. The reference
feedback is more accurate as it correctly identifies the mistranslation of “clarinet” in both responses and
the mistranslation of “Suite” in Translation B. It also provides a clear comparison that acknowledges
the correct translation of “Suite” in Translation A, which the generated feedback fails to do. In terms
of intelligibility, both feedbacks are clear and easy to understand. They both maintain relevance by
addressing the accuracy of the translations in relation to the original sentence. Considering these points,
the generated feedback has a factual error and misses a critical translation error, making it less effective
than the reference feedback.

# Score: 4

Figure 9: One case of evaluating generated comparison critique on the translation task. Both
translation A and B have flaws, but translation A is slightly better than translation B. The response
is high-quality, generated by Qwen-7B-Chat mode. In this case, InternLM-7B-Chat generates the
critique to be evaluated, and it fails to point out some errors in the generated responses, and its
feedback only gets a score of 4 (1-10), which is reasonable.
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# Evaluation Task

You are given:

* a source sentence in English

* a generated translation

* a high-quality feedback for generated translation

* a textual comparison analyzes the response

* a reference high-quality comparison as reference

Please carefully analyze the source, translation, and feedback for translation, please generate your
correction/revision.

# Given Data

### Source: Yet, the first rush of the rebels carried the entrenchments of Speen Hill.

### Translation: N, S5 LU EI L T Speen HillFI P H T35 -

### Reference Correction (Score of 8): XM, 7 & BISE — o i T 87~ LU AOBHE .
### Correction: AT, SE—HEAE AT A T Speen Hill 18 T2 -

# Very Important Detail!!!

1. If you think the correction is better then reference correction, you could provide score higher than 8.
2. Please first generate your explanation for the generated correction by comparing it with reference
correction, and then you must generate the score following the format ‘Score: x‘, where x is the score
range from 1 to 10.

# Chain-of-thought evaluation by GPT-4:

The generated correction “SATM, 25— L&KL T Speen Hill i 18 L5 - ~ addresses the
feedback points effectively: 1) Fluency: The generated correction replaces “I#! | iF 2 with “I{ 5
T which is more formal and appropriate for the historical context of a military action. This improves
the fluency of the sentence. 2) Readability: By using “I{ &5 | > (captured), the generated correction
clarifies the action taken by the rebels. It removes the confusion caused by “T % Speen Hill 1] T. 21
T332 in the original translation, making it clear that the rebels overran the entrenchments rather than
physically carrying them. 3) Translationese: The term “fii & is removed in the generated correction,
thus eliminating the direct translation issue and making the sentence sound more natural in Chinese.
Comparing the generated correction to the reference correction “SAT, F2 X3 A 5E — iR 1 of 1%
THrFILIAIERE - 7, both sentences convey the same meaning and are free from translationese. The
reference correction uses “/H 5 /Hf > (assault broke through), which is also a clear and accurate
description of the rebels’ action. The reference correction includes the term “BEV5)” (trenches), which is a
specific type of entrenchment, while the generated correction uses “[j ] T.Z (defensive fortifications),
a more general term. Both terms are acceptable, but the reference correction may provide slightly more
detail about the nature of the entrenchments. Overall, the generated correction is faithful to the feedback
and is an improvement over the original translation. It is on par with the reference correction in terms
of clarity and appropriateness for the context.

# Score: 8

Figure 10: One case of evaluating generated correction on the translation task. The correction is
high-quality, and get a score of 8 (1-10).
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# Evaluation Task

You are given:

* a source sentence in english
* a generated translation

# Given Data

### Source (In English): Milhaud also used jazz idioms, as in his Suite for clarinet, violin and piano.
### Translation: K/RFIEMFHBLRIISIE, WERS . IMESAEIER U E R P
LR

# Very Important Detail!!!

Now, please directly generate your Likert score reflecting the quality of the translation.

NOTICE: the generation format should be in ‘Decision: x‘, where x is the Likert score range from 1 to
7, where 1 denotes the very bad quality of translation, and 7 denotes the perfect translation.

# Score: 4

Figure 11: One case of objective evaluation on translation task. The objective score is generated by
Qwen-72B-Chat, a very powerful open-source LLM.

# Evaluation Task

You are given:

* a source sentence in english
* a generated translation A

* a generated translation B

# Given Data

### Source (In English): Milhaud also used jazz idioms, as in his Suite for clarinet, violin and piano.
### Translation A: KIGF/RIEA S (8 L RBIE W, WMAKE - INESTIME RO -
#i# Translation B: JK/REIEMEH B LRISIE, WERKS . NESIWEONEZ
fE A -

# Very Important Detail!!!

Please carefully analyze these two translations, and select the one that has better quality by choosing
the following options:

A: translation A is significantly better than translation B.

B: translation B is significantly better than translation A.

C: none of the translations are significantly better.

NOTICE: directly generate your decision in the format ‘Decision: A/B/C.*

# Generation:

Decision: A.

Translation A is more accurate and faithful to the original sentence. It correctly translates “jazz idioms”
as “B+ 1= R I, which conveys the intended meaning of Milhaud’s use of jazz elements in his
music. On the other hand, translation B mistranslates “Suite for clarinet, violin and piano” as “KE .
/INREEFNENEEFIPU BE 22, which is not an accurate representation of the original work. Additionally,
the use of “K/KZZ1E” instead of “ KA /R may cause confusion for readers who are familiar with
the composer’s name. Overall, translation A is a better quality translation.

Figure 12: One case of generated comparison critique on translation task. The preference label is
generated by Qwen-72B-Chat, a very powerful open-source LLM.
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L. Complete Results

L.1 Complete Results for Different Qualities

Table|19]and Table 20| show the overall evaluation results for different qualities granularities on the
subjective evaluation of the test and dev set the feedback, comparison, and correction critique dimen-
sions. Table 21| and Table 22]show the overall evaluation results for different qualities granularities
on the objective evaluation of the test and dev set the feedback, comparison, and correction critique
dimensions.

L.2 Complete Results for Different Tasks

Table and Table show evaluation results on each tasks (test set) for the feedback and comparison-
based feedback dimensions. Table [25]and Table [26] show complete evaluation results on each tasks
(dev set) for the feedback and comparison dimensions. Table and Table [28] show complete
evaluation results on each task (test and dev set) for the correction dimension.

Table 19: Performance of subjective evaluation on the test set of the feedback, comparison and
correction critique dimensions.

Model Feedback Correction Comp-Feedback
Low Med. High Correct Avg. Low Med. High Avg. Easy Hard Avg.
Closed-source API LLM

GPT-4-turbo 839  8.08 7.86 6.07 7.84 7091 754 763 7.69 830 799 8.04 7386
GLM4-no-tool 8.05 7.74 723 6.82 749 8.11 8.11 807 810 7.17 6.66 6.8 7.46
Qwen-Max 7.51 6.80  6.04 6.24 6.65 840 805 820 821 694 649 655 7.14
ErnieBot Pro  7.10 630 5.69 6.32 631 7.62 752 7.66 798 6.35 571 588 6.72
Claude-instant 649 576  5.29 6.17 588 774 769 773 1772 6.16 566 5.76 6.45
Baichuan2 Turbo 6.15 547 522 5.42 554 769 745 779 7.65 5.19 490 490 6.03
GPT-3.5-turbo 580 473 463 6.04 521 7.61 734 763 1755 5.15 484 492 589
Gemini-Pro 538 499 473 4.73 494 748 732 765 749 457 421 429 557
MiniMax-abab5 498  4.11 493 4.72 477 7.11 649 678 6.81 449 403 419 526
PaLM 386 378 333 4.69 38 647 6.11 577 6.09 407 3.85 3.87 4.59

Open-source LLM (Larger than 30B)

Qwen-72B-Chat 629 528 5.01 5.92 557 756 729 751 745 520 500 5.02 6.01
DeepSeek-67B  6.21 523 535 5.39 553 748 726 7.8 730 5.08 454 469 5.84
Mixtral-8x7B 574  5.14 4.88 5.76 531 735 723 740 733 482 463 462 575
WizardLM-70B-v1.0 382 3.16 3.48 5.19 376 558 497 556 537 336 341 336 4.16
Llama2-70B-Chat 3.85 422 439 4.21 412 7.03 711 717 711 4.07 397 395 5.00

Critique-tuned LLM (13B)

Auto-J-13B 487 438 4.24 3.1 421 - - - - 498 457 4.63 442
UltraCM-13B  4.07 388 3.07 4.84 4.12 - - - - - - - 412

Open-source LLM (13B-33B)

InternLM2-20B-Chat 6.73 577  5.68 6.05 6.03 735 7775 733 748 540 506 5.1 6.20
Qwen-14B-Chat  4.85 440 4.56 5.84 481 728 7.09 739 1725 4.00 411 398 535
Vicuna-33B-v1.3 337 346 407 4.79 382 7.05 677 696 693 424 3.80 395 4.90

Baichuan2-13B  2.69 277 3.39 4.62 323 694 671 674 68 3.66 351 349 451
Yi-34B-Chat 3.65 341 342 4.02 358 6.6 623 594 625 3.28 343 335 439
WizardLM-13B-v1.2 322 327 335 4.76 350 636 642 652 643 335 312 3.16 4.36
Llama2-13B-Chat 3.53 378 3.94 3.65 370 692 724 7.6 7.1 352 326 332 492

Open-source LLM (6B-7B)

InternLM2-7B-Chat  5.51 511 475 5.82 520 731 701  7.19 717 484 454 462 5.66
Mistral-7B-ins-v0.2 4.9 444  4.46 5.36 470 719 723 719 72 452 424 428 5.39
Qwen-7B-Chat 359 383 4.24 4.96 405 626 634 653 638 357 348 347 4.63
DeepSeek-7B  3.33 322 336 422 344 625 566 626 606 3.75 3.56 3.6 437
Vicuna-7B-v1.3 3.14 327 3.32 3.94 382 574 558 553 561 3.08 297 298 4.14
Baichuan2-7B-Chat 352 349 3385 4.49 374 568 511 563 548 32 3.11 3.1 411
ChatGLM-6B  3.79 38 39 3.42 373 569 494 465 509 3.04 3.08 3.03 395
Yi-6B-Chat  2.83 264 287 3.02 2.8 434 448 424 435 244 238 239 3.8
Llama2-7B-Chat 3.26  3.65 3.52 3.49 344 634 644 6.02 626 3.14 331 321 430

Avg.
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Table 20: Performance of subjective evaluation on the dev set of the feedback, comparison and
correction critique dimensions.

Model Feedback Correction Comp-Feedback
Low Med. High Correct Avg. Low Med. High Avg. Easy Hard Avg.
Closed-source LLM

GPT-4 839 826 7.7 6.34 79 773 759 728 7.54 832 795 802 7.82
Claude 6.25 55 508 6.34 57 1762 77 137 157 6.69 558 585 637
GPT-3.5-turbo 569 472 458 5.44 506 739 733 682 7.19 581 487 5.08 578
PaLM 351 351 352 4.86 3.64 658 628 589 626 4.39 3.87 3.88 459

Critique-tuned LLM

Auto-J-13B 465 43 381 324 412 - - - - 527 456 469 441
UltraCM-13B 429 411 371 459 409 - . . - - - 409

Open-source LLM (6B-7B)

InternLM2-7B-Chat  5.42 4.8 4.54 571 502 6.85 72 682 695 525 446 4.64 554
Mistral-7B 483 452 4.39 4.74 457 733 7.02 673 7.04 441 409 4.09 523
Qwen-7B-Chat 3.8 403 416 4.71 403 635 621 631 629 392 326 347 4.60
DeepSeek-7B 334 351 3.56 4.07 351 616 6.03 624 6.14 3.86 244 348 438
Baichuan2-7B-Chat 3.19 3.63  3.89 4.26 364 578 619 534 577 253 232 3.06 4.16
ChatGLM-6B 382 386 4.09 3.52 382 55 496 466 505 3.28 316 3.12  4.00
Vicuna-7B-v1.3 3.04 324 33 3.66 322 585 527 515 543 316 297 295 387
Llama2-7B-Chat 2.86 294 3.25 3.36 3.02 466 288 599 451 235 258 251 335
Yi-6B 266 275 283 3.04 277 491 454 464 469 277 248 257 334

Open-source LLM (13B-33B)

InternLM2-20B-Chat 642 589 546 6.06 502 741 725 709 725 596 514 530 586
Qwen-14B-Chat 492 437 448 5.62 471 737 684 695 7.05 44 383 391 522
Vicuna-33B-v1.3 3.69 379 401 4.46 387 678 658 648 6.61 432 388 393 480

Baichuan2-13B  3.03 319 352 4.58 339 6.67 632 668 655 4.1 336 356 450
Yi-34B  3.62 321 352 3.97 35 628 622 6.12 621 3.62 326 338 436
Llama2-13B-Chat  3.54 39  4.06 3.72 377 619 626 646 631 253 232 235 414

Open-source LLM (> 30B)

Qwen-72B 5.7 496  4.69 5.7 518 7.67 736 682 73 5.63 458 485 578
Mixtral-8x7B 570 523 4.92 5.95 535 7.4 717 696 7.09 534 450 4.68 5.71
DeepSeek-67B  5.88 522 5.06 5.21 536 7.13 681 674 690 5.18 463 473  5.66
Llama2-70B-Chat  2.52 27 263 3.52 270 541 551 567 554 3.16 2.63 274 3.66

Avg.
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Table 21: Performance on the objective evaluation of the test set of CRITICEVAL.

Feedback Correction Ci Feedback Meta-Feedback

P
Model Low Med. High Correct Avg. Low Med. High Avg. Easy Hard Avg. Low Med. High Avg. Ave.
Closed-source LLM
GPT-4 53.64 61.82  49.98 16.84 63.54 66.88 6948 7275 69.67 6398 5303 5733 5985 6649 6059 6290 72.55
GLM4-no-tool 5291 5323 4732 4492 6935 6531 59.17 6121 60.67 66.13 5227 58.00 51.18 4026 5196 4792 69.33
ErnieBot Pro 50.62 4333 3573 3597 6459 60.83 60.80 56.87 5933 6290 49.62 5511 4574 61.85 5227 5460 6851
GPT-3.5-turbo 439 36.56  28.67 18.96 5144 66.56 61.04 6334 6400 51.08 3333 40.67 4147 18.84 2588 2871 61.19
Claude 24.75 24.67 21.78 34.47 4278 4990 46770 5536 50.00 5591 37.12 4489 4955 3570 3242 38.89 5893
Qwen-Max 39.78  49.18 27775 31.77  57.88 6740 5545 5826 5934 6237 41.67 5022 49.89 3435 4564 4564 6533
Gemini-Pro 27.38 3695 21.19  53.68 4727 5458 5670 57.22 56.67 41.40 2424 31.33 4481 4723 3938 4425 5844
Baichuan2 Turbo 36.02 49.00 35.52 14.22 5392 5771 4583 43.06 47.34 26.88 17.80 21.56 46.41 50.31 30.62 4330 54.38
PaLM 8.97 1045  -4.98 4051 3059 2823 3024 2470 26.84 3548 2273 28.00 3341 33.12 23.62 30.04 4629
MiniMax-abab5 2356 2575 2139 46.02  40.54 4729 40.83 4507 43.67 49.46 3674 42.00 3631 31.88 1492 2855 55.05
Open-source LLM (> 30B)
DeepSeek-67B 30.51 2161 11.56  28.06  42.11 57.71 57.67 50.70 5500 52.69 40.53 4556 2695 36.85 3030 31.68 59.36
Qwen-72B 25.76 23.74 7.59 36.72 42.64 61.15 4799 58.09 54.67 543 3674 44.00 19.14 37770 25.11 27.86 58.48
Mixtral-8x7B-instruct-v0.1  35.46 39.61 14.09 55.51 51.00 52.81 37.08 4427 4334 4785 4091 4378 1029 23.67 13.77 1827 5544
Llama2-70B-Chat 21.05 2579 33.10 2002 3279 39.69 38.61 47.22 4234 2258 2008 21.11 37.66 28.76 19.81 2832 48.50

WizardLM-70B-v1.0 30.50  31.10  23.16 2558 3826 1146 1.56 647 650 2742 1780 21.78 41.87 -430 1659 20.18 39.38
Open-source LLM (13B-33B)
InternLM2-20B-Chat 46.69 4353 25.66 19.00 5861 62.19 37.71 5548 5050 52.15 39.39 44.67 424 581 2632 821 57.15

Yi-34B 39.21 28.67 16.56 33.93 4292 990 7.19 1444 11.00 1075 16.67 956 17.22 1821 30.11 30.11 39.27
Vicuna-33B-v1.3 17.81 8.55 0.04 44.13 2567 2479 24.03 3753 3050 1395 947 1133 3114 19.07 31.16 264 41.97
Qwen-14B-Chat -10.28 208 1688  45.21 1432 3396 4521 3519 3800 1667 1515 1578 1570 496 1600 10.72 44.96

Llama2-13B-Chat 11.21 17.63  26.22 37.37 30.61 1823 30.87 2255 24.67 29.03 18.18 22.67 26.64 14.14 50.02 31.02 4454
Baichuan2-13B -20.65 -16.46 -32.28 57.15 -6.7 2896 2931 3259 3133 2.69 227 244 1177 2036 17.71 1490 3447
WizardLM-13B-v1.2 -3.64 818 1861 -7.81 0.15 2136 2747 2359 2450 108 076 089 3943 1321 1460 22.68 34.20
Critique-tuned LLM
Auto-J-13B 21.16 3259  32.54 4.11 36.05 - - - - 53.23 4659 4933 - - - - -
UltraCM-13B -5.54 7.58 2997 2870 2151 - - - - 38.17 37.88 38.00 - - - - -
Reward Models
UltraRM-13B 4742 2933 3981 18.06 5233 - - - - 65.05 4735 54.67 - - - - -
Ziya-TB 1584 1198 1342 1710 2581 - - - - 4839 3409 4000 - - - - -
SteamSHP -6.14  -1448 -3.54 22.07 7.09 - - - - 41.94 2841 34.00 - - - - -

Open-source LLM (6B-7B)

Mistral-7B-instruct-v0.2 3355  37.16  38.16 2535 4366 5198 3865 31.62 38.17 36.02 2197 2788 31.13 2939 28.07 30.29 50.76
InternLM2-7B-Chat 4323 4052 13.02 3295  49.09 4990 2337 38.67 36.17 33.87 1667 2378 260 -2.67 20.78 3.66 51.63

DeepSeek-7B -9.39 -0.51 1.7 18.42 8.26 32.08 21.84 4648 3500 2043 1856 1933 -2.65 -4.84 2285 444 4017
Yi-6B -10.12 987  -16.12  56.49 432 729 903 1087 950 22.04 1515 1800 -0.21 1146 11.73 11.73 33.88
ChatGLM-6B -9.3 7.01 15.93 17.21 1252 26.15 30.52 3443 3050 4.84 341 400 -298 -426 15.18 1.53 3538
Llama2-7B-Chat -0.54 1203 11.53 36.86 20.81 1698 2340 21.11 21.00 645 455 533 592 -007 1575 567 34.89
Qwen-7B-Chat -11.7  -28.88 -23.87 9.97 -8.09 3052 2896 3497 3233 699 417 533 548 1143 2414 1173 34.87
Vicuna-7B-v1.3 -1.35 -10.83  -30.32  37.89 -53  17.71 2340 2351 1383 591 795 7.1 -8.62 -35 35 -4.1  33.17
Baichuan2-7B-Chat -842  -1379 -1.14 46.77 358 13.54 16.84 19.94 18.00 9.68 53 711 -7.21 591 18.05 3.14 3212
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Table 22: Performance on the objective evaluation of the dev set of CRITICEVAL.

Feedback Correction Comp-Feedback Meta-Feedback
Low Med.  High Correct Avg. Low Med. High Avg. Easy Hard Avg. Low Med.  High Avg.

Model

Avg.

Closed-source LLM

GPT-4  66.03 70.31 5537 1934 76.09 58.67 7044 7745 67.64 5941 5429 5622 6829 73.80 6271 6723 73.88
Claude 36.12 2351 29.22 3629 5209 3458 5451 71.82 4998 5824 3143 4156 4853 5192 5044 4978 60.62
GPT-3.5-turbo  31.32 43.05 2948 2669 6147 5786 60.55 7320 6204 50.00 2821 3644 2515 3893 3856 33.86 61.54
PaLM -4.38 1.25 7.08 2453 29.64 2332 3279 4224 3243 41.18 2071 2844 3252 4059 4198 38.19 48.70

Critique-tuned LLM

Auto-J-13B  33.70 3091  18.88 -14.54  40.37 - - - - 5059 4357 46.22 - - - - -

UltraCM-13B  10.77 1550  17.87 -0.90 3233 - - - - 3882 3500 3644 - - - - -
Reward Models

UltraRM-13B  22.14 2724 1691 -3.82 4847 - - - - 60.00 4893 53.11 - - - - -

Ziya-7B  0.73 9.96  -9.19 -3.82 23.89 - - - - 4824 3857 4222 - - - - -

SteamSHP  -10.42 -15.56 6.24 1537 15.07 - - - - 4176 30.00 3444 - - - - -

Open-source LLM (6B-7B)

InternLM2-7B-Chat  48.57 43.16  31.59 10.66  61.88 3120 41.58 50.65 3887 34.12 22.14 26.67 -13.61 8.05 11.61 247 4943

Mistral-7B-v0.2  38.64 42.68 31.81 -9.01  51.03 26.61 4396 6185 4047 3176 2143 2533 1030 2587 2482 2005 50.34
Vicuna-7B-v1.3  0.84 -18.24  -20.2 40.17 0.6 12.11 1563 40.61 19.63 824 393 556 432 3.28 587 2.18 31.65
Llama2-7B-Chat  5.76 4.7 3.75 6.49 5.04  0.00 2.08 1.47 090 0.00 0.00 0.00 0.56 -3.19  -12.21 -520 2521
DeepSeek-7B  -9.84 932 -5.07 25.69 542 2899 3793 5196 36.65 28.82 1643 21.11 -0.11 -3.19  -1221 -5.20 3947
Yi-6B  -26.16 -13.51 6.91 478 1099 6.70 9.34 1683  9.12 2824 1393 1933 649 2071 1245 1322 35.14
ChatGLM-6B  -2.9 5.51 7.57 -7.62 1272 2406 31.65 3252 28.62 294 393 356 -5.63 -4.6 -64  -5.52 3395
Qwen-7B-Chat  -9.63  -19.02 -37.77 515  -294 2468 28.13 53.19 3217 529 321 4.00 273 8.38 16.2 9.39 3485

Baichuan2-7B-Chat  -24.05 -15.69  16.27 4232 375 1586 27.53 4330 2604 7.06 571 622  0.69 3.92  13.08 6.35 3433

Open-source LLM (13B-33B)

InternLM2-20B-Chat  39.33 60.61  31.46 1691 6986 41.18 46.07 70.51 50.00 4941 3286 39.11 -8.52 6.3 14.4 5.18 56.66
Vicuna-33B-v1.3 -8.23 2.18  -3.48 27.86  27.17 1994 2622 6030 3124 1941 10 1356  3.37 25.13  30.00 19.43 42.03
Yi-34B  10.92 20.24 12.1 1491 3774 1026 839 23.86 1203 17.65 17.5 1089 1026  34.85 2598 2348 3838
Qwen-14B-Chat  -13.64 48 -13.17 10.56 1548 28.95 3527 5891 3792 2029 1429 16.67 344 13.05 1358 998 41.83
Baichuan2-13B  -19.13  -32.53 -32.66 3837 -11.01 18.02 2529 51.80 27.74 529 571 556  6.02 1097  14.57 9.78 33.17
Llama2-13B-Chat  20.55 266 1342 -26.56 1417 278 7.61 9.72 650 0.00 0.00 0.00 -4.62 0.89 -6.77 -3.83 2792

Open-source LLM (> 30B)

DeepSeek-67B  30.22 48.6  17.89 30.03 5945 5220 51.67 66.18 5590 51.18 35.00 41.11 34.81 4281 51.84 4236 61.98
Qwen-72B  25.46 26.99 4.47 3251 50.08 4046 5726 69.04 53.08 53.53 3821 4400 3543 4493 47.19 4226 60381
Mixtral-8x7B-v0.1  40.32 50.15 24.7 26.04 5944 30.17 4276 5490 43.11 53 36.07 4267 -0.52 21.88 3430 1642 5593
Llama2-70B-Chat  18.41 16.99 0.09 -28.5 7.01 556 426 2639 833 647 3.57 467 -31.60 -20.63 -38.43 -30.58 2530
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Table 23: Subjective evaluation on the test set of the feedback critique dimension. Three Avg.
columns represent the average scores over the first 5 tasks (Translation, General Chat, QA, Summary,
and Harmlessness), the last 4 tasks (MathCoT, MathPoT, CodeExec, and CodeNE), and all 9 tasks,
respectively.

Model Translation Chat QA S y Harm. Avg. MathCoT MathPoT CodeExec CodeNE Avg. Avg.
Closed-source Models
GPT-4 7.88 854 824 7.86 7.94 8.09 7.76 7.74 7.48 7.12 753 784
Gemini-Pro 4.64 631 742 6.35 5.57 6.06 3.6 3.26 3.28 4.02 354 494
Claude 6.78 542 6.9 7.63 7.9 6.93 4.54 4.5 5.18 4.06 4.57 5.88
GPT-3.5-turbo 4.58 6.84 6.02 6.06 6 5.90 52 3.94 4.47 3.74 434 521
PaLM 5.15 484 53 4.6 5.21 5.02 2.82 2.18 2.17 1.9 227 3.8
GLM4-no-tools 7.8 8.3 8.34 7.83 8.48 8.15 6.5 6.84 6.78 6.56 6.67 749
ErnieBot Pro 7.52 6.63 7.18 7 7.38 7.14 5.98 5.34 4.97 4.8 527 631
Baichuan2 Turbo 6.68 72 734 6.68 7.16  7.01 4.22 3.76 3.98 2.82 370 5.54
Qwen-Max 7.24 798 1.6 7.64 764  7.62 5.08 5.38 5.9 5.4 544  6.65
MiniMax-abab3 53 573 68 5.96 468  5.69 3.12 3.86 4 3.52 3.63 477
Critique-tuned LLMs (13B-14B
Auto-J-13B 3.58 575 526 5.59 496  5.03 3.78 3.48 2.68 2.78 3.18 421
UltraCM-13B 243 5.82 5.56 6.36 4.22 4.88 4.04 3.64 233 2.66 317 412
Open-source Models (6B-7B)
InternLM2-7B-Chat 5.72 6.81 655 5.64 642 623 4.38 4.54 3.52 3.24 392 52
ChatGLM3-6B 4.24 529 502 4.34 466 471 3.29 2.86 2.14 1.7 250  3.73
Yi-6B 34 38 424 3.76 354 375 1.96 1.72 1.68 1.12 1.62 28
DeepSeek-7B 32 438  5.66 5.1 472 461 1.84 2.36 1.82 1.84 197 344
Baichuan2-7B-Chat 4.11 481 531 4.46 54 4.82 3.21 2.12 1.98 2.28 240 374
Qwen-7B-Chat 3.68 5.04 555 53 586  5.09 332 2.6 2.55 2.57 276  4.05
InternLM-7B-Chat 2.42 3.61 235 2.51 398 297 2.16 1.96 1.66 1.96 194 251
Llama2-7B-Chat 3.56 4.5 525 4.02 5.74 4.61 2 2.14 1.82 1.96 198 344
Vicuna-7B-v1.3 3.62 444 518 4.32 5.03 4.52 1.88 2.02 1.72 1.78 1.85 333
Mistral-7B-instruct-v0.2 4.12 6.16  7.02 6.4 6.36 6.01 3.06 3.6 33 2.32 3.07 4.7
Open-source Models (13B-33B)
InternLM2-20B-Chat 6.38 73 6.68 6.95 692  6.85 5.26 5.38 5.1 4.28 5.01  6.03
Qwen-14B-Chat 5.03 58 652 5.92 6.77  6.01 3.36 3 4.11 2.8 332 4381
Baichuan2-13B-Chat 3.88 513 38 2.84 518 417 2.7 2.04 1.85 1.68 2.07 323
InternLM-20B-Chat 2 246 2.64 3.18 348 275 1.08 1.28 1.38 1.48 131 211
Llama2-13B-Chat 4.52 426 544 4.36 6.5 5.02 2.16 2.26 2.08 1.72 206 3.7
Yi-34B 3.16 426 4.66 3.86 42 4.03 2.86 3.16 3.28 2.8 302 358
Vicuna-33B-v1.3 4.04 574 6.1 4.58 548  5.19 2.52 2.06 2.25 1.58 2.10  3.82
WizardLM-13B-v1.2 4.58 4.14 624 3.96 4.76 4.74 2.08 2.04 1.58 2.16 1.97 35
Open-source Models (> 30B)
Mixtral-8x7B-instruct-v0.1 6 6.78  6.85 6.35 6.82  6.56 3.48 4.02 4.1 34 375 531
DeepSeek-67B 5.8 6.58 745 6.8 6.57  6.64 4.12 4.34 4.53 3.6 415 553
Qwen-72B-Chat 6.2 6.64  6.62 6.02 6.66 643 4.66 4.64 4.75 3.94 450 557
Llama2-70B-Chat 4.78 512 624 5.52 6.5 5.63 248 2.32 2.08 2.06 224 412
WizardLM-70B-v1.0 3.98 436 512 522 474 4.68 2.64 2.84 2.1 2.82 2.60 3.76
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Table 24: Subjective evaluation results on the test set of the comparison dimension.

Model Translation Chat QA S ry Harm. MathCoT MathPoT CodeExec CodeNE Avg.
Closed-source Models
GPT4 8.19 8.6 875 8.01 8.55 7.82 8.05 7.8 6.58 8.04
Gemini-Pro 5.08 6.16 644 5.95 3.57 2.29 343 3.08 2.58 4.29
Claude 6.28 7.1 7.95 7.62 7.08 33 3.98 4.89 3.65 5.76
GPT-3.5-turbo 5.42 624 749 6.32 5.58 2.75 3.25 3.88 3.35 4.92
PaLM 4.32 559 6.22 5.52 4.88 2.22 25 1.62 1.92 3.87
GLM4-no-tools 6.75 8.09 8.12 7.59 6.08 5.44 6.69 7.1 53 6.8
ErnieBot Pro 6.48 722 6.72 7.19 4.97 4.18 5.95 6.28 39 5.88
Baichuan2 Turbo 5.38 7.1 5.95 5.81 5.59 3.08 3.72 4.47 3 4.9
Qwen-Max 6.52 8.45 821 7.86 5.85 4.65 5.54 6.9 4.95 6.55
MiniMax-abab5 4.6 6.16 6.1 5.98 3.44 2.25 2.98 3.45 2.72 4.19
Critique-tuned LLMs (13B-14B)
Auto-J-13B 4.53 632 624 6.79 4.55 3.38 3.48 4.08 2.5 4.63
Open-source Models (6B-7B)
InternLM2-7B-Chat 4.65 698 6.72 6.54 4.68 2.62 332 2.65 3.38 4.62
ChatGLM3-6B 322 413 377 3.88 322 29 2.62 1.41 2.1 3.03
Yi-6B 2.33 29 378 3.18 2.08 1.45 1.74 1.92 2.17 2.39
DeepSeek-7B 3 512 545 5.82 3.72 1.95 2.58 2.22 2.58 3.6
Baichuan2-7B-Chat 3.55 405 492 3.98 33 1.95 2.4 1.65 2.12 3.1
Qwen-7B-Chat 3.98 481 5.01 4.32 4.18 22 2.48 2.15 2.1 347
InternLM-7B-Chat 2.7 2.65 4.05 2.85 2.48 1.6 2.3 1.3 2.17 2.46
Llama2-7B-Chat 278 4.68 4.58 423 4.68 1.92 2.05 1.6 2.35 3.21
Vicuna-7B-v1.3 2.38 445 4.8 4.92 3.02 1.8 2.25 1.72 2.1 2.98
Mistral-7B-instruct-v(.2 3.28 62 7.04 6.46 4.92 1.88 3.35 2.65 2.7 4.28
Open-source Models (13B-33B)
InternLM2-20B-Chat 5.09 746 7.32 6.79 4.92 3.52 3.35 4.88 2.6 5.1
Qwen-14B-Chat 4.8 528 6.05 5.2 4.64 2.58 2.52 2.35 242 3.98
Baichuan2-13B-Chat 4.03 4.65 5.03 5.09 3.72 2.15 2.68 22 1.9 3.49
InternLM-20B-Chat 33 325 3.65 2.7 3.25 2.08 2.75 2.8 2.3 29
Llama2-13B-Chat 272 4.45 5 4.45 4.6 2.08 2.65 1.82 2.15 3.32
Yi-34B 2.8 4.81 4.2 4.2 3.05 2.55 2.95 2.68 2.88 3.35
Vicuna-33B-v1.3 35 59 654 5.78 3.6 2.55 3.12 2.28 23 3.95
WizardLM-13B-v1.2 3.18 591 4.64 2.53 1.81 2.81 3.49 1.32 2.79 3.16
Open-source Models (> 30B)
Mixtral-8x7B-instruct-v0.1 4.78 6.82 7.06 6.32 4.64 2.55 2.98 3.48 2.98 4.62
DeepSeek-67B 5.22 6.75 598 6.66 4.14 2.82 3.68 3.75 3.25 4.69
Qwen-72B-Chat 5.72 644 6.84 7 5.29 2.85 3.6 39 3.58 5.02
Llama2-70B-Chat 3.48 6.08 6.1 6.08 4.65 1.75 2.79 2.5 2.1 3.95
WizardLM-70B-v1.0 2.15 4.8 4.2 5.18 3.72 2.35 2.82 233 2.68 3.36
https://doi.org/10.52202/079017-2137 66944



Table 25: Subjective evaluation results on the dev set of the feedback dimension.

Model Translation Chat QA S y Harm. MathCoT MathPoT CodeExec CodeNE Avg.
Closed-source Models
GPT-4 7.64 8.61 827 8.14 8.2 7.64 7.73 7.65 7.19 79
Claude 6.56 543 693 7.17 7.42 4.11 4.59 5.07 4.04 5.7
GPT-3.5-turbo 4.67 6.51 6.3 5.61 5.94 4.39 4.36 4.19 3.54 5.06
PaLM 5.13 432 5.6l 4.62 479 3.16 1.9 1.65 1.62 3.64
Critique-tuned LLMs (13B-14B
Auto-J-13B 3.81 54 521 5.6 4.71 3.24 3.47 2.82 2.81 4.12
UltraCM-13B 2.37 565 5.6 5.66 4.98 3.86 33 2.58 2.78 4.09
Open-source Models (6B-7B)
InternLM2-7B-Chat 5.93 639 594 5.25 6.28 3.99 4.67 3.28 3.41 5.02
ChatGLM3-6B 431 449 584 4.57 5.06 3.19 2.82 2.0 2.06 3.82
Baichuan2-7B-Chat 3.42 437 571 5.05 5.19 2.69 2.18 2.14 2.0 3.64
Qwen-7B-Chat 3.7 507 634 5.05 5.76 2.7 2.79 2.38 2.5 4.03
InternLM-7B-Chat 2.03 39 281 2.65 4.24 1.99 1.84 2.44 1.52 2.6
Llama2-7B-Chat 5.0 376 448 22 3.53 2.34 2.05 1.63 222 3.02
Mistral-7B-instruct-v0.2 4.07 6.11 6.77 6.16 6.6 2.76 3.46 2.92 2.25 4.57
Vicuna-7B-v1.3 3.41 391 55 4.34 4.6 1.8 1.97 1.7 1.74 3.22
DeepSeek-7B 3.49 459 63 4.74 4.71 1.9 2.09 1.82 1.91 3.51
Yi-6B 3.46 332 461 3.81 33 1.77 1.77 1.78 1.09 2.77
Open-source Models (13B-20B)
InternLM2-20B-Chat 6.2 6.56  6.97 6.36 6.99 52 5.59 5.02 4.62 5.95
Qwen-14B-Chat 5.04 549 6.81 6.2 6.28 2.99 3.33 3.71 2.45 4.71
Baichuan2-13B-Chat 4.29 531 499 3.41 4.56 229 22 1.85 1.58 3.39
InternLM-20B-Chat 1.8 244 274 2.59 2.53 1.03 1.27 1.41 1.43 1.92
Llama2-13B-Chat 4.79 514 599 4.73 5.96 2.53 2.17 1.33 1.33 3.77
WizardLM-13B-v1.2 4.54 4 6.56 4.03 3.98 1.94 1.96 1.42 2.28 3.41
Vicuna-33B-v1.3 3.67 57 1714 4.67 5.56 2.13 2.24 2.13 1.55 3.87
Yi-34B 3.26 4.13  4.67 4.14 42 2.67 3.14 2.63 2.67 35
Open-source Models (Larger than 70B)
Qwen-72B-Chat 5.6 577 6.5 6.14 6.01 4.19 4.49 4.25 3.65 5.18
Llama2-70B-Chat 3.99 587 3.87 2.22 1.69 1.84 1.24 1.92 1.63 2.7
Mistral-8x7B-instruct-v0.1 5.46 6.56  7.26 6.62 6.67 3.7 4.11 433 3.43 5.35
DeepSeek-67B 5.19 6.44 7.64 6.16 59 4.5 4.56 4.37 3.52 5.36
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Table 26: Subjective evaluation results on the dev set of the comparison critique dimension.

Model Translation Chat QA S y Harm. MathCoT MathPoT CodeExec CodeNE Avg.
Closed-source Models
GPT-4 8.27 8.6 874 8.12 8.56 7.57 7.76 7.72 6.83 8.02
Claude 6.33 7.11  7.66 7.22 7.12 4.4 4.47 4.63 3.67 5.85
GPT-3.5-turbo 5.4 637 75 7.05 5.43 34 3.53 3.55 35 5.08
PaLM 4.71 493 6.58 5.63 4.39 2.82 2.35 1.55 2.0 3.88
Critique-tuned LLMs (13B-14B
Auto-J-13B 4.22 598 723 6.6 427 3.67 3.62 3.8 2.82 4.69
Open-source Models (6B-7B)
InternLM2-7B-Chat 4.87 6.32 647 5.98 5.62 3.72 3.71 222 2.83 4.64
ChatGLM3-6B 3.05 349 518 435 3.24 2.71 2.45 1.31 2.23 3.12
Baichuan2-7B-Chat 3.37 3.67 5.07 4.17 2.7 223 2.57 1.77 2.02 3.06
Qwen-7B-Chat 3.98 4.81 5.01 432 4.18 22 2.48 2.15 2.1 3.47
InternLM-7B-Chat 2.68 29  3.68 2.82 2.08 2.03 1.98 1.43 1.95 2.39
Llama2-7B-Chat 1.07 4.61 1.8 2.55 2.39 3.22 3.18 1.3 2.48 2.51
Mistral-7B-instruct-v(.2 2.88 57 642 6.32 4.47 2.6 3 2.55 2.88 4.09
Vicuna-7B-v1.3 2.42 393 429 491 2.95 1.98 2.18 1.78 2.13 2.95
DeepSeek-7B 2.73 473 582 5.78 3.32 2.1 2.53 2.13 22 3.48
Yi-6B 22 3.62 355 3.6 2.12 1.88 2.14 1.7 228 2.57
Open-source Models (13B-20B)
InternLM2-20B-Chat 6.37 6.52 7.25 6.63 5.68 3.75 4.37 4.07 3.03 5.3
Qwen-14B-Chat 4.82 432 574 5.83 4.18 2.92 2.55 2.28 2.53 3.91
Baichuan2-13B-Chat 433 473  5.59 4.63 3.17 2.37 2.88 2.07 2.3 3.56
InternLM-20B-Chat 3.25 372 315 1.77 272 2.35 2.43 2.78 243 2.73
Llama2-13B-Chat 3.1 29 373 2.12 1.76 2.32 1.23 1.47 2.55 2.35
WizardLM-13B-v1.2 2.85 428 452 2.82 1.61 3.06 3.86 1.66 227 2.99
Vicuna-33B-v1.3 3.17 581 648 5.73 3.33 3.03 3.27 2.17 2.35 3.93
Yi-34B 2.88 465 3.58 4.53 2.78 3.07 3.25 2.78 2.88 3.38
Open-source Models (Larger than 70B)
Qwen-72B-Chat 5.55 6.16 7.0 6.26 4.94 3.48 3.52 3.58 3.15 4.85
Llama2-70B-Chat 2.88 381 459 222 2.96 2.81 1.47 1.72 22 2.74
Mistral-8x7B-instruct-v0.1 4.67 6.28 7.18 6.52 4.75 2.97 3.22 3.33 3.17 4.68
DeepSeek-67B 5.17 6.09 723 6.42 3.85 2.97 3.67 3.62 3.58 4.73
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Table 27: Subjective evaluation results on the test and dev set of the correction critique dimension.
Due to the cost limitation, we do not provide the experimental results on these closed-source API-
based LLMs: GLM4-no-tool, ErnieBot-Pro, Baichuan2 Turbo, Qwen-Max, MiniMax-abab5.

Model Test Dev
Translation Chat QA S y Harm. Avg. Translation Chat QA S y Harm. Avg.
Closed-source LLMs
GPT-4 7.8 782 7.65 7.78 74 7.69 7.71 8.08 6.82 79 72 7.54
Gemini-Pro 7.1 759 135 7.39 8 7.49 - - - - - -
Claude 7.52 725 758 8.02 822 772 7.32 7.62 745 7.7 775 157
GPT-3.5-turbo 7.38 7.62 758 7.32 784 755 7.18 728 695 75 7.03 719
PaLM 4.58 5.88 6.68 5.87 743 6.09 6 6.1 672 5.48 7 6.26
GLM4-no-tools 7.8 82 798 8 8.5 8.1 - - - - - -
ErnieBot Pro 7.95 74 692 7.75 7.98 7.6 - - - - - -
Baichuan2 Turbo 7.69 73 718 7.62 8.45 7.65 - - - - - -
Qwen-Max 8.05 825 795 8.07 875 821 - - - - - -
MiniMax-abab5 6.92 6.68 622 6.65 758 681 - - - - - -
Open-source LLMs (6B-7B)
InternLM2-7B-Chat 6.25 6.78 721 7.05 855 7.17 6.18 6.86 7.23 6.8 7.7 6.95
ChatGLM3-6B 3.05 4 5.72 4.92 778  5.09 3.75 442 517 542 6.47  5.05
Yi-6B 4.1 298 447 4.88 53 435 4.4 4.07 525 4.87 488  4.69
DeepSeek-7B 532 532 648 6.12 7.05  6.06 5.32 562 655 6.2 7 6.14
Baichuan2-7B-Chat 5.8 538 54 5.42 538 548 5.84 503 597 5.95 6.08  5.77
Qwen-7B-Chat 53 528 6.88 6.48 798 638 5.82 5.68 6.85 5.85 725 629
InternLM-7B-Chat 1.85 278 4.58 4.18 598 387 2.31 298 428 3.88 5.05 3.7
Llama2-7B-Chat 3.78 6.5 655 5.86 8.6 6.26 49 355 537 3.98 475 451
Vicuna-7B-v1.3 342 542 558 5.82 782  5.61 3.63 525 627 5.27 672 543
Mistral-7B-instruct-v0.2 545 7.02 735 7.7 8.48 72 547 7.07 743 7.33 788  7.04
Open-source LLMs (13-20B)
InternLM2-20B-Chat 6.41 7.5 7.6 7.28 8.6 7.48 6.62 722 178 6.68 797 725
Qwen-14B-Chat 7.22 6.45  7.08 7.22 8.3 7.25 6.91 6.53 17.55 6.88 7.4 7.05
Baichuan2-13B-Chat 6.35 6.68 6.78 6.75 742 6.8 6.67 575 6.7 6.45 72 6.55
InternLM-20B-Chat 3.75 455 503 4.97 7.72 52 3.53 452  5.08 5.87 587 497
Llama2-13B-Chat 5.45 7 7.18 7.18 875 7.11 4.79 6.6 732 5.1 776 631
Yi-34B 6.12 508 582 6.32 79 6.25 6.57 53 575 6.52 6.92 621
Vicuna-33B-v1.2 5.1 725 6.8 7.58 79 6.93 4.68 68 722 7.02 735 661
WizardLM-13B-v1.2 531 622 64 5.89 835 643 5.39 632 656 6.14 722 633
Open-source LLMs (> 70B)
Qwen-72B-Chat 7.16 6.88 7.25 7.62 835 745 6.95 722 122 7.64 7.45 73
Llama2-70B-Chat 5.58 72 685 7.18 872 7.11 3.33 584 672 3.96 785 554
Mixtral-8x7B-instruct-v0.1 5.18 788 15 75 8.6 7.33 5.07 742 134 7.68 795 7.09
DeepSeek-67B 7.02 72 672 72 8.36 73 6.72 717 6.6 6.92 7.1 6.9
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Table 28: Objective evaluation results on the test and dev set of the correction dimension. Due to
the cost limitation, we do not provide the experimental results of following closed-source API-based
LLMs on dev set: GLM4-no-tool, ErnieBot-Pro, Baichuan2 Turbo, Qwen-Max, MiniMax-abab5.

Model Test Dev
MathCoT MathPoT CodeExec CodeNE Avg. MathCoT MathPoT CodeExec CodeNE Avg.
Closed-source LLMs
GPT-4 50 62 83.33 83.33 69.67 40 74 80.95 75.61 67.64
Gemini-Pro 34 46 50 46.67 44.17 - - - - -
Claude 50 30 66.67 53.33 50 36 42 68.25 53.66 49.98
GPT-3.5-turbo 42 54 83.33 76.67 64.00 34 72 71.43 70.73 62.04
PaLM 25 31.25 16.67 40 28.23 30 42 33.33 24.39 3243
GLM4-no-tools 40 56 73.33 73.33 60.67 - - - - -
ErnieBot Pro 43.75 56.25 83.33 60 60.83 - - - - -
Baichuan2 Turbo 38 48 56.67 46.67 47.34 - - - - -
Qwen-Max 56.25 50 60 55.56 55.45 - - - - -
MiniMax-abab5 32 46 53.33 43.33 43.67 - - - - -
Open-source LLMs (6B-7B)
InternLM2-7B-Chat 28 20 50 46.67 36.17 24 32 55.56 43.9 38.87
ChatGLM3-6B 36 16 40 30 30.50 30 26 36.51 21.95 28.62
Yi-6B 18 0 10 10 9.5 4 6 14.29 12.2 9.12
DeepSeek-7B 38 42 33.33 26.67 35 40 48 31.75 26.83 36.65
Baichuan2-7B-Chat 25 12.5 16.67 0 13.54 30 34 20.63 19.51 26.04
Qwen-7B-Chat 38.00 28.00 30.00 33.33 32.33 34 40 254 29.27 32.17
InternLM-7B-Chat 4 4 10 10 7 0 12 9.52 7.32 7.21
Llama2-7B-Chat 0 0 0 0 0 0 2 1.59 0 0.90
Vicuna-7B-v1.3 20 24 30 16.67 22.67 20 28 15.87 14.63 19.63
Mistral-7B-instruct-v0.2 38 38 40 36.67 38.17 16.67 25 375 27.27 26.61
Open-source LLMs (13-20B)
InternLM2-20B-Chat 44 38 60 60 50.5 30 52 61.9 56.1 50
Qwen-14B-Chat 40 32 46.67 33.33 38 34 48 42.86 26.83 37.92
Baichuan2-13B-Chat 26 36 33.33 30 31.33 16 42 28.57 24.39 27.74
InternLM-20B-Chat 40 18 10 6.67 18.67 40 18 20.63 7.32 21.49
Llama2-13B-Chat 30 4 0 0 8.50 24 2 0 0 6.5
Yi-34B 8 6 23.33 6.67 11 6 6 19.05 17.07 12.03
Vicuna-33B-v1.2 32 40 20 30 30.5 11.11 30 25 13.64 19.94
WizardLM-13B-v1.2 32 36 23.33 6.67 24.50 32 50 254 7.32 28.68
Open-source LLMs (> 70B)
Qwen-72B-Chat 46 46 66.67 60 54.67 36 60 65.08 51.22 53.08
Llama2-70B-Chat 20 0 0 6.67 6.67 20 6 0 7.32 8.33
WizardLM-70B-V1.0 0 6 10 10 6.5 - - - - -
Mixtral-8x7B-instruct-v0.1 42 38 46.67 46.67 43.34 26 46 49.21 51.22 43.11
DeepSeek-67B 36 54 66.67 63.33 55 32 72 63.49 56.1 55.90

M Human Performance in CRITICEVAL

In this section, we provide more details and comparison between LLMs and human performance.
Specifically, we conduct the human annotation of the subjective tasks on the CRITICEVAL test set, and
the overall human-level performance is shown in Table[29] Note that the cohort and corresponding
set of human critiques does not represent the best possible human performance; instead, they
represent the capability of annotators selected for this human performance annotation of the
CRITICEVAL test set.

Table 29: Comparison between Human Performance and GPT-4-turbo.

Fysw Fsov. Fosw F.obi. CRsw CR o;
GPT-4 784 6354 789 5733 7.69 69.67
Human 5.61 67.69 522  60.67 6.63 75.69

It can be found that the human-level significantly outperforms GPT-4 on the objective task, while it is
inferior to GPT-4 on the subjective evaluation. Therefore, we conduct the Quantitative and Qualitative
Analysis to understand the performance gap between humans and GPT-4 in subjective evaluation.

Quantitative Analysis We conduct the fine-grained failure modes analysis, and the distribution
of each failure mode for feedback, comparison and correction dimensions are shown in Table @l,
Table[3T]and Table The numbers in following tables indicate the frequencies of error types in
GPT-4 and human-written critiques. The detailed description of each failure mode can be found
in Section As for the feedback and comparison dimensions, the distribution of E1 (missing
issues), E2 (missing suggestions or low-quality suggestions), and E7 (insufficient analysis) in human-
written critiques is significantly higher than that of GPT-4. In contrast, the distribution of other
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error types is significantly lower. As for the correction dimension, human annotators usually do not
follow suggestions in the provided feedback (E9) and generate additional errors (E11). Through
communicating with the annotators, we notice that the primary cause of this issue is that some tasks
require domain-specific knowledge, and the lack of this knowledge among human annotators results
in lower-quality corrections. In summary, the human-written critiques are often less comprehensive
than GPT-4, significantly reducing the quality. In contrast, the mistakes in human-written critiques
are significantly less than that of GPT-4. This phenomenon is consistent with our preliminary study
and recent findings [[79} 6], further proving the effectiveness and reasonableness of leveraging the
human-in-the-loop pipeline to construct comprehensive and accurate reference critiques.

Table 30: Comparison between Human Performance and GPT-4-turbo in feedback dimension (FY).

E1l E2 E3 E4 ES E6  Other
GPT4 1799 1871 16.37 1583 10.07 1493 6.12
Human 21.18 2448 1136 1527 9.06 12.13 6.52

Table 31: Comparison between Human Performance and GPT-4-turbo in comparison dimension (F¢).

El E2 E3 E4 ES Eé6 E7 E8  Other
GPT-4 16.67 11.02 11.29 1559 430 6.99 1935 12.10 2.69
Human 19.71 1529 7.65 9.51 3.82 480 2490 11.67 2.65

Table 32: Comparison between Human Performance and GPT-4-turbo in correction dimension (C' R).

E1l E2 E3  Other
GPT-4 2346 4383 21.60 11.11
Human 29.38 36.88 25.00 875

Qualitative Analysis We inspect the human-written critiques in the subjective evaluation tasks
to understand the source of the performance difference. In general, human annotators write fewer
comments than LL.Ms, and the comments are usually general and brief. Besides, many tasks
involve domain-specific knowledge that humans may lack, but GPT-4 excels in (albeit with potential
hallucinations).

N Evaluated LLMs

We extensively evaluate widely used open-source and closed-source LLMs of different sizes on
CRITICEVAL to understand the current progress in this field, including (1) instruction-tuned LLMs;
(2) critique-tuned LLMs; and (3) reward models. To reproduce evaluation results, the greedy search
is employed for open-source LLMs, and the temperature factor is set as 0 for closed-source LLMs,
i.e., decoding randomness is minimum.

The inference procedures of all these evaluated LLMs in this paper are conducted in an A800 server
with 8 GPU cards, each with 80G CUDA memory. The vLLM [82]] and LMDeploy [83] packages are
used to speed up the inference, and the average inference time cost for each LLM is 1.25 hours.

N.1 Instruction-tuned LLMs

For closed-source LLMs, we test GPT-4, Claude, Gemini-Pro, PaLM, GPT-3.5-turbo, etc. For
open-source LLMs, we test numerous LLM series including Mistral [49], LLaMA2 [37]], Baichuan2
(841, Qwelﬂ [21], InternLM?2 [48]], WizardLM [835]], Vicuna [86], Yi, and DeepSeek [50], efc.

N.2 Critique-tuned LLMs

Recent works have proven that fine-tuning LLMs on critiques generated by GPT-4 significantly
improves LLM’s critique ability [11,/30} 24} [12]. Llama-2-13B fine-tuned on GPT-4’s critique could

?Qwen-1.5 serie LLMs are only evaluated in the meta-feedback critique dimension.
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Figure 13: Interpretable analysis of the LLM’s critique ability on subjective evaluation.

achieve close critique ability to GPT-4, and even outperform much larger model, like Llama-2-70B.
In this paper, we name the LLMs fine-tuned on critiques dataset Critique-tuned LLMs, and we
comprehensively evaluate critique-tuned LLMs on our proposed CRITICEVAL: (1) TigerScore [30];
(2) Auto-J-13B [[11]; and (3) UltraCM [12].

However, there are two popular critique-tuned LLMs are not evaluated in CRITICEVAL. The reasons
are listed as follows: (1) InstructScore [24]] can only be used to evaluate limited tasks, like data2text
and commonsense, thus we donot test InstructScore in our work; (2) Prometheus [[14]] are not evaluated
because of its high dependence on the criteria question, score rubrics and reference answers, which is
not fully covered in our benchmark.

N.3 Reward Models

Moreover, we show CRITICEVAL can also be used to evaluate reward models [87]]. There are lots of
reward models that can be publicly accseed. We only evaluate three representative reward models,
and leave the evaluation on other reward models in our future work [38]]: (1) UltraRM-13B [12]; (2)
Ziya-7B [52]; (3) SteamSHP [53].

O Interpretable Analysis of the Quality of Textual Critiques

Beyond the simplified average scores from 1 to 10 in the subjective evaluation of CRITICEVAL, we
also categorize the textual critiques of each LLM into three quality intervals for more interpretable
analysis: (1) Low-quality critiques (1-3); (2) Medium-quality critiques (4-6); (3) High-quality
critiques (7-10). The results of five representative LLMs on feedback, correction, and comparion-
based feedback dimensions are shown in Figure[I3] It can be found that GPT-4-turbo exhibits strong
critique ability and barely generates low-quality critiques. In contrast, the critiques generated by the
Llama-2-70B-Chat are usually low-quality. Besides, the ratio of low-quality critiques generated by
some LLMs, like Llama-2-70B-Chat and Qwen-72B-Chat, are very high, indicating that they have a
lot of room for improvement.

P Error Patterns in Responses

In this section, we analyze the details and cases about three kinds of error patterns in responses: (1)
obvious error; (2) complex error; (3) subtle error. Specifically, we ask human annotators to summarize
the common error cases after they annotate all the textual critiques in CRITICEVAL, and categorize
them into obvious error, complex error, and subtle errors in Table@ It should be noted that these
three error patterns may have other specific error cases in nine domains. However, it is difficult to
exhaust all the error case. Thus, our motivation is to list, annotate, and analyze as many as possible to
ensure the accuracy of our experimental results.

Q Likert Score for Responses

Figure [5| demonstrates the discernible performance disparities in responses for each task. Since
automatic execution leaks quality information, we do not collect the correct responses for the
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Table 33: Specific error cases in each error pattern and each data domain in our human annotation.
Since harmful content is easy to detect, the complex error is very rare in CRITICEVAL.

Domains Obvious Errors Complex Errors Subtle Errors
Ambiguous
Spelling mistakes Misalignment with input Inaccurate translations of idioms
Translate Grammatical errors miss translation Inappropriate tone expressions
Clear misuses of words Incorrect negative expressions Misalignment with the background
Inappropriate word meaning choices
Incorrect assumptions
Fail to fulfill query Flawpd deductions Slight ‘mlgunderstandmgg of query
. Inconsistent arguments Insensitivity to cultural differences
Chat Grammatical errors .2 L
. . Hallucination Misalignment of style
Obvious contradictions . . o R
Logical reasoning error Missing details
Oversimplification
Overs1mp11ﬁcaF ton Subtle Contextual Misunderstanding
_ Comprehension Difficulty - . B .
Contradiction . . Missing details required in question
QA . Logical reasoning error .
Obvious Commonsense Error Imprecise answer
Dependency error . .
R Missing details
Hallucination
Harmlessness  Explicit forms of discrimination - Implicit bias
.Co.n tradlctlon' Contextual misunderstanding Minor deviations in detail
Summary Missing key point . SR .
. X Factual error Information integration errors
Fail to fullfill query
Basic Arithmetic mistakes . LOglca.l Teasoning Crrors - . L
Misunderstanding of problem conditions Imprecise approximations
Math CoT Data entry errors Lo . . .
R Omission of key steps Ignoring constraints
Formula application errors .
Incorrect assumptions
Math PoT Syntax error . .
. Algorithm or Implementation error .
CodeExec API/Library usage errors . . Improper handling of edge cases
. Time Limit Exceeded
CodeNE Incorrect input/output format

Overall Objective Performance

Overall Subjective Performance

6.251
6.001
55
5.751
g
3 50 5.50
:
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Figure 14: The visualization of scaling law of LLM’s critique ability. Under the same LLM series,
the critique ability for LLMs becomes better when the size of the model scale increases.

CodeExec task. Such variation is instrumental in analyzing the impact of response quality on the
feedback.

R Visualization of Relationship between Model Scales and Critique Ability

Following previous works [9], we provide the diagrams to demonstrate the relationship between
LLM’s critique ability and model scales, which are shown in Figure[I4] It can be easily found that
the critique ability of all LLM series steadily increase with the number of the parameters (scale)
increasing.
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S How Few-shot Examples Affect Performance

In this paper, we have studied the few-shot prompting strategy. However, our results demonstrate
that few-shot prompting reduces performance across various LLMs. As illustrated in Table 34} when
using 1-5 examples in objective feedback evaluations, we observed a significant decline in LLMs’
performance as the number of examples increased. This intriguing phenomenon may be due to the
complexity of the critique task, where few-shot examples might impede the LLM’s understanding of
the evaluated responses. Consequently, CRITICEVAL currently does not utilize few-shot prompting
by default. Given the emerging interest in critique ability research, we look forward to future works
investigating advanced inference strategies to improve critique ability of LLMs.

Table 34: The critique performance (Spearman correlation) of LLMs by few-shot prompting.

Models No. Few-shot 1 2 3 4 5
Llama-3-7B-Chat 61.34 58.13 5425 5299 5323 50.11
InternLM2-20B-Chat 69.86 66.26 6499 63.32 6033 61.72

T Scalability and Cost about CRITICEVAL

In this section, we provide the cost of constructing one task and inferencing one LLM in CRITICEVAL.

T.1 Construction Cost
Collect Evaluated Responses for All Tasks

* Open-source LLMs: a GPU server with 8 A100 (80G) cards is used to generate evaluated
responses, and the total GPU hours are 4.26 hours, approximately 82.88% (refer to the price
of Alibaba Cloud).

* Closed-source LLMs: the average cost for each LLM is 0.898$.

Generate and Revise GPT-4 Critiques The cost of the human annotation is computed under these
settings: (1) Four human annotators (3 annotators and one supervisor); (2) 5.69$ hourly wage for
each annotator; (3) Average 400 samples in one task. The overall construction cost are shown in
Table 35} which is affordable [88].

Table 35: The cost of constructing the critiques.

For Each New Task Cost ($) Time (hour)
Generate Critiques (GPT-4) 3.09 -
Human Annotation 303.53 53.34
Overall 306.62 53.34

T.2 Average Computation Cost for One LLM

As shown in Table 36]The overall cost of the test and dev set is 13.19+9.94=23.13$, comparable
to the evaluation cost on the AlpacaEval benchmark (5-15$) [19]. These costs are essential for
CRITICEVAL, as they guarantee the reliability of critique evaluation. We promise to add these details
to the Appendix of our revised submission.

U Multilingual Support

The primary goal of CRITICEVAL in the current stage is to construct a reliable and comprehensive
evaluation for critique ability. We agree that it is essential to study multilingual critiques and intend
to broaden CRITICEVAL to include other languages in future work. The following content briefly
introduces our preliminary solution on how to achieve this goal.
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Table 36: The computation cost of inference one LLM in CRITICEVAL.

Dimensions  Cost of Test set ($§) Cost of Dev set ($)

Feedback 4.21 5.09
Correction 2.11 2.67
Comparison 3.62 543
Overall 9.94 13.19

Construct Multilingual CRITICEVAL Following the previous work [89]], CRITICEVAL could
be translated to various languages, especially low-resource languages, with human annotation for
revising translation inaccuracies. the most direct way is to translate CRITICEVAL into various
languages, with human annotation for revising translation inaccuracies.

Evaluate Multilingual CRITICEVAL While the reliability of objective evaluation could be ensured,
the reliability of subjective evaluation is limited by the multilingual capability of the judge model
(GPT-4). We recommend back-translating multilingual critiques into English and evaluating them
within English CRITICEVAL.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We have well discussed the main claims in Section 4] and Section
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are well described and discussed in Appendix [A]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our experimental results could be easily reproduced because we have already
discussed the necessary details in Section [6.1] Appendix[l|and Appendix

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

66955 https://doi.org/10.52202/079017-2137



Answer: [Yes]

Justification: We upload dataset and evaluation toolkit of our proposed CRITICEVAL with
this submission to reproduce our results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have well described all the details about inference procedure in Section 6}
Appendix [H| Appendix|[F} Appendix [El Appendix D] Appendix [N]and Appendix[C|
Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report the statistical significance of our objective evaluation in CRITICEVAL
in Section[3land Section

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The time cost, compute worker, CUDA memory for LLM inference in our
proposed CRITICEVAL dataset are well described in Appendix

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We promise our research conforms with the NeurIPS Code of Ethics, which is
listed in Section [B] Section [D}

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: We have described the ethical consideration in Appendix |B| and our paper
doesn’t raise the potential positive or negative societal impacts.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: We have discussed this part of content in Appendix B}
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have well discussed the Licenses of existing assets in Appendix [D} while

we do not discuss more details for the used LLMs in this paper due to the vast number of
LLMs.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

» For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We upload the documentation and some important information about our new
assets.

Guidelines:

» The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]
Justification: We have discussed this part of the content carefully in Appendix [H]
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]

Justification: We have submitted an application to the Institutional Review Board (IRB).
After evaluation, the committee determined that the human annotation for critique task posed
no ethical concerns, and accordingly, we conduct the human annotation. Besides, we have
adequately addressed minimal ethical concerns by following efforts: ensuring the fairness of
the data collection by selecting a diverse group of annotators, providing clear guidelines, and
compensating the annotators well, as described in Appendix [B]and Appendix [H| Therefore,
these efforts make sure our work does not violate the NeurIPS Code of Ethics.
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Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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