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Abstract

Can we modify the training data distribution to encourage the underlying optimiza-
tion method toward finding solutions with superior generalization performance on
in-distribution data? In this work, we approach this question for the first time by
comparing the inductive bias of gradient descent (GD) with that of sharpness-aware
minimization (SAM). By studying a two-layer CNN, we rigorously prove that SAM
learns different features more uniformly, particularly in early epochs. That is, SAM
is less susceptible to simplicity bias compared to GD. We also show that examples
containing features that are learned early are separable from the rest based on the
model’s output. Based on this observation, we propose a method that (i) clusters
examples based on the network output early in training, (ii) identifies a cluster of
examples with similar network output, and (iii) upsamples the rest of examples only
once to alleviate the simplicity bias. We show empirically that USEFUL effectively
improves the generalization performance on the original data distribution when
training with various gradient methods, including (S)GD and SAM. Notably, we
demonstrate that our method can be combined with SAM variants and existing data
augmentation strategies to achieve, to the best of our knowledge, state-of-the-art per-
formance for training ResNet18 on CIFAR10, STL10, CINIC10, Tiny-ImageNet;
ResNet34 on CIFAR100; and VGG19 and DenseNet121 on CIFAR10.

1 Introduction

Training data is a key component of machine learning pipelines and directly impacts its performance.
Over the last decade, there has been a large body of efforts concerned with improving learning
from a given training dataset by designing more effective optimization methods [22, [38} [76] or
neural networks with improved structures [47} 156} |82] or higher-capacity [49, 51]. More recently,
improving the quality of the training data has emerged as a popular avenue to improve generalization
performance. Interestingly, higher-quality data can further improve the performance when larger
models and better optimization methods are unable to do so [23}27]. Recent efforts to improve the
data quality have mainly focused on filtering irrelevant, noisy, or harmful examples [23] 145, |66]].
Nevertheless, it remains an open question if one can change the distribution of a clean training data
to further improve the in-distribution generalization performance of models trained on it.

At first glance, the above question may seem unnatural, as it disputes a fundamental assumption
that training and test data should come from the same distribution [29]. Under this assumption,
minimizing the training loss generalizes well on the test data [7]]. Nevertheless, for overparameterized
neural networks with more parameters than training data, there are many zero training error solutions,
all global minima of the training objective, with different generalization performance [25]]. Thus, one
may still hope to carefully change the data distribution to drive the optimization algorithms towards
finding more generalizable solutions on the original data distribution.
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In this work, we take the first steps towards addressing the above problem. To do so, we rely on recent
results in non-convex optimization, showing the superior generalization performance of sharpness-
aware-minimization (SAM) [22] over (stochastic) gradient descent (GD). SAM finds flatter local
minima by simultaneously minimizing the loss value and loss sharpness. In doing so, it outperforms
(S)GD and obtains state-of-the-art performance, at the expense of doubling the training time [20} [81]].
Our key idea is that if one can change the training data distribution such that learning shares similar
properties to that of training with SAM, then the new distribution can drive (S)GD and even SAM
toward finding more generalizable solutions.

To address the above question, we first theoretically analyze the dynamics of training a two-layer
convolutional neural network (CNN) with SAM and compare it with that of GD. We rigorously prove
that SAM learns different features in a more uniform speed compared to GD, particularly early in
training. In other words, we show that SAM is less susceptible to simplicity bias than GD. Simplicity
bias of SGD makes the model learn simple solutions with minimum norm [25] and has long been
conjectured to be the reason for the superior generalization performance of overparameterized models
by providing implicit regularization [[7, 25} 28} 51} 52} [70]. Nevertheless, the minimum-norm solution
found by GD can have a suboptimal performance [64].

Following our theoretical results, we formulate changing the distribution of a training dataset such
that different features are learned at a more uniform speed. First, we prove that the model output for
examples containing features that are learned early by GD is separable from the rest of examples in
their class. Then, we propose changing the data distribution by (i) identifying a cluster of examples
with similar model output early in training, (ii) upsampling the remaining examples once to speed
up their learning, and (iii) restarting training on the modified training distribution. Our method,
UpSample Early For Uniform Learning (USEFUL), effectively alleviates the simplicity bias and
consequently improves the generalization performance. Intuitively, learning features in a more
uniform speed prevents the model to overfit underrepresented but useful features that otherwise are
learned in late training stages. When the model overfits an example, it cannot learn its features in a
generalizable manner. This harms the generalization performance on the original data distribution.

We show the effectiveness of USEFUL in alleviating the simplicity bias and improving the general-
ization via extensive experiments. First, we show that despite being relatively lightweight, USEFUL
effectively improves the generalization performance of SGD and SAM. Additionally, we show that
USEFUL can be easily applied with various optimizers and data augmentation methods to improve in-
distribution generalization performance even further. For example, applying USEFUL with SAM and
TrivialAugment (TA) [50] achieves, to the best of our knowledge, state-of-the-art accuracy for image
classification for training ResNet18 on CIFAR10, STL10, CINIC10, Tiny-ImageNet; ResNet34 on
CIFAR100; and VGG19 and DenseNet121 on CIFAR10. We also empirically confirm the benefits of
USEFUL to out-of-distribution performance, but we emphasize that this is not the focus of our work.

2 Related Works

Sharpness-aware-minimization (SAM). Motivated by the generalization advantages of flat local
minima, sharpness-aware minimization (SAM) was concurrently proposed in [22] [81]] to minimize
the training loss at the worst perturbed direction from the current parameters. SAM has been shown to
obtain state-of-the-art on a variety of tasks [22]. Additionally, SAM has been shown to be beneficial
in other settings, including label noise [22, |81]], and domain generalization [9, [72].

There have been recent efforts to understand the generalization benefits of SAM. The most popular ex-
planation is based on the Hessian spectra, empirically [22] [36]] and theoretically [6,[73]]. Other works
showed that SAM finds a sparser solution in diagonal linear networks [3], and exhibits benign overfit-
ting under much weaker signal strength compared to (S)GD [12]]. More recently, SAM is shown to also
benefit out-of-distribution (OOD). In particular, [65] suggested that SAM promotes diverse feature
learning by empirically studying a simplified version of SAM which only perturbs the last layer. They
showed that SAM upscales the last layer’s weights to induce feature diversity, which benefits OOD. In
contrast, we rigorously analyze a 2-layer non-linear CNN and prove that SAM learns (the same set of)
features at a more uniform speed, which benefits the in-distribution (ID) settings. Our results reveal
an orthogonal effect of SAM that benefits the ID generalization by reducing the simplicity bias, and
provides a complementary view to prior works explaining superior ID generalization performance
of SAM. We then propose a method to learn features more evenly by changing the data distribution.

https://doi.org/10.52202/079017-2200 68855



Simplicity bias (SB). (S)GD has an inductive bias towards learning simpler solutions with minimum
norm [25]. It is empirically observed [34] and theoretically proved [28] that SGD learns linear
functions in the early training phase and more complex functions later in training. SB of SGD has
been long conjectured to be the reason for the superior in-distribution generalization performance of
overparameterized models, by providing capacity control or implicit regularization [26, 152} 155, 163].
On the other hand, in the OOD setting, simplicity bias is known to contribute to shortcut learning
by causing models to exclusively rely on the simplest spurious feature and remain invariant to the
complex but more predictive features [63} 167, [75]]. Prior works on mitigating simplicity bias have
been shown effective in the OOD settings 67} 68]]. In contrast, our work shows, for the first time,
that reducing the simplicity bias also benefits the ID settings. By studying the mechanism of feature
learning in a two-layer nonlinear CNN, we prove that SAM is less susceptible to simplicity bias
than GD, in particular early in training, which contributes to its superior performance. Then, we
show that training data distribution can be modified to reduce the SB and improve the in-distribution
generalization. In Appendix we empirically confirm that existing simplicity bias mitigation
methods also improve the in-distribution performance, but to a smaller extent than ours.

Distinction from Existing Settings. Our work is distinct from the following literature:

(1) Distribution Shift. Unlike distribution shift and shortcut learning [[18,139,57,/61]], we do not assume
existence of domain-dependent (non-generalizable) features or strong spurious correlations in the
training data, or shift between training and test distribution. We focus on in-distribution generalization,
where training and test distributions are the same and all the features in the training data are relevant
for generalization. In Appendix [D.5]we empirically show the benefits of our method to distribution
shift, but we emphasize that this is not the focus of our study and we leave this direction to future work.

(2) Long-tail distribution. Long-tailed data is studied as a special case of distribution shift in which
(sub)classes are highly imbalanced in training but are (more) balanced in test data [15}[71]]. Long-tail
methods resample the data at the class or subclass level to match the training and test distribution. In
contrast, in our settings, training and test data follow the same distribution. Nevertheless, our method
can be applied to improve the performance of long-tail datasets, as we confirm in Appendix

(3) Improving Convergence. A body of work speeds up convergence of (S)GD to find the same
solution faster. Such methods iteratively sample or reweight examples based on loss or gradient norm
during training 21} 33} 35, [80]. In contrast, our work does not intend to speed up training to find the
same solution faster, but intends to find a more generalizable solution on the original data distribution.

(4) Data Filtering Methods. Filtering methods identify and discard or downweight noisy labeled [45],
domain mismatched [23]], redundant [[1, 44} 59], or adversarial examples crafted by data poisoning
attacks [[66]. In contrast, we assume a clean training data and no mismatch between training and test
distribution. Our work can be applied to a filtered training data to further improve the performance.

3 Theoretical Analysis: SAM Learns Different Features More Evenly

In this section, we analyze and compare feature learning mechanism of SAM. First, we introduce our
theoretical settings including data distribution and neural network model in Sec.[3.1] We then revisit
the update rules of GD and SAM in Sec. [3.2] before presenting our theoretical results in Sec.[3.3]

3.1 Theoretical Settings

Notation. We use lowercase letters, lowercase boldface letters, and uppercase boldface letters to
denote scalars (a), vectors (v), and matrices (W'). For a vector v, we use ||v||, to denote its Euclidean
norm. Given two sequence {x,} and {y,}, we denote x,, = O(y,) if |z,| < Cil|y,| for some
absolute positive constant C, x,, = Q(yy ) if |2, | > C2|y,| for some absolute positive constant C,
and z,, = O(y,,) if Csly,| < |z,| < Cylyn| for some absolute constant Cs, Cy > 0. Besides, we
use O(+), 2(+), and O(-) to hide logarithmic factors in these notations. Furthermore, we denote ,, =
poly(yy) if x,, = O(y,;) for some positive constant D, and x,, = polylog(ys,) if ., = poly(log(y.)).

Data distribution. We use a popular data distribution used in recent works on feature learning [2, |8}
114121 [181 32} 140] to represent data as a combination of two features and noise patches. Additionally,
we introduce a probability « to control the frequency of fast-learnable features in the data distribution.
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Definition 3.1 (Data distribution). A data point (z,y) € (R%)"x {£1}is generated from the
distribution D(f,, B4, «) as follows. We uniformly generate the label y € {+1}. We generate x as a

collection of P patches: = (z(V), 2 ... 2(")) ¢ (RY)”, where

* Slow-learnable Feature. One and only one patch is given by (3, - y - vq With |v4|, = 1,
(Ve,v4) =0,and 0 < B4 < B € R.

* Fast-learnable feature. One and only one patch is given by 3. - y - v. with |[v.||, = 1 with
a probability o < 1. With a probability of 1 — «, this patch is masked, i.e. 0.

* Random noise. The rest of P — 2 patches are Gaussian noise £ that are independently
drawn from N (0, (07 /d) - 1) with o, as an absolute constant.

For simplicity, we assume P = 3, and the noisy patch together with two features form an orthogonal
set. Coefficients 5. and (3, characterize the feature strength in our data model. A larger coefficient
means that the corresponding feature is learned faster.

Two-layer nonlinear CNN. To model modern state-of-the-art architectures, we analyze a two-layer
nonlinear CNN which is also used in [8, |11} 18] [32} 40]. Unlike linear models, CNN can handle a
data distribution that does not require a fixed position of patches as defined above. Formally,

Z Z wj’m(P) 1)

jeJ] p=1

where w; € R? is the weight vector of the j-th filter, .J is the number of filters (neurons) of the
network, and o(z) = 23 is the activation function, i.e., the main source of non-linearity. W =
[wi,...,wy] € R is the weight matrix of the CNN. Following 8, |18} [32], we assume a mild over-
parameterization with .J = polylog(d). We initialize W(®) ~ A/(0, 03), where 6 = polylog(d)/d.

3.2 Empirical Risk Minimization: GD vs SAM

Consider a N-sample training dataset D = {(z;, )}, in which each data point is generated from
the data distribution in Deﬁnltlonn 3.1} The empirical loss function of a model f(z; W) reads

1 N
= 5 2 wif (@ W), @
i=1

where [ is the logistic loss defined as I(z) = log(1 4 exp(—z)). The solution W* of the empirical
risk minimization (ERM) minimizes the above loss, i.e., W* := arg miny, L(W).

GD. Typically, ERM is solved using gradient descent (GD). The update rule at iteration ¢ of GD with
learning rate 7 > O reads

WD —w® _pvew®). 3)

SAM. To find solutions with better generalization performance, Foret et al. [22] proposed the N-SAM
algorithm that minimizes both loss and curvature. SAM’s update rule at iteration ¢ reads

WD —w® v w® 4 pOvew®)), (4)
where p) = p > 0 is the inner step size that is usually normalized by gradient norm, i.e.,
p =p/ va(W(t))HF
3.3 Comparing Learning Between fast-learnable & slow-learnable Features for GD & SAM

Next, we present our theoretical results on training dynamics of the two-layer nonlinear CNN
using GD and SAM. We characterize the learning speed of features by studying the growth of the

model outputs before the activation function, i.e., <w§t),ve> and (w;t),vd>. We first prove that
early in training, both GD and SAM only learn fast-learnable feature. Then, we show SAM learns
slow-learnable and fast-learnable features at a more uniform speed.
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Theorem 3.2 (GD Feature Learning). Consider training a two-layer nonlinear CNN model initial-
ized with W) ~ N(0,62) on the training dataset D = {(x;,y;)} X, with distribution D (., B4, a)
with /33, > Bg4. For a small-enough learning rate 7, after training for Tgp iterations, w.h.p., the
model: (1) learns the fast-learnable feature v.:max ;e[ (w;TG”), ve)>Q(1/Be);(2) does not learn

the slow-learnable feature vq:max;c|j] <w§-T‘"’) 4) = O(00).

Theorem 3.3 (SAM Feature Learning). Consider training a two-layer nonlinear CNN model
initialized with W(©) ~ N(0,02) on the training dataset D = {(x;,y;)} ., with distribution
D(Be, Ba, ) with /3B, > Bq. For small-enough learning rate 1 and perturbation radius p,
after training for Tsay > Top iterations, w.h.p., the model: (1) learns the fast-learnable fea-

ture v, : Mmax;e[y (wg-TSAM),'ve) > Q(l/ﬁe); (2) does not learn the slow-learnable feature
Vg maxX;e(g) (w;-TSAM),'v@ = O(0y).

The detailed proof of Theorems [3.2]and [3.3] are deferred to Appendices[A.T|and[A.2]

Discussion. Note that a larger value of <w§t) ,v) forv € {v.,v,} indicates better learning of the
feature vector v by neuron w; at iteration ¢. From the above two theorems, the growth rate of
the fast-learnable feature is significantly faster than that of the slow-learnable feature. As a small
portion (1 — «) of the dataset does not have the fast-learnable feature, the model needs to learn the
slow-learnable feature to improve the performance.

Next, we show that SAM learns fast-learnable and slow-learnable features more evenly. We denote
by G = max;e[] (wi-t),ve> and Gfit) = max;e[] (w;t),vd> the alignment of model weights with
fast-learnable and slow-learnable features, when training with GD. Similarly, we denote by Sét) and
Sc(lt) the alignment of model weights with fast-learnable and slow-learnable , when training with SAM.

Theorem 3.4 (SAM learns features more evenly than GD). Consider the same model and training
dataset as Theorems [3.2)and [3.3] Assume that the learning rate 1 and the perturbation radius p
are sufficiently small. Starting from the same initialization, the growth of fast-learnable and slow-
learnable features in SAM is more balanced than that in SGD, i.e., for every iteration t € [1,Ty):

50— s <a® - g (5)

We prove Theorem [3.4] by induction in Appendix and back it by toy experiments in Section[5.1}

Discussion. Intuitively, our proof is based on the fact that the difference between the growth of
fast-learnable and slow-learnable features in SAM is smaller than that of GD. Thus, starting from the
same initialization, the slow-learnable feature contributes relatively more to the model prediction in
SAM than it does in SGD. Thus, the slow-learnable feature benefits SAM, by reducing its overreliance
on the fast-learnable features. We note that as neural networks are nonlinear, a small change in the
output can actually result in a big change in the model and its performance. Even in the extreme
setting when two features have identical strength and the fast-learnable feature exists in all examples,
ie., e = B4 = a = 1, the gap in Eq.[3]is significant as we confirm in Figure[§|in Appendix D}

Remark. The network often overfits slow-learnable features that are learned late during the training
and do not learn them in a generalizable manner. This harms the generalization performance on the
test set sampled from the original data distribution.

Theorems [3.2] and [3.3] show that we can make the model learn more from the slow-learnable feature
by increasing the value of 3,;. Based on this intuition, we have the following theorem.

Theorem 3.5 (One-shot upsampling). Under the assumptions of Theorems[3.2] [3.3] for a sufficiently
small noise, from any iteration t during early training, we have the following results:

1. The slow-learnable feature has a larger contribution to the normalized gradient of the 1-step
SAM update, compared to that of GD.

2. Amplifying the strength of the slow-learnable feature increases its contribution to the
normalized gradients of GD and SAM.

3. There exists an upsampling factor k s.t. the normalized gradient of the I-step GD update on
D(Be, kB4, o) recovers the normalized gradient of the 1-step SAM update on D(Se, Bq, ).
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Algorithm 1 UpSample Early For Uniform Learning (USEFUL)

Input: Original dataset D, Model f(-, W(?)), Separating epoch ¢, Total epochs T'.
Train the model f(-, W()) on D for t epochs.
for every class c € D do

{Cy,Co} + k-means(f(z;; W)

D = D U Cy, where C} is the cluster with higher average loss
. l |

end for
dog fro ‘ horse
el - al
-
il " "

Train f(-, W) on D for T epochs
Output: Model f(-, WD)

Figure 1: Examples of slow-learnable (top) and fast-learnable (bottom) in CIFAR-10 found by our
method. Examples in the top row (slow-learnable) are harder to identify visually and look more
ambiguous (part of the object is in the image or the object is smaller and the area associated with the
background is larger). In contrast, examples in the bottom row (fast-learnable) are not ambiguous and
are clear representatives of their corresponding class, hence are very easy to visually classify (the
entire object is in the image and the area associated with the background is small).

automobile

airplane ship truck

Fast-learnable Slow-learnable

Discussion. Proof of Theorem [3.3]is given in Appendix [A:4] We see that we can learn features at
a more uniform speed by training on a new dataset D(f,, 5}, &) with a larger strength 3/, > /4. But,
the value of coefficient 3/, varies by the model weights and gradient at each iteration ¢.

Remark. Intuitively, Theorem [3.5]implies that by descending over a flatter trajectory, SAM learns
slow-learnable features relatively earlier in training, compared to GD. While the largest difference
between feature learning of SAM and (S)GD is attributed to early training dynamics (due to the
simplicity bias of (S)GD and its largest contribution early in training), SAM learns features at a
more uniform speed during the entire training. This effect is, however, difficult to theoretically
characterize exactly. Therefore, learning features at a more uniform speed via SAM help yield flatter
minima with better generalization performance. We note that while SAM learns fast-learnable and
slow-learnable features at a more uniform speed, it still suffers from simplicity bias and learns
fast-learnable features earlier (although less so than GD) as evidenced in our Theorem@

4 Method: UpSample Early For Uniform Learning (USEFUL)

Motivated by our theoretical results, we aim to speed up learning the slow-learnable features in the
training data. This drive the network to learn fast-learnable and slow-learnable features at a more
uniformly speed, and ultimately improves the in-distribution generalization performance.

Step 1: Identifying examples with fast-learnable features. As shown in Theorems [3.2]and [3.3]
fast-learnable features are learned early in training, and the model output for examples containing
fast-learnable features are highly separable from the rest of examples in their class, early in training.
This is illustrated for one class of a toy example and CIFAR-10 in Fig. 2] Motivated by our theory,
we seek to find a cluster of examples with similar model outputs early in training. To do so, we
apply k-means clustering to the last-layer activation vectors of examples in every class, to separate
examples with fast-learnable features from the rest of examples. Formally, for examples in every
class with y; = ¢, we find:

argénin Z Z ||f(-""j;W(t))*l1'i||2a (©)

i€{1,2} yj=c,j€C;
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Figure 2: TSNE visualization of output vectors. (left) ResNet18/CIFAR-10 at epoch 8. (right)
CNN/toy data generated based on Definition 3.1 with 84 = 0.2, B = 1, a = 0.9, iteration 200.

2.0 B EPPELL L b b 2.0 ee GY JUTETELL LA 06l ™ GY):By=0.2, Acc = 95.21%
. . S Ba=0.2, Acc = 96.90%
—_ Gt B —_ G )
15 G : 15 Gq : — GY:Bg=0.4, Acc = 96.90%
s : s : 0.4 SU:By=0.4, Acc = 99.49%
1.0 S(‘}) N 1.0 S,(,” :
. L —— S, o/
0.0 0.0 0.0
0 100 200 300 400 500 600 0 100 200 300 400 500 600 ] 100 200 300 400 500 600
Iteration Iteration Iteration
(@) Bq = 0.2 (b) B4 = 0.4 ©) Ba=0.2vs. B4 =0.4

Figure 3: GD (blue) vs. SAM (orange) on toy datasets. Data is generated based on Deﬁnition
with different 5, and fixed 8. = 1, & = 0.9. - and —— lines denote the alignment (i.e., inner product)

of fast-learnable (v.) and slow-learnable (v) features with the model weight (w(-t)). (a), (b) GD and
SAM first learn the fast-learnable feature. Notably, GD learns the fast—learnabI]e feature very early.
(c) Test accuracy of GD & SAM improves by increasing the strength of the slow-learnable feature.

where p; is the center of cluster S;. The cluster with lower average loss will contain the majority of ex-
amples containing fast-learnable features, whereas the remaining examples contain slow-learnable fea-
tures in the training data. Examples of images in fast-learnable and slow-learnable clusters of
CIFAR-10 found by USEFUL are illustrated in Fig.

The choice of clustering. Our choice of clustering is motivated by our Theorems [3.2) and [3.3] which
show that examples with fast-learnable features are separable based on model output from the rest
of examples in their class. While examples with fast-learnable features are expected to have a lower
loss, loss of examples may oscillate during the training and makes it difficult to find an accurate
cut-off for separating the examples. Besides, as fast-learnable features may not be fully learned early
in training, examples containing fast-learnable features may not necessarily have the right prediction,
thus misclassification cannot separate examples accurately. In contrast, clustering does not require hy-
perparameter tuning and performs well for separating examples, as we confirm in our ablation studies.

Step 2: One-shot upsampling of slow-learnable features. Next, we upsample examples that
are not in the cluster of points containing fast-learnable features. This speeds up learning slow-
learnable features and encourages the model to learn different features at a more uniform speed. Thus,
it improves the in-distribution performance based on Theorem [3.5] As discussed earlier, the number
of times we upsample these examples should change based on the model weight at each iteration.
Hence, a multi-stage clustering and sampling can yield the best results. Nevertheless, we empirically
confirm that a 1-shot algorithm that finds fast-learnable examples at an early training iteration and
upsample the remaining examples by a factor of k = 2 effectively improves the performance. Notably,
in contrast to dynamic sampling or reweighting, USEFUL upsamples examples only once and restart
training on the modified but fix distribution.

When to separate the examples. It is crucial to separate examples early in training, to accurately
identify examples that contribute the most to simplicity bias. We empirically verify the intuition
that the optimal epoch ¢ to separate examples is when the change in training error starts to shrink as
visualized in Figure[I5a] More details can be found in Appendices[C.2]and [D.8§]

The pseudocode of USEFUL is illustrated in Alg. [T|and the workflow is shown in Appendix Fig.
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Figure 4: Test classification error of ResNet18 on CIFAR10, STL10, TinyImageNet and ResNet34
on CIFAR100. The numbers below bars indicate the approximate training cost and the tick on top
shows the std over three runs. USEFUL enhances the performance of SGD and SAM on all 5 datasets.
TrivialAugment (TA) further boosts SAM’s performance (except for CINIC10). Remarkably, USE-
FUL consistently boosts the performance across all scenarios and achieves (to our knowledge) SOTA
performance for ResNet18 and ResNet34 on the selected datasets when combined with SAM and TA.

5 Experiments

Outline. In Sec. we empirically validate our theoretical results on toy datasets. We then
evaluate the performance of USEFUL on several real-world datasets in Sec.[5.2]and different model
architectures in Sec.[5.3] In addition, Sec. [5.3] highlights the advantages of USEFUL over random
upsampling. Furthermore, we show that USEFUL shares several properties with SAM in Sec.
Additional experimental results are deferred to Appendix [D]where we show that USEFUL also boosts
the performance of other SAM variants, and present promising results for USEFUL applied to the
OOD setting (spurious correlation, long-tail distribution), transfer learning, and label noise settings.
We further conduct ablation studies on the effect of our data selection strategy for upsampling, training
batch size, learning rate, upsampling factor, and separating epoch in Appendix [D.§]

Settings. We used common datasets for image classification including CIFAR10, CIFAR100 [41]],
STL10 [13]), CINIC10 [16], and Tiny-ImageNet [43]. Both CINIC10 and Tiny ImageNet are
large-scale datasets containing images from the ImageNet dataset [[17]. We trained ResNet18 on
all datasets except for CIFAR100 on which we trained ResNet34. We closely followed the setting
from [3]] in which our models are trained for 200 epochs with a batch size of 128. We used SGD with
the momentum parameter of 0.9 and set weight decay to 0.0005. We also fixed p = 0.1 for SAM in all
experiments unless explicitly stated. We used a linear learning rate schedule starting at 0.1 and decay
by a factor of 10 once at epoch 100 and again at epoch 150. More details are given in Appendix [C}

5.1 Toy Datasets

Datasets. Following [18], our toy dataset consists of training and test sets, each containing 10K
examples generated from the data distribution defined in[3.1{with dimension d =50 and P =3. We set
Be=1,54=0.2,a=0.9, and Jp/\/a: 0.125. We also consider a scenario with larger 845=0.4. We
shuffle the order of patches randomly to confirm that our theory holds with arbitrary order of patches.

Training. We used the two-layer nonlinear CNN in Sectionlzfl with J = 40 filters. For GD, we
set the learning rate to 7 = 0.1 and did not use momentum. For SAM, we used the same base GD
optimizer and chose a smaller value of the inner step, p = 0.02, than other experiments to satisfy the
constraint in Theorem [3.4 We trained the model for 600 iterations till convergence for GD and SAM.

Results. Figure@illustrates that both GD (blue) and SAM (orange) first learn the fast-learnable fea-
ture. In particular, the blue dotted line (G.) accelerates quickly at around epoch 250 while the orange
dotted line (.S.) increases drastically much later at around epoch 450. That is: (1) GD learns the fast-
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Figure 5: Test classification errors of different architectures on CIFAR10. USEFUL improves the
performance of SGD and SAM when training different architectures. TrivialAugment (TA) further
boosts SAM’s capabilities. The results for 3-layer MLP can be found in Figure E}

learnable feature very early in training. This is well-aligned with our Theorems [3.2]and 3.3]and their
discussion. Furthermore, the gap between contribution of fast-learnable and slow-learnable features

towards the model output in SAM (Sét) - Sét)) is much smaller than that of GD (Gg) - G&t)). That
is: (2) fast-learnable and slow-learnable features are learned more evenly in SAM. This validates
our Theorem @ From around epoch 500 onwards, the contribution of the slow-learnable feature
in SAM surpasses the level of that in GD while the contribution of the fast-learnable feature in SAM
is still lower than the counterpart in GD. When increasing the slow-learnable feature strength (34
from 0.2 to 0.4 in Figure[3b] the same conclusion for the growth speed of fast-learnable and slow-
learnable features holds. Notably, there is a clear increase in the classification accuracy of the model
trained with either GD or SAM by increasing /34, as can be seen in Figure[3c| That is: (3) amplifying
the strength of the slow-learnable feature improves the generalization performance. Effectively,
this enables the model successfully predict examples in which the fast-learnable feature is missing.

5.2 USEFUL is Effective across Datasets

Figure []illustrates the performance of models trained with SGD and SAM on original vs modified
data distribution by USEFUL. We see that USEFUL effectively reduces the test classification error
of both SGD and SAM. Interestingly, USEFUL further improves SAM’s generalization performance
by reducing its simplicity bias. Notably, on the STL10 dataset, USEFUL boosts the performance
of SGD to surpass that of SAM. The percentages of examples found for upsampling by USEFUL for
CIFAR10, CIFAR100, STL10, CINIC10, and Tiny-ImageNet are roughly 30%, 50%, 50%, 45%,
and 60%, respectively. Thus, training SGD on the modified data distribution only incurs a cost of
1.3x, 1.5%, 1.5x, 1.45x%, and 1.6x compared to 2x of SAM.

USEFUL+TA is particularly effective. Stacking strong augmentation methods e.g. Trivial Aug-
ment [50] further improves the performance, achieving state-of-the-art for ResNet on all datasets.
When strong augmentation is combined with USEFUL, it makes more variations of the (upsampled)
slow-learnable features and enhances their learning. Hence, it further boost the performance.

5.3 USEFUL is Effective across Architectures & Settings

Model architectures: CNN, ViT, MLP. Next, we confirm the versatility of our method, by applying
it to different model architectures including 3-layer MLP, CNNs (ResNet18, VGG19, DenseNet121),
and Transformers (ViT-S). Figure |§] shows that USEFUL is effective across different model
architectures. Remarkably, when applying to non-CNN architectures, it reduces the test error of SGD
to a lower level than that of SAM alone. Detailed results for 3-layer MLP is given in Appendix [D.2]

Settings: batch-size, learning rate, and SAM variants. In Appendix D] we confirm the effectiveness
of USEFUL for different batch sizes of 128, 256, 512, and different initial learning rates of 0.1, 0.2,
0.4. In Appendix [D.4] we confirm that USEFUL applied to ASAM [42]—a SAM variant which uses
a scale-invariant sharpness measure—further reduces the test error.

USEFUL vs Random Upsampling. Fig. [6]shows that USEFUL considerably outperforms SGD
and SAM on randomly upsampled CIFAR10 & CIFAR100. This confirms that the main benefit of
USEFUL is due to the modified distribution and not longer training time. In Appendix [D.8] we also
confirm that upsampling outperforms upweighting for SAM & SGD.
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Figure 6: USEFUL vs. Random Upsampling, when training ResNet18 on CIFAR10 and CIFAR100.

5.4 USEFUL’s Solution has Similar Properties to SAM

SAM & USEFUL Find Sparser Solutions than SGD. [3]] showed that SAM’s solution has a better
sparsity-inducing property indicated by the L1 norm than the standard ERM. Fig. [T0]shows the L1
norm of ResNet18 trained on CIFAR10 and ResNet34 trained on CIFAR100 at the end of training.
We see that USEFUL drives both SGD and SAM to find solutions with smaller L1 norms.

SAM & USEFUL Find Less Sharp Solutions than SGD. While our goal is not to directly find
a flatter minimum or the same solution as SAM, we showed that USEFUL finds flatter minima.
Following [3]], we used the maximum Hessian eigenvalue (\,,q;) and the bulk of the spectrum
(Mmaz/As) [30]], which are commonly used metrics for sharpness [[10, [74]. Table illustrates
that SGD+USEFUL on CIFAR10 reduces sharpness metrics significantly compared to SGD, proving
that USEFUL successfully reduces the sharpness of the solution. We note that to capture the
sharpness/flatness, multiple different criteria have been proposed (largest Hessian eigenvalue and bulk
of Hessian), and one criterion is not enough to accurately capture the sharpness. While the solution
of SGD+USEFUL has a higher largest Hessian eigenvalue than SAM, it achieves the smallest bulk.

SAM & USEFUL Reduce Forgetting Scores. Forgetting scores [69] count the number of times
an example is misclassified after being correctly classified during training and is an indicator of the
learning speed and difficulty of examples. We show in Appendix[D.3]that both SAM and USEFUL suc-
cessfully reduce the forgetting scores, thus learn slow-learnable features faster than SGD. This aligns
with our Theorem [3.4] and results on the toy datasets. By upsampling slow-learnable examples in
the dataset, they contribute more to learning and hence SGD+USEFUL learns them faster than SGD.

USEFUL also Benefits Distribution Shift. While our main contribution is providing a novel and
effective method to improve the in-distribution generalization performance, we conduct experiments
confirming the benefits of our method to distribution shift. We discuss this experiment and its results
in Appendix [D.5] On Waterbirds dataset [61] with strong spurious correlation (95%), both SAM and
USEFUL successfully improve the performance on the balanced test set by 6.21% and 5.8%, respec-
tively. We also show the applicability of USEFUL to fine-tuning a ResNet50 pre-trained on ImageNet.

6 Conclusion

In this paper, we made the first attempt to improve the in-distribution generalization performance of
machine learning methods by modifying the distribution of training data. We first analyzed learning
dynamics of sharpness-aware minimization (SAM), and attributed its superior performance over
GD to mitigating the simplicity bias, and learning features at a more speed. Inspired by SAM, we
upsampled the examples that contain slow-learnable features to alleviate the simplicity bias. This
allows learning features more uniformly, thus improving the performance. Our method boosts the
performance of image classifiers trained with SGD or SAM and easily stacks with data augmentation.
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A Formal Proofs

A.1 Proof of Theorem

Notation. In this paper, we use lowercase letters, lowercase boldface letters, and uppercase boldface
letters to respectively denote scalars (a), vectors (v), and matrices (W). For a vector v, we use
|lv||, to denote its Euclidean norm. Given two sequence {x,} and {y,}, we denote x,, = O(y,)
if |z,,| < Cilyy| for some absolute positive constant C1, x,, = Q(yy,) if |z,| > Ca|y,| for some
absolute positive constant C5, and z,, = @(yn) if Cg\yn| |zn| < Cy4lyn| for some absolute
constant C3, C; > 0. In addition, we use O(-), Q(-), and ©(-) to hide logarithmic factors in these
notations. Furthermore, we denote ,, = poly(y,,) if z,, = O(y2) for some positive constant D, and
&, = polylog(yn) if ,, = poly(log(yn))-

First, we have the following assumption for the model weight initialization.

Assumption A.1 (Weight initialization). Assume that we initialize W(®) ~ A/(0, 02) such that for
all j € [J], @' ve), @' vg) > p > 0.

The above assumption is reasonable because we later show that both sequences ( (¢ ) v.) and

< w'? ,v4) are non-decreasing. So, we can obtain the above initialization by training the model for
several iterations. For simplicity of the notation, we assume that a/V is an integer and the first a /N
data examples have the fast-learnable feature while the rest do not. Before going into the analysis, we
denote the derivative of a data example ¢ at iteration ¢ to be

1o _ exp(—yif(@i; W)
1+ exp(—y; f(zi;; W1))
Lemma A.2 (Gradient). Let the loss function L be as defined in Equation E] Fort>0andj € [J],

the gradient of the loss E(W(t)) with regard to neuron w;t) is

= sigmoid(—y; f(xs;; W®)). 7

3%
Vg £ == l“’ (B3, va)va + B2 W ve) 2o, + yitw” €)% )
N
i Z 10 (88 v oa + v €)%, ®
N i a\W; »Vd d T Yi\W;",8i) i) -
i=aN+1

Proof. We have the following gradient

exp(—yi f (@i (t))) /
V,0L = § W (@ WO
W EWE) == 1+eXp v f@awoy Yl @ W)
3 P
=% E 1Dy, S <w§ ) g@)2 . 4@
i=1 p=1

N
3
= =3 (B va)?va + B w v .+ slw €)% ) -

1=

=

N

3
= 3 W (Bl va) v+ yiwl.€)%:)
i=aN+1
O
With the above formula of gradient, we have the following equations:
Fast-learnable feature gradient. The projection of the gradient on v, is
363 aN
(Vo LW O)ve) = =223 1w v.)? ©)
J T
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Slow-learnable feature gradient. The projection of the gradient on v, is

388 &
(V0 LW ), wg) = — =4 Z 1w vg)? (10)

Noise gradient. The projection of the gradient on &; is

3 N
(Vo LW ). &) = =% | 1vitw” €07 1615+ D° 10wlw” &7 €8 | D)
k=1,k#i

Derivative of data example i. For 1 <7 < aN, lgt) can be rewritten as

2

: — 8wl ve)® — il ) (12)

= sigmoid

M”\
E
Y
=
ﬁ
2
)
\/

<
Il
—

while foraN +1 <i < N, l§t) can be rewritten as

i B3 vg)® — il )

= sigmoid

(%R

<
I
—

—B3w va)? — B2 W ve)? -yl €)° (13)

M*\

> sigmoid

<.
I
—

Note that 0 < lgt) < 1 due to the property of the sigmoid function. Furthermore, we similarly consider
that the sum of the sigmoid terms for all time steps is bounded up to a logarithmic dependence [11].
The sigmoid term is considered small for a x such that

T

L o), (14)

— 1+exp(k)

which implies £ > Q(1).

We present the detailed proofs that build up to Theorem[A.8] We begin by considering the update for
the fast-learnable and slow-learnable features.

Lemma A.3 (Fast-learnable feature update.). Forallt > 0 and j € [J], the fast-learnable feature
update is

W, 00 = @ v.) +O(mase ()’ v.)?, (15)

where g, (t) = sigmoid (E}]ﬂ -3 <w§t),vd>3 -3 <w§t),ve>3).

Proof. Plugging the update rule of GD, we have

0,0 = @09 £,
= W', v, 3?7ﬂ Zl(t (t)
J

= <w§t) V) + (n)aﬂg’gl (t) <w§t) 0e)2,
where the last equality holds due to Lemma[B.3] 0

Similarly, we obtain the following update rule for slow-learnable features.
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Lemma A .4 (Slow-learnable feature update.). Forallt > 0 and j € [J), the fast-learnable feature
update is

@\ vg) = @ vy W = Zl w' v (16)
which gives
O(1) 391 () (wl"  va)? s<w<f+1>,vd>—<w§t>,vd>sémwsmgl(t)ﬂ—a><w§»”,vd>2 (17)

where g1 (t) = sigmoid (Z ﬁd< ), vg) — B2 <w§t),ve>3).

Proof. Plugging the update rule of GD, we have

W vg) = W — Vo LWD),v,)

2 N
= (w,v) + 3154 Zl(t)< ) gy)?
= (w;",vq N i \W;7,Vq

FromLemma wehave for1 <i < aN, lgt) =0(1)g1(t)and foraN+1 < i < N,0(1)g:1(t) <
17@ < 1. Combining with the above equality, we obtain the desired inequalities. O
Next, we simplify the two above update rules in the early training stage.

Lemma A.5 (Fast-learnable feature update in early iterations). Let T, > 0 be such that

maxeg] (ngO),ve> > Q(1/B.). Fort € [0,Ty), the fast-learnable feature update has the fol-
lowing rule

(w ™ ve) = (@, ve) + O(maswy ve)?, (18)
Proof Let Ty > 0 be such that either max;e| ;) (w; (To) ve) > Q(1/8.) or max;e s (w § 0), vg) >
Q(1/B4). We will show later that the first condition will be met and we have max;ey) (w g ),'vd> <

Q(1/B4) forall j € [J] and t € [0, Tp].
Recall that gy (t) = sigmoid (Z}]:1 —B3w (t)7 4 — BS(w;t),veP). Then, for ¢t € [0,Tp], we

have
1
a(t) =
1+ exp(Y7_; — B3 va)® — B2 W v.)3)
1
T 1+exp(k+ k)
1

1+ exp(fl(l))’

where the first inequality holds due to (w; ) ve) < K/(J38,) and (

X))
t € [0,Tp] [18][Lemma E.3]. Therefore, 51m11ar to [18l [32], we have gl( )
iterations. This implies the result in Lemma[A23]as

@\ ve) = W ve) + O(asd ! v.)?. (19)
O

K/ (JV3B4) for

d) <
= O(1) in the early

Similarly, we obtain the following simplified update rule for slow-learnable features in the early
iterations.
Lemma A.6 (Slow-learnable feature update in early iterations). Let Ty > 0 be such that

max;ej] <w§-T°),ve> > Q(1/B.). Fort € [0,Ty], the fast-learnable feature update has the fol-
lowing rule
( (t+1)

wi™ vg) = W0 va) + OB W, va)?, (20)
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We next show that GD will learn the fast-learnable feature quicker than learning the slow-learnable fea-
ture.

0 y e) reaches

O(00).

Lemma A.7. Assume 1 = 6(B400). Let Ty be the iteration number that max [y (w g
Q(1/8.) = ©(1 ). Then, we have for all t < Ty, it holds that max | ) {w ;T o) 4) =
Proof. Among all the possible indices j € [J] , we focus on the index j* = arg max; ¢ (w (0),116).

Therefore, for C; = a8 = ©(1), we apply Lemma.w1th two positive sequences <w§t*) ,Ve) and
<w§t) ,v4) defined in Lemmas |A.5|and and get
()" va) < O((w;".va)) = Olov) e

forall j € [J]. O

Theorem A.8 (Restatement of Theorem@) We consider training a two- layer nonlinear CNN model
initialized with W(©) ~ N (0, 02) on the training dataset D = {(z;,y;)}, that follows the data

distribution D(fe, Ba, ) with al/38. > Bq. After training with GD in Equatwn or Tgp iterations
where

_ 9(1> a _log(UOﬁe)
Tep = naB3, +0O(1) {WW» (22)

forallj € [J]andt € [0, Tcp), we have

@, v.) = W, v.) + Omasiw,v.)? (23)
W va) = W\, v4) + O(n) 83w, v4)? (24)

After training for Tsp iterations, with high probability, the learned weight has the following properties:
(1) it learns the fast-learnable feature v, : max;e(y(w; w'To) ve) > Q1/B8e); (2) it does not learn

the slow-learnable feature vq : max;c (W, (Ton) 4 vg) = O(JO).

Proof. From the results of Lemmas [A.5} [A7] it remains to calculate the time Tgp. Plugging
=Q(1/B.),m =M = O(n)aBs, 2o = O(0y) into Lemma | we have Tgp as

O(1) | ~ . .r—log(oof.)
Top = —=— +06(1 [71 25
= aBlo M log(2) @
O
A.2 Proof of Theorem3.3|
Before going into the analysis, we denote the derivative of a data example ¢ at iteration ¢ to be
—u flx WO 4 e®

(t) _ eXp( yzf(xww +€ ))) — SIngId(—ylf(xz,W(t) + 6(15))7 (26)

Ve T+ exp(—yif(@s WO +€0))
where (V) = p(OVL(W®) is the weighted ascent direction at the current parameter W (). We
denote the weight vector of the j-th filter after being perturbed by SAM as

wif) =wl!) + e =wl 1 v m.c(W ), 27)

where p(t) = p/[[VLW D).
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First, we have the following inequalities regarding the gradient norm:
HW(W(t))HF > ‘v mE(W(”)H (28)
=(V, mﬁ(W()) v mL(W )))1/2 (29)

2 2
_ | (30 Zl w v ) +<35 Zl<t>< ® ve>>

=1
g 1/2
+ NZE i €)% 1 (30)
=1
Thus,

353 &
vew®)| = % Zlf,t) (W, va)? (31)

3 3 aN
vew )| == L S CIMCRE (32)

=1

Lemma A.9 (Gradient). Let the loss function L be as defined in Equation @ Fort>0andj € [J],
the gradient of the loss LW ) + ) with regard to neuron 'wgte) is

alN
wa)E(W(t) +e®) = —%sz? (ﬁg’(w va) g + B (! Je, V)2V, + yi(w Je,€z>2§)
N i=1
3 N
= >l (Biwdva) -y wl.€)%:) (33)

i=aN+1

Proof. We have the following gradient

N
1 exp(—ylf(ml;W(t) +e(t)))
v W t 2 : it t
“’;tzﬁ( v e())— N 1 +exp(—yif(xi; WO +€®))) -yif/(mi’w()+5())

- lez pa)? ol
szw( 00?00+ 52 ) v + i) 60)%:)

N
¥ 3 (it nwiere)
aN+

O
With the above formula of gradient, we have the projection of perturbed weight on v, is
t t t
(W), ve) = @ ve) + (€ ve)
= W v) + PV, (t)ﬁ(w<t>),ve>
3, g3 oN
= W v.) - P Be Zl w(, v (34)
From Equations[32]and 34] we have
0< @ ve) —p < @ v) < @ v.) (35)
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Similarly, the projection of perturbed weight on v is

t)p3 N

(t) (®) 3p" By M), (&) . \2

(W) va) = (W), vq >—TE L (w;” va) (36)
0< W va) = p < (wfl, d>S<w§-”,vd> (37)

Fast-learnable feature gradient. The projection of the gradient on v, is

(v, (t)L(W( + e v,) = 300 Zz“) w''),ve) (38)

Slow-learnable feature gradient. The projection of the gradient onwvy is
3
(Vo LW 4 e®) vy = — 3 Z 1O ® p 2 39

Je’

Noise gradient. The projection of the gradient on &; is

N
3 2
(V, <t>ﬁ(W ) e, €)= N 153/1( 5,€z> 1€:15 + Z l( e (w €7€k> (€, &i)
k=1,k+#i
(40)
Derivative of data example ¢. For 1 <: < aN, l( ) can be rewritten as
J
lz(,te):SIngld Z ﬁg<w§ea > B3< Jea > _y1< (t) §i>3 (41)
=1
while foraN +1 <7< N, l(t) can be rewritten as
") = sigmoid Z —B W) va)® — yi (') &)
J
> sigmoid [ Y —p3 ") va)® — B2} ve)® — yw() &) 42)

1

<.
Il

We present the detailed proofs that build up to Theorem[A.T5] We begin by considering the update
for the fast-learnable and slow-learnable features.

Lemma A.10 (Fast-learnable feature update.). For allt > 0 and j € [J), the fast-learnable feature
update is

@' ve) + O(maset) (W' v.) — p)? < @ v.) = W v.) + On)asle(t) W), v.)?
< (w! “’ ve> +O(m)aBg(t) (!, v.))? (43)
where g3(t) = sigmoid (Z}I:1 _ﬁ3<w;, 2> ﬂ3( w; 67 >3)
Proof. Plugging the update rule of SAM, we have
W ve) = @) — 4V, 0 LW +e),0,)

(t) 3naﬁ
< Jj e Zl ]e’
= (w'",v.) +O(n )a5§g2(t)<w§2,ve>2,

where the last equality holds due to Lemma@} Combining with Equation[33] we obtain the desired
inequalities. O
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Similarly, we obtain the following update rule for slow-learnable features.

Lemma A.11 (Slow-learnable feature update.). Forallt > 0 and j € [J), the slow-learnable feature
update is

. . 3
W 2+ OBt (W v4) — )? < (WD vg) = (W) vg) + 2108 le“’ v

J J J’ Je’

< W, va) + 6(1)B3(aga(t) +1 - oz><<w§-”,vd>>
(44)

where g3 (t) = sigmoid (E ﬁd< vg)3 53< w; e, >3)

Proof. Plugging the update rule of GD, we have

W vg) = W — v 0 LW ), vg)

t 3775 t t
0+ 285 Ol

FrornLemma wehaveforl <i < aN, ll@ =0(1)g1(t) andforaN+1 <i < N,0(1)g:1(t) <

lgt) < 1. Combining with the above equality and Equation , we obtain the desired inequalities. [J

Next, we simplify the two above update rules in the early training stage.
Lemma A.12 (Fast-learnable feature update in early iterations). Let Ty > 0 be such that

max;e () (w; w'’ ),'ve> > Q(1/B.). Fort € [0,Ty), the fast-learnable feature update has the fol-
lowing rule

O(n)af((wh ve) — p)? < W v.) — (W v.) < W ve) +O(m)asd (W v.))?

Proof. Let Ty > 0 be such that either max;¢[ (w;T“),'ve) > Q(l/ﬁe) Or Max;e[] <w§-T°),vd>

>
Q(1/B4). We will show later that the first condition will be met and we have maxe[g] ('wg»TO) ,04) <
Q(1/By) forall j € [J] and t € [0, Tp].

Recall that go(t) = sigmoid (Z] | =B w () vg)? — 3w ") v V) ) Then, for t € [0,To], w

]E’ je7
have
1
92(t) =

Lt exp(X, —BHwl),v0)3 — B2 wl) v.)?)
.

~ 1+exp(k+ k)

1

1+ exp(Q(1))’

where the first inequality holds due to (wgz,ve> < <w§-t),ve) < w/(JY3B,) and (w 527vd> <
<w§»t),'vd> < k/(J'3B,) for t € [0, Tp]. Therefore, we have go(t) = O(1) in the early iterations.

Replacing g2(t) = O(1) into the results of Lemma|A.10} we obtain the desired results. O

Similarly, we obtain the following simplified update rule for slow-learnable features in the early
iterations.

Lemma A.13 (Slow-learnable feature update in early iterations). Let Ty > 0 be such that

max;e () (w; w0 ),'ue> > Q(1/B,). Fort € [0,Ty), the fast-learnable feature update has the fol-
lowing mle

OB va) — p)? < W\ wa) — W, va) < OB (W, v4))? (46)
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We next show that SAM will learn the fast-learnable feature quicker than the slow-learnable one.

Lemma A.14. Assume n = 6(Ba0o). Let Ty be the iteration number that max e[y (w; w'™ y v.)
reaches (1/B.) = O(1). Then, we have for all t < Ty, it holds that max;e ) (w §»T ),'vd> = O(O’o).

Proof. Among all the possible indices j € [J] , we focus on the index j* = arg max; ¢, (wg-o),ve).

Therefore, for C; = a8 = ©(1), we apply Lemmawith two positive sequences (wg»t*),'ve) and

(w; (&) ,v4) defined in Lemmas and and get
<w§. ),vd> < O((w'”,v4)) = O(0y) (47)
forall j € [J]. O

Theorem A.15 (Restatement of Theorem [3.3). We consider training a two- layer nonlinear CNN
model initialized with W) ~ N(0, 63) on the training dataset D = {(z;,v;) Y, that follows the

data distribution D(f., Bq, &) with /3B, > 4. After training with SAM in Equation 3| Ifor Tsam
iterations where

T = o |y (48)
forall j € [J)andt € [0, Tsam), we have
) ve) + Om)ap? (W], ve) = p)* < W ve) = W, v) +@< JaB il v.)?
< @, v.) +6(n )a,@3(< v))? (49)
o+ S 00— 9 0l 0) = w0 + SOl 0
< <w<t) va) + 01 )ﬁd(<wj ) vg))? (50)

After training for Tsay iterations, with high probability, the learned weight has the following proper-
ties: (1) it learns the fast-learnable feature v : maxjem< w5 JVe) > Q(l/ﬂe) (2) it does not

learn the slow-learnable feature vq : max;cy)(w; (Tsaw) o va) = O(00).

Proof. With the results ofNLemmas @m it remains to calculate the time Tsay. Plugging
=Q(1/Be),m = M = ©(n)aB2, 2o = O(0y) into Lemma we have Tsay as

O(c) ., 6lad)
naBiloo—p? (00— p)

Tsam = (5D

i t— li)()gééo)ﬁE) }

Comparing Eq.[22)and (8] we can see that SAM learns the fast-learnable features later than GD.
Particularly, if we remove the approximate notations, we have the following inequality

1 N [—log(aoﬁe)" o0 o8 [—log(ooﬁe)"
nBioo log(2) | = nB¢(oo—p)? * (00—p)*1 log(2) I
which holds due to Assumption [A.]] about weight initialization in Appendix [A7] i.e.,
(00 = p = 0). O

(52)

A.3 Proof of Theorem 3.4

In this section, we show that SAM learns fast-learnable and slow-learnable features at a more uniform
speed. To ease the notation, we denote GY = maxe(j] (wg-t),'ve} and GS) = maX;e[] (wg-t),vd)
for model weights trained with GD. Similarly, we denote Sét) and S((f) for model weights trained

with SAM. We use Sﬁ” and 5”((;) to denote the inner products with perturbed weights. We simplify
Equation [34) and 36| for early iterations ¢ < T as

S =81 —0(1)pMapi(Sh)? (53)
SO =51 —6(1)p®B3(SP)? (54)
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Before introducing the theorem, we assume that the model is initialized in favor of the fast-

learnable feature, i.e. Géo) — G((io) > p. This is reasonable as a consequence of Theorem
because we can just train the model for several iterations to achieve this initialization (similar
argument for Assumption[AT).

Theorem A.16 (Restatement of Theorem . Consider the training dataset D = {(z;,y;)}¥,
that follows the data distribution D(f3., S4, ) using the two-layer nonlinear CNN model initialized
with WO ~ N (0,08). Assume that the fast-learnable feature strength is significantly larger
a'/38. > Bq. Training the same model initialization, we have that for every iteration t < T,

p+ S < g (55)
S0 < 50 0
S0 < G (57)
Sc(lt) < th) (58)
S0 — 50 < gt _ W (59)

Proof. We prove this by induction. For ¢ = 0, the above hypotheses immediately hold because we use
train two methods from the same initialization. Particularly, we have 0 < SC(IO) = G&O) < GS” = Séo)
and 5 — 80 > 50 _ 5 59 > (619 _ ) _ 5> 0.

Assume that the induction hypotheses hold for z, i.e.

p+ S < 50 (60)
5 < 8w (61)
Sét) < th) (62)
sP <a (63)
S0 — s <ag® —gP (64)
We need to prove that they also hold for ¢ + 1. From Lemma [A.T5] and the first two induction
hypotheses,
pt Syt = o+ 5 +OmBIS) < S+ Omasi(S)? = S (63)
Then, S — S’C(ltH) > S p— SC(ZH'D > 0. From Equationand Lemma ,
SEHY < 81 4+ 6(mapi(s)? < G + 6(nasl(GH)? < GITY. (66)

Similarly, we have S((itﬂ) < G((;H). From Equationsand ,

8¢’ = 84" = 6(1pVBH(5)?) < B(1)pasi(s)? = 51 — 51 (67)
0<8W g <5 g < g _gh (68)

Combining with Equations[35]and[37] we have
(S9)? = (S7)? < (S0 = (8¢)? < (GV)* = (@) (69)
(G = (8)? < (GI)? = (81)2 (70)
OMBIGY)? = (S7)%) < Om)aB(GM)? - (S1)?) (1)
G = 8P+ BmBIGY)? = (8Y)%) < G — 81 + O(aB((GH)? - (59)?)  (72)
G&Hl) _ Sc(it+1) G¢ (t+1) _ S£t+1) (73)
S — gD < g — gy (74)
Therefore, the induction hypotheses hold for ¢ + 1. O
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A.4 Proof of Theorem

From Theorem [A.16 we have the following result for switching between SAM and GD during

training.

Lemma A.17. Consider the training dataset D = {(z;,y;)}\, that follows the data distribution
D(Be, Ba, ) using the two-layer nonlinear CNN model initialized with W) ~ N(0, 62). Assume

that the noise is sufficiently small (ref. Lemmas[B.4|and[B.9) and the fast-learnable feature strength is

significantly larger &*/3 B, > Bq. From any iteration t during early training, the normalized gradient

of the one-step SAM update has a larger weight on the slow-learnable feature compared to that of
GD.

Proof. First, recall the gradients of GD and SAM are as follows.

\Y <t>£ w®)) Zl(t) (53 d>2’0d+53<w§'t)7’ve>2ve+yi<w§t),§i>2fi)—
g N
= Y W (B va) vty €)%:) (75)
1=aN+1
() () 3 gy (1) (t) gy2¢ ) _
Vo LW +e Zz (B va)va + B2 W) ve) 2o, + yiw €)% )
g X
N Z l(t( ]e, >2vd+yi<w§‘27€i>2§i) (76)
aN+

Because the noise is sufficiently small, the above equations can be simplified as

aN
3
Vi LW = < Zl(t)ﬂd ® vd>2> v — <NZz§“ﬁ§<w<t>,ue>2> v, (77)
\Y mﬁ(W(t) +e(t) ( Zl(*) t) ,V4) )vd — < Zl(f) t) ,Ve) )ve (78)

Note that in early training, we have an approximation for the logit terms as lE ) = ll(te) =0(1), we
can further simplify the gradients as

Vo LW®) = - (363(w(t),vd>2> Vi — <3a6§<w(t),ve>2) Ve (79)
Vo LW 4 e = — (353< (1) p)? )vd - (3a53< ) p,)2 )ve (80)

Both gradients of GD and SAM can be decomposed into the linear combination of fast-learnable and
slow-learnable features. To prove that the normalized gradient of SAM favors the slow-learnable fea-
ture compared to GD, it is sufficient to show the ratio of coefficients in SAM is larger than GD. In
other words, we need to verify that

35d<we ,vg)> > 383 (w®, v,)?

- 81
3ap ), v,)? 3a/33 CIORE e
W vg) (@Y 00
> (82)
<’U)£t), e> <w(t 9 6>
0,00) ~ 305300 0)° _ (@, v4) ©
<w(t),fue> — Sp(t)aﬁ§<w(t)7ve>2 - <w(t)71)e>
1— 3083w vg) > 1 - 3pDap(w, v,) (84)
aft(w® ve) > Biw!, va) (85)
The last inequality holds due to a3 > 33 and (w®,v.) > (w® v,;) from Theorem O
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From Equation [8T]in the above proof, it can be seen clearly that amplifying the slow-learnable feature
strength in either GD or SAM, i.e., increasing /34, places a larger weight on the slow-learnable feature.
Thus, we have the next theorem.

Theorem A.18 (Restatement of Theorem . Consider the training dataset D = {(z;,y;)}¥, that
Sollows the data distribution D(Be, B4, @) using the two-layer nonlinear CNN model initialized with
WO ~ N(0,02). Assume that the noise is sufficiently small (ref. Lemmasand and the
fast-learnable feature strength is significantly larger al/3B, > Bq. We have the following results for
one-step upsampling, i.e. increasing B4, from any iteration t during early training

1. The normalized gradient of the one-step SAM update has a larger weight on the slow-
learnable feature compared to that of GD.

2. Amplifying the slow-learnable feature strength puts a larger weight on the slow-learnable fea-
ture in the normalized gradients of GD and SAM.

3. There exists an upsampling factor k such that the normalized gradient of the one-step GD
update on D(B., kB4, ) recovers the normalized gradient of the one-step SAM update on

D(Be, Ba, ).

Proof. The first result has already been proved in Lemma[A.T7} Now, consider increasing the slow-
learnable feature strength from 3, to 8. Similar to the proof of Corollarym A.17] to verlfy that the
normalized of the new normalized gradient of GD favors the slow-learnable feature, it is sufficient to
show

(B w00 B, vg)?

BHw® ve)? T BHw®),v.)?

which is trivial because ﬁ& > (4. Similarly, we can verify the result for SAM. Now, let’s find the
new coefficient 5/, = kf54(k > 1) such that training one-step GD on D(f., 5, &) can recover the

normalized gradient of the one-step SAM update on the original data distribution D(g,, 84, ). Using
Equation [81] we have

(86)

BHw" vy (ﬁ’)3<w“) v4)?

_ 87
B vy B0 v
(t) (1)
e s
We ", Ve ’ Ve
(", vq) - 3pV 3w, vy)2 K3/ s2 (", va) (89)
<’ll)(t)7'Ue> - 3p(t)aﬁ§<w(t)7ve>2 <w( ) ’Ue>
1 — 3,8 33 (w®
2 _ 3pW B3 w ") vy) (90)

1—3pWaB3(w®, v,)
2/3

1— (t) 33 9y (t)
k= 8p Bytwva) ) o1)
1 —3pMafEw®, ve)

. 1—-3p™ B3 (w® v,) 2/3 . .
Therefore, with ), = ( 173:(,,)& gs <w(t;;€>) B4, the normalized gradient of the one-step GD

update on D(S., 5, a) is similar to that of the one-step SAM update on D (S, B4, a). O

B Auxiliary Lemmas

Lemma B.1 (Clalm D.20, [2l). Considering an increasing sequence x; > O defined as x;11 =
2t +nCy (2 —p)? for some Cy = O(1),0 < p < xq, then we have for every A > xq, every § € (0, 1),
and every n € (0,1]:

N2
S o s 1H0 Ol - ) st/ o
o(rren Zo z3 og(l+9)
1— (1+9)zo N2

10,2, <A zo(1+9) p log(1 +6)
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Proof. Forevery g = 0,1,..., let T, be the first iteration such that x; > (14 6)9x0. Let b be the

smallest integer such that (1 + §)°zy > A. Suppose for notation simplicity that we replace z; with
exactly A whenever z; > A. By the definition of 7, we have

Y G+ 8w < wr,y, —wr, <61+ 8)%w0 +OM(A—p)?) (94

tE[TgaTg+1)
Z nCl(1+6)7 ao)® > ar,,, — a1, > 6(1+6)%z9 — O(n(A — p)?) 95)
te[TgaTg+1)
(96)
These imply that
] O(n(A — p)?
> S gt ('(xQ 28 97)
t€[Ty,Tg+1) 0 0
g O(n(A - p)*)
>, Gz —— 5 (98)
te[Ty’T9+1) (1 + 5)9 o0 xo
Recall b is the smallest integer such that (1 + &)’z > A, so we can calculate
b—1
] O(n(A — p)?
> nCtSZ(1+6)g 1 Ot ; Py, (99)
20,2, <A g—0 o Zy
5 1 O(nA—p)?
_ 1, (n( h P, (100)
1 35 To xg
A
_ 140 0(77(A2 p)*) log(A/xo) (101)
Zo xg log(1 + 0)
b—2
g O(n(A - p)*)
doonGi=> - P (102)
t>0,2,<A 9=0 (1+8)7+2o o
L0+ - qrmen) 1 omA-p)?), 103
- i — - ; (103)
1-— T+s o n)
_ 1R 04 - p)?) log(A/xo) (o)
zo(1 + 9) z3 log(1 + §)
Thus, the two desired inequalities are proved. [

Lemma B.2 (Lemma D.19, [2]].). Let {x, y¢}i=1,... be two positive sequences that satisfy

Tip1 > 2+ 1 Colze — p)?,

Yir1 <y + Sn - Coyy,
for some Cy = ©(1). Suppose xy > yOS’%fgg where S € (0,1),G € (0,1/3) and 0 < n <
min{logc(;i%o), 105(211706}) 1,0 < p < O(xo), and for all A € (x9,0(1)), let T, be the first iteration
such that z; > A. Then, we have yr, < O(G™1yo).

Proof. Let T, be the first iteration ¢ in which z; > A. Apply Lemma [B.I|for the z; sequence with
C; = C, and threshold A, we have

Ty
: 140 | O((A = p)?)log(A/xo)
;nOt S e T 2 log(1 + 0) "
_ 2
_140 ., (n(A p) lgg(A/m) (106)
Zo dxg
PEET (nlog(é/xo)) (107)
o 5560

68880 https://doi.org/10.52202/079017-2200



Let T, be the first iteration ¢ in which y, > A. Apply Lemma [B.T] for the y; sequence with
n = Sn,C, = Cy, p = 0 and threshold A’ = Gy, we have

1- 05 O(5p(A')2) log(A!
A n og (A /yo)
— 108
Z SnCi 2 o(1+96) y2 log(1 + 6) (108)
—-0(4 A2 log(1
§ ~o+a o (SR IaG)) 100
Yo oyg
— log(1
L 12000 (Sulosi/6)) 1o
Yo oyg
Compare Equationand Choosing § = G and n < min{ log((;:'?‘;o), Tou (T / & }, together with
2o > yoSH2E we have T, < Tj,. O

Lemma B.3 (Lemma K.15, [32]].). Let {z}]_, be a positive sequence defined by the following
recursions

ze41 > 2+ mlz — p)?,
zZty1 <z + M(Zt)Q,

where zg > p > 0 is the initialization and m, M > 0 are some constants. Let v > z, then the time
T, such that zr, > v forallt > T, is

B 220 4M 23 log(v/zp)
T = = = | Tog(®) | (o

Proof. Letn € N*. Let T,, be the first time that z; > 2" 2. We want to find an upper bound of T,.
We start with the case n = 1. By summing the recursion, we have:

T —1
o, > z0+m Y (2 —p)? (112)
Because z; > zy, we obtain
T < hA (113)
m(z0— p)
Now, we want to bound z7;, — zp. Using again the recursion and 2, 1 < 2z¢, we have
2y < 2z —1 +M(ZT1,1)2 < 220+4MZ§ (114)
Combining Equation[I13]and [IT4] we get a bound on 7 as
2 2
T, < 20 +4Mzy 20 AM =z (115)

m(z0—p)2  mlz0—pR | miz0 — p)?

Now, let’s find a bound for T),. Starting from the recursion and using the fact that z; > 2"~ 1z, for
t > T,,_1 we have

Tn—1

o1, 2 or, ., tmo Yy (2 p) (116)
t=Tp_1

> z2r 4+ (2" 2m(z0 — )2 (T — Tho1) (117)

On the other hand, by using 27, _1 < 2" 2y we upper bound 2z, as
2, < zr, 1+ M(2r,—1)% < 2"z + M2 2] (118)
Besides, we know that z7, _, > 2"~ !2,. Therefore, we upper bound 2z, — 27, _, as

or, — 2p, < 2" g+ M22 23 (119)
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Combining Equations [[T6]and [TT9] yields
271z 4+ M2%" 22

T, <T,._ 120
= @ — g2 0
20 4Mz2
-7, 121
e Tty P o — o e
Summing Equation [120|for n = 2,...,n we have
2 4Mnz} 2z 4Mnz}
e TR e e RN IEC)
— 27'm(z0 — p)>  m(z0—p)* ~ m(z0—p)*  m(z0—p)

Lastly, we know that 2"y > v this implies that we can set n = Foi(g(/;)o)—‘ in Equation 122 O

‘We make the following assumptions for every ¢ < 7' as the same in [32].

Lemma B.4 (Induction hypothesis D.1, [32]]). Throughout the training process using GD fort < T,
we maintain that, for every i and j € [J],

(W', €:)| < O(ooo, V). (123)

Lemma B.5 (Lemma G 4, [18])). For every i, we have lgt) = 0O(1)g1(t), where

J
g1(t) = sigmoid | Y —pHw” va)* — B wi” v)? | . (124)

Jj=1

Lemma B.6 (Lemma K.5, [32]). Let X € R? be a Gaussian random vector, X ~ N(0, aQId). Then
with probability at least 1 — o(1), we have || X ||3 = ©(a2V/d).

Lemma B.7 (Lemma K.7, [32]). Let X and Y be independent Gaussian random vectors on R and
X ~ N(0,6%1,), Y ~ N(0,081,). Assume that coo < 5. Then, with probability at least 1 — 6,

we have
2
(X, Y)| < 00y 2d1og >

Lemma B.8 (Bound on noise inner products). Let N = O(poly(d)). The following hold with
probability at least 1 — o(1):

max {|(w!),£)|} = O(oo0Vd)

€0
m?x{;z 0t }_ 0%t oV
k=

Proof. For the first inequality, Lemma|B.7|implies that with probability at least 1 — &,

2
(@, €:)| < 000y [2d10g() = OloosVd) (125)
Taking a union bound over n = 1,..., N gives the result.
The second statement is proved similarly. O

Lemma B.9 (Bound on the noise component for SAM). Assume that p = o(og) and w(1) < N <
O(poly(d)). Throughout the training process using SAM for t < T, we maintain that, for every i and
j el

[(w'") €,)] < O(o00Vd) (126)

Jf’
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Proof. Let y; = max{|(w'"},€:)[}, a = max;{L Y7 [(€x,&:)|}. Combined with I{’) < 1, the
noise gradient update rule can be bounded as

Xe+1 < Xe + 3nax;
Suppose that a(t) satisfies the differential equation
a’ = 3ana®
a(0) = xo
Observe that a(t) is increasing so, by the Mean Value Theorem there exists 7 € (¢, ¢ + 1) such that
a(t+1) —a(t) = d' (1)
= 3ana(r)?
> 3ana(t)?
So an fast-learnable induction shows that a(t) > x.

Now solving for a(t),
1 1
a(t) = ——

S S .
a0y — Somt 3ana(0)
Using the high probability tail bounds [B.8]
a(0) = xo = O(00¢Vd)
2
- o2
o= O(UW + 02Vd)

where 0 = %. Substituting these bounds gives

1
M )~ S + o)

Now Theorem and p = o(a) implies that nT = (:)(?153,) Combined with the assumption
that N = (1), the second term in the denominator is of lower order than the first term, so

a(Ty) = O(cooVd).

We conclude that . ~
(", &)| < O(o00,Vd). (127)

Lemma B.10. For every i, we have ll@ = 0(1)g1(t) and lz(te) = 0O(1)g2(t), where

J

g1(t) = sigmoid | Y —pHw " va)* — B2 w” ve)® | | (128)
j=1
J

g2(t) = sigmoid | Y — 3w} va)® — B w!) ve)? | (129)

<.
Il
_

The proof is the same as [18][Lemma G.4].

C Additional Experimental Settings

C.1 Datasets and Training Details

Datasets. The CIFAR10 dataset [41]] consists of 60,000 32 x 32 color images in 10 classes, with
6000 images per class. The CIFAR100 dataset [41] is just like the CIFAR10, except it has 100 classes
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Figure 7: USEFUL first trains the model for a few epochs ¢, which in practice is around 5-10% of
the total training epochs. It then clusters examples in every class into 2 groups and upsamples the
cluster with higher average loss. Finally, the base model is retrained from scratch on the modified
data distribution.

Original Dataset S USEFUL

Y1 Y2 YN

asiM-sse|D

containing 600 images each. For both of these datasets, the training set has 50,000 images (5,000
per class for CIFAR10 and 500 per class for CIFAR100) with the test set having 10,000 images.
CINIC10 [L6] represents an image classification dataset consisting of 270,000 images, which is 4.5
times larger than CIFAR10. The dataset is created by merging CIFAR10 with images extracted from
the ImageNet database, specifically selecting and downsampling images from the same 10 classes
present in CIFAR10. Tiny-ImageNet [43]] comprises 100,000 images distributed across 200 classes
of ImageNet [17]], with each class containing 500 images. These images have been resized to 64x64
dimensions and are in color. The dataset consists of 500 training images, 50 validation images, and 50
test images per class. The STL10 dataset [13] includes 5000 96x96 training labeled images, 500 per
CIFARIO class. The test set consists of 800 images per class, this counts up to 8,000 images in total.

Training on different datasets. Follow the setting from [3} 4], we trained Pre-Activation ResNet18
on all datasets except for CIFAR100 which was trained with ResNet34. We trained our models for
200 epochs with a batch size of 128 and used basic data augmentations such as random mirroring and
random crop. We used SGD with the momentum parameter of 0.9 and set weight decay to 0.0005. We
also fixed p = 0.1 for SAM unless further specified. For all datasets, we used a learning rate schedule
where we set the initial learning rate to 0.1. The learning rate is decayed by a factor of 10 after 50%
and 75% epochs, i.e., we set the learning rate to 0.01 after 100 epochs and to 0.001 after 150 epochs.

Training with different architectures. We used the same training procedures for Pre-Activation
ResNetl18, VGG19, and DenseNet121. We directly used the official Pytorch [54] implementation
for VGG19 and DenseNet121. For 3-layer MLPs, we used a hidden size of 512 with a dropout of
0.1 to avoid overfitting and set p = 0.01. For ViT-S [77], we adopted a Pytorch implementation at
https://github.com/lucidrains/vit-pytorch. In particular, the hidden size, the depth, the number of
attention heads, and the MLP size are set to 768, 8, 8, and 2304, respectively. We adjusted the patch
size to 4 to fit the resolution of CIFAR10 and set both the initial learning rate and p to 0.01.

Computational resources. Each model is trained on 1 NVIDIA RTX A5000 GPU.

C.2 Other Implementation Details

When to separate the examples? We selected the best-separating epoch ¢ in the set of
{4,5,6,7,8,10} for CIFARI0 and {12, 14,16, 18, 20, 22} for CIFAR100. Particularly, we sepa-
rated examples of CIFAR10 at around epoch 8 while that of CIFAR100 is near epoch 20. Near this
point, the gain in training error diminishes significantly as shown in Figure [I5a] which shows a sign
that the model successfully learns fast-learnable features. In addition, we reported the results for differ-
ent separating epochs in Appendix [D.§] In Figure[d] the best separating epochs for STL10, CINIC10,
and Tiny-ImageNet are 11, 4, and 10, respectively. The separating epoch for Waterbirds is 5.

Forgetting score. To compute forgetting scores of training examples in each dataset, we collected
the same statistics as in [69] but computed at the end of each epoch. The reason is to make the
statistics consistent between two versions of the same slow-learnable example which is repeated
in the upsampled dataset.

Hessian spectra. We approximated the density of the Hessian spectrum using the Lanczos algo-
rithm [24} 53]]. The Hessian matrix is approximated by 1000 examples (100 per class of CIFAR10).
Then we extract the top eigenvalues to calculate the maximum Hessian eigenvalue (Apax) and the
bulk of spectra (Amax/As5) [30].
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Figure 8: The gap between contribution of fast-learnable and slow-learnable features towards the
model output in SAM and GD. The toy datasets is generated from the distribution in Definition [31]
with 8 = . = a = 1.
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Figure 9: Test classification errors of 3-layer MLP on CIFAR10. The number below each bar
indicates the estimated cost to train the model and the tick on top shows the standard deviation over
three runs. USEFUL improves the performance of SGD and SAM when training with 3-layer MLP.
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Figure 10: L1 norm of ResNet18 trained on CIFAR10 and ResNet34 trained on CIFAR100.
Lower L1 norm indicates a sparser solution and stronger implicit regularization properties [3} Section
4.2]. SAM has a lower L1 norm than SGD, and USEFUL further reduces the L.1 norm of SGD and
SAM.

D Additional Results

D.1 An Extreme Case of Toy Datasets

We consider an extreme setting when two features have identical strength and no missing fast-
learnable features, i.e., 8. = 34 = o = 1, the gap between LHS and RHS in Equation[3]is not small
as shown in the figure[8] The gap is consistently around 0.2-0.3 from epoch 250 onwards.

D.2 USEFUL is Useful for MLP

Figure 0] shows that for 3-layer MLP, USEFUL successfully reduces the test error of both SGD and
SAM by nearly 1%. Additionally, SGD+USEFUL yields better performance than SAM alone.
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Table 1: Sharpness of solution at convergence. We train ResNet18 on CIFAR10 and measure the
maximum Hessian eigenvalue A, and the bulk spectra measured as Amax /5.

METRIC SGD SGD+USEFUL SAM

Amax 53.8 41.8 12.4
Amax/ A5 3.8 1.5 2.4
Forget Score [0-19] Forget Score [20-39]

& 6117 == SGD
S 42
% 000 41392 | 6000 w#4 SGD+USEFUL
& 40000 39675 5000 SAM
5 %
2 38000 4000
€
2 36000 3000

Figure 11: Forgetting scores for training ResNet18 on CIFAR10. Forgetting scores measure the
learning speed of examples in training data. USEFUL approaches the training dynamics of SAM,
with more examples being forgotten infrequently and fewer examples being forgotten frequently.

Table 2: Average scores for two clusters on CIFAR10.

METRIC | FAST-LEARNABLE ~ SLOW-LEARNABLE
FORGETTING SCORE \ 3.8+6.1 14.7 £9.0
FIRST LEARNED ITERATION \ 09+1.2 3.7£8.0
ITERATION LEARNED \ 45.6 £50.0 105.8 £41.0

Table 3: Average scores for two clusters on CIFAR100.

METRIC | FAST-LEARNABLE ~ SLOW-LEARNABLE
FORGETTING SCORE \ 10.2 £ 8.6 16.8 £ 7.4
FIRST LEARNED ITERATION \ 4.7+6.8 9.8 £13.7
ITERATION LEARNED \ 86.6 £ 46.1 115.7£31.0

D.3 SAM & USEFUL Reduce Forgetting Scores

We used forgetting scores [69] to partition examples in CIFAR10 into different groups. Forget-
ting scores count the number of times an example is misclassified after being correctly classi-
fied during training and is an indicator of the learning-speed of examples. Figure [IT]illustrates
that SGD+USEFUL and SAM have fewer examples with high forgetting scores than SGD does.
This aligns with our theoretical analysis in Theorem [3.4] and results on the toy datasets. By
upsampling slow-learnable examples in the dataset, they contribute more to learning and hence
SGD+USEFUL learns slow-learnable features faster than SGD.

Furthermore, Tables |Z| andElillustrate the average forgetting score, first learned iteration (i.e., at this
epoch, the model predicts correctly for the first time) and iteration learned (i.e., after this epoch,
the prediction is always correct) of examples in fast-learnable and slow-learnable clusters. Iteration
learned is highly correlated with prediction depth [3], which is another notion of data difficulty. It
can be seen clearly that examples in fast-learnable clusters have a lower difficulty score for every
metric, indicating that USEFUL successfully identifies fast-learnable examples early in training.
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Table 4: Test classification errors for training SAM and ASAM on the original CIFAR10 and modified
datasets by USEFUL. Results are averaged over 3 seeds.

SAM ASAM
+ 4.23+0.08 4.33+0.19
+ USEFUL 4.04 £0.06 4.09 +0.10
+ TA 4.06 +£0.08 3.93£0.11

+ TA + USEFUL 3.49+0.09 3.46 +0.01

Train ResNet18 from scratch 13 Finetune pre-trained ResNet50

17 12 A2 == SGD
s 28fo3 11 w##: SGD+USEFUL
5 10 SAM
& 0 SAM+USEFUL
2 24f87 86 841
© 24|12 8 / A B SAM4TA

W i l W o, / elas SAM+USEFUL+TA
22|45
6
1x 1.15x 2x 2.3x 2x 2.3x 1x 1.05x 2x 2.1x 2x 2.1x

Time to Train w.r.t. SGD Time to Train w.r.t. SGD

Figure 12: Comparing test classification errors on Waterbirds. The number below each bar
indicates the approximated cost to train the model and the tick on top shows the standard deviation
over three runs. USEFUL boosts the performance of SGD and SAM on the balanced test set, showing
its generalization to the OOD setting. In addition, the success of USEFUL in fine-tuning reveals its
new application to the transfer learning setting.

Table 5: Comparison between USEFUL and upweighting loss regarding test classification errors.
Upweighting loss doubled the loss for all examples in the slow-learnable clusters found by USEFUL,
which is different from dynamically upweighting examples during the training [78]. Results are
averaged over 3 seeds.

METHOD SGD SAM

CIFAR10 CIFAR100 \ CIFAR10 CIFAR100
UPWEIGHTING LOSS  5.33 £0.09 26.70£3.25 | 428 £0.02 21.75+£0.25
USEFUL 4.79 £0.05 22.58 £0.08 | 4.04 £ 0.06 20.40 + 0.36

D.4 USEFUL generalizes to other SAM variants

In this experiment, we show that SAM can also generalize to other variants of SAM. We chose
ASAM, which is proposed by to address the sensitivity of parameter re-scaling [19].
Following the recommended settings in ASAM, we trained it with a perturbation radius p = 1.0,
which is 10 times that of SAM. Other settings are identical to the standard settings in Appendix [C]
Table [ demonstrates the results for training ResNet18 on CIFAR10. Both SAM and ASAM can be
combined with USEFULto improve the test classification error. When using TA, ASAM shows a
slightly better performance than SAM.

D.5 USEFUL shows promising results for the OOD settings

While our main contribution is providing a novel and effective method to improve the in-distribution
generalization performance, we conducted new experiments confirming the benefits of our method to
improving out-of-distribution (OOD) generalization performance. As a few very recent works [9} [72]
showed the benefit of SAM in improving OOD performance, it is expected that USEFUL also extend
to this setting.

Spurious correlation (Waterbirds). As can be seen in Figure[I2] both SAM and USEFUL effectively
improve the performance on the balanced test set though the model is trained on the spurious training
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Table 6: Test error on long-tailed CIFAR10. BALANCING means that we upsampled small classes to
make the classes balanced. Results are averaged over 3 seeds.

RATIO SGD SGD+USEFUL SAM SAM+USEFUL

1:10 10.01 £0.21 9.53+£0.13 8.85 £ 0.08 8.22 £0.04
BALANCING  9.77 £0.17 9.25+0.11 8.31 £0.11 7.93 £ 0.02

Table 7: Test classification errors of SGD for different partition methods. Results are averaged over
3 seeds.

PARTITION METHOD CIFAR10 CIFAR100

QUANTILE 5.27+0.10 23.49+0.82
MISCLASSIFICATION 4.98 £0.17 23.86 +0.70
USEFUL 4.79 + 0.05 22.58 +0.08

set. When training ResNet18 with SGD from scratch, USEFUL decreases the classification errors by
5.8%. In addition, it can be successfully applied to the pre-trained ResNet50 (on ImageNet), opening
up a promising application to the transfer learning setting.

Long-tail distribution (Long-tail CIFAR10). We conducted new experiments on long-tail CI-
FARI10 [15] with an imbalance ratio of 10. Table [ shows that USEFUL can also improve the
performance of SGD and SAM, by reducing the simplicity bias on the long-tail data. Figure [I3]
visualizes the distribution of classes before and after upsampling by USEFUL. Interestingly, we
see that USEFUL upsamples more examples from some of the larger classes and still improves the
accuracy on the balanced test set. This improvement is attributed to the more uniform speed of
feature learning, and not balancing the training data distribution. Notably, USEFUL outperforms
class balancing to address long tail distribution. Besides, USEFUL can be stacked with methods to
address long-tail data to further improve performance, as we confirmed in the last row.

Long-tailed CIFAR10 dataset

I Original
Upsample

6000

0.0 25 50 7.5
Class

Figure 13: Class count before and after upsampling by USEFUL on long-tail CIFAR10 dataset.

D.6 USEFUL is also effective for noisy label data

Our method and analysis consider a clean dataset. But, as we confirmed in Table@ USEFUL can
easily stack with MixUp [79], a robust method for learning against noisy labels, to reduce the
simplicity bias and improve their performance. Applying USEFUL on top of MixUp to CIFAR10
with 10-20% random label flip successfully boosts the performance of both SGD and SAM when
training on data with corrupt labels.
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Table 8: Test error on label noise CIFAR10 (all methods are with MixUp). Results are averaged over

3 seeds.
RATE SGD SGD+USEFUL SAM SAM+USEFUL
10% 7.204+0.17 6.64 £ 0.10 5.154+0.05 4.75 +0.09
20% 9.26 +0.23 8.88 = 0.07 6.08 & 0.06 5.824+0.05

Table 9: Test errors of different simplicity bias reduction methods on CIFAR10. Results are averaged
over 3 seeds.

SGD EIIL JTT
5.07+0.04 5.04£0.04 4.89+0.03

SGD+USEFUL
4.79 £ 0.05

7.0
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Figure 14: Ablation studies of training ResNet18 on CIFAR10. In each experiment, we used the
standard training settings while (left) varying training batch size or (middle) varying learning rate, or
(right) varying upsampling factor.
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Figure 15: Separating epoch analysis. (left) Red lines indicate our optimal choice of ¢ to separate
examples at and restart training. The early epoch that can best separate the examples is when the
change in training error starts to shrink. (right) Red points indicate our optimal choice of ¢.

D.7 Comparison with simplicity bias mitigation methods

While previous works show that reducing simplicity bias benefits the OOD settings, we show that
reducing the simplicity bias also benefits the ID settings. To confirm our hypothesis on our simplicity
bias mitigation baselines, we applied EIIL [14] and JTT [48] to train ResNet18 on CIFAR10. The
choice of the baselines is because they have publicly available code and fewer hyperparameters to
tune in our limited rebuttal time. For EIIL, we tuned Ir €{1e-1, le-2, le-3, Se-4, le-4}, number of
epochs €{1, 2, 4, 8} for training the reference model, and the weight decay €{1e-3, 5e-4, le-4} for
training GroupDRO. For JTT, we tuned the separating epoch €{4, 5, 6, 7, 8, 10} and upsampling
factor €{2, 3, 4, 5}, while Ir and weight decay follow the standard training of ResNet18 on CIFAR10.
Table 0] shows that all methods successfully reduce the simplicity bias, yielding an improvement over
SGD. While EIIL requires tuning 3 hyperparameters with a total of 60 combinations, USEFUL only
requires one hyperparameter, which is the separating epoch within a small range (around the time
when the slope of the training loss curve diminishes).
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D.8 Ablation studies

USEFUL vs Upweighting loss. We compare USEFUL with upweighting loss of examples in
the slow-learnable clusters. As can be seen in Table [5} when coupling with either SGD or SAM,
USEFUL clearly outperforms upweighting loss on both CIFAR datasets. It is worth mentioning
that upweighting loss is different from iteratively importance sampling methods such as GRW [78]],
which dynamically upweights examples during the training by factors that depend on the loss
value. In addition, GRW is dedicated to the distribution shift setting while our paper considers the
in-distribution setting.

Data selection method. In this experiment, we compare clustering with other methods for partitioning
data. The first baseline is to upsample misclassified examples (MISCLASSIFICATION) while the
second baseline is to upsample all examples whose training errors are larger than the median
value (QUANTILE). All the three methods are performed at the same epoch ¢. Table[7] shows that
USEFUL selects a better set of upsampling examples, leading to the best model performance.

Training batch size. Figure[T4]left shows the gap between USEFULand SGD when changing the
batch size. Our method consistently improves the performance, proving its effectiveness is not simply
captured by the gradient variance caused by the training batch size.

Learning rate. The small learning rate is a nuance in our theoretical results to guarantee that
fast-learnable and slow-learnable features are separable in early training. In general, a small learning
rate is required for most theoretical results on gradient descent and its convergence and is a standard
theoretical assumption [12} 160, 62, [73]. In practice, both for separating fast-learnable vs slow-
learnable examples and for training on the upsampled data, we used the standard learning rate that
results in the best generalization performance for both SGD and SAM following prior work [3} 42, 81].
While the theoretical requirement for the learning rate is always smaller than the one that is used
in practice, empirically a larger learning rate does not yield better generalization for the problems
we considered in contrast to other settings [46| [58]. As shown in Figure [T4 middle, increasing
the learning rate has an adverse effect on the model performance. Indeed, for a fair comparison,
the algorithms should be trained with hyperparameters that empirically yield the best performance;
otherwise, the conclusions are not valid. Nevertheless, USEFUL always improves the test error across
different learning rates.

Upsampling factor. We empirically found the upsampling factor of 2 to consistently work well across
different datasets and architectures. Using larger upsampling factors results in a too-large discrepancy
between the training and test distribution and does not work better, as is expected and discussed
in Section [1| As illustrated in Figure [14] right, while all factors from 2 to 5 bring performance
improvement, the upsampling factor of 2 yields the best performance, as it reduces the simplicity
bias with minimum change to the rest of the data distribution.

Separating epoch. Fig[T5a shows that the early epoch that can best separate the examples is when the
change in training error starts to shrink. At this time, examples that are learned can be separated from
the rest by clustering model outputs as analyzed in our theoretical results in Section[3.3] Figure[T5Db|
demonstrates the performance of USEFUL when separating examples at different epochs in early
training. Too early or too late epochs do not cluster examples well, i.e., some examples with fast-
learnable features fall into the slow-learnable clusters and vice versa. This ablation study shows that
upsampling correct examples and with enough amount is important for our method to achieve its best.
Note that there is no universal separating epoch. This is reasonable because each data has a different
data distribution, i.e. slow-learnable and fast-learnable features, thus, a different theoretical time 7
in Theorems[3.2]and 3.3
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Our claims match the theoretical and experimental results
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We do not have theoretical results for non-CNN architectures.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide full assumptions and proofs in Appendix.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide detailed experimental settings in the Experiment section and in
Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We use open datasets, which have been cited and described in the paper. We
also provide our code for reproducing the experimental results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide detailed experimental settings in the Experiment section and in
Appendix.

Guidelines:

» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We report the error bar for averaging multiple seeds in our experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the information on our computational resources in Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our paper conform to every aspect in the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: This paper presents work whose goal is to advance the field of Machine
Learning. There are many potential societal consequences of our work, none which we feel
must be specifically highlighted here.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: There are no potential harms to our models.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite all data, code, and models used properly.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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