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Abstract

Standard federated learning (FL) approaches are vulnerable to the free-rider
dilemma: participating agents can contribute little to nothing yet receive a well-
trained aggregated model. While prior mechanisms attempt to solve the free-rider
dilemma, none have addressed the issue of truthfulness. In practice, adversarial
agents can provide false information to the server in order to cheat its way out of
contributing to federated training. In an effort to make free-riding-averse federated
mechanisms truthful, and consequently less prone to breaking down in practice,
we propose FACT. FACT is the first federated mechanism that: (1) eliminates
federated free riding by using a penalty system, (2) ensures agents provide truthful
information by creating a competitive environment, and (3) encourages agent par-
ticipation by offering better performance than training alone. Empirically, FACT
avoids free-riding when agents are untruthful, and reduces agent loss by over 4x.

1 Introduction

Truth is essential to the functioning of fair systems. In its absence, fraud and corruption lead to
negative effects on those left participating. This too is true within machine learning (ML). Adversaries
can attack ML algorithms for insidious purposes [3, 7], and algorithms trained on data that is not
well-representative or poisoned can lead to dangerous and unfair results [28, 29, 37].

Issues of truthfulness have begun to bleed into multi-agent collaborative learning systems. Federated
Learning (FL), the preeminent collaborative learning framework, is susceptible to the free-rider
dilemma: agents can contribute little to nothing during training while still obtaining a well-trained
final aggregated model [8, 12, 17]. Furthermore, Karimireddy et al. [12] proves that standard FL
algorithms naturally yield catastrophic free-riding equilibria, where most rational agents contribute
nothing. It is important to note that we do not consider the possibility of malicious gradient updates
from adversarial agents, covered by recent works [6, 23, 25, 27]. We assume that agents share a
common goal of reducing loss, and act selfishly rather than maliciously.

Recent work has aimed to remedy the free-rider dilemma in FL through contract theory [4, 11, 16, 19],
collaborative fairness [21, 26, 36], and mechanisms that incentivize contributions [2, 12]. The
mechanisms presented in Karimireddy et al. [12] and Bornstein et al. [2] are notable because they do
not require (i) carefully optimized contracts (agents will always participate because the mechanism is
individually rational) or (ii) alterations to standard FL training (simple FedAvg [22] can be run with
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no computation of agent reputations). However, these mechanisms assume that agents are honest and
truthful with an orchestrating central server. If agents can lie, the proposed mechanisms no longer
guarantee elimination of free riding.

In our paper, we propose a mechanism, Federated Agent Cost Truthfulness (FACT), that provably
eliminates free riding even when agents are untruthful. Unlike standard FL approaches, where agents
are incentivized to use little to none of their own data, agents participating in FACT are incentivized
to use as much data for federated training as they would on their own. Furthermore, when agents use
their locally-optimal amount of data, FACT is individually rational (IR): agents always receive greater
benefit participating in FACT than by training alone. These results hold even if agents try to cheat the
mechanism by misreporting individual training costs to the central server. FACT ensures that each
agent’s best strategy is to be truthful with the central server.

Summary of Contributions. In summary, the main contributions of our paper are,

(No Free Riding): Creating a novel penalization scheme that shifts the catastrophic free-riding
optimum back to each agent’s local optimum (thereby eliminating free riding).

(Truthfulness): Constructing a truthfulness mechanism (competition) that dissuades agents from
lying about their individual costs with the central server.

(Realistic): Showcasing the efficacy of FACT empirically in eliminating agent free riding
under untruthfulness, consequently improving federated training performance.

2 Related Works

Distributed Learning Mechanisms for Agent Contribution. An important line of mechanism
research in distributed learning regards mechanisms that incentivize agent contributions for federated
training [2, 12, 18, 38, 39]. Some of the first papers in this area were application-based, namely in
mobile crowdsensing and smart sensors in vehicles. We detail these works in Appendix A. Zhan et al.
[39] is one of the first works to define agent and server utility when data is shared between agents
and the server to train a global model (including agent training costs). The server announces a total
reward, and agents determine how much data to contribute in order to maximize their reward. A deep
reinforcement learning method is used by the server to learn the optimal announced reward.

An accuracy-shaping mechanism is proposed in Karimireddy et al. [12], which also follows a similar
data sharing and iid setting. This mechanism does not require the use of contracts or learning
of a reward, and guarantees that an agent will receive improved reward when participating in the
mechanism than by not participating. In the accuracy-shaping mechanism, the server degrades model
performance for an agent if it does not contribute as much data as locally optimal. Bornstein et al. [2]
proposes a similar accuracy-shaping mechanism. However, unlike Zhan et al. [39] and Karimireddy
et al. [12], agent utility is modeled in a non-linear and more realistic manner. Additionally, the
accuracy-shaping mechanism is generalized to the federated setting (no data sharing) where data can
be non-iid. Unlike the majority of the works above, our mechanism seeks not just to incentivize agent
contribution, but to eliminate free riders. Moreover, unlike [2, 12], we do not assume that agents are
truthful. Our mechanism ensures that agents contribute what is locally optimal, thereby eliminating
free-riding, and punishes agents for lying to the server about their costs.

Truthful Distributed Learning Mechanisms. Similar to the agent contribution mechanisms above,
many existing truthful distributed learning mechanisms exist within the crowdsensing setting [9,
33, 35, 42]. We detail these works in Appendix A. The more recent works [14, 20, 34] examine
truthful mechanisms within traditional FL. Lu et al. [20] explores truthful mechanisms in Vertical
FL, where features are split up amongst agents. Specifically, a truthful mechanism is designed
(via a novel transfer-payment rule) to maximize social utility, without use of an auction, even
when agents can lie about their costs. Within Horizontal FL (the standard approach), Le et al. [14]
designs a randomized auction for resource-constrained wireless agents, which achieves approximate-
truthfulness in expectation. The server receives bids from agents to perform training, and selects a
winning bid (agent) for each uplink sub-channel. The server pays a reward designed to minimize agent
social cost, and does not take into account the server’s utility. Wu et al. [34] builds on the auction
idea in Le et al. [14], instead using a federated auction bandit which learns to select bidding agents
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that maximize the server’s utility. The mechanism ensures truthfulness and individual rationality.
Like the works above, our mechanism ensures truthfulness and individual rationality of participating
agents. In contrast, our mechanism setting is within horizontal FL and does not require an auction or
bandit method to ensure truthfulness. As such, any willing agent can participate in training (no bids
are rejected), an optimal server reward does not need to be learned, and agents do not need to have
a private valuation. Finally, our mechanism requires no direct payment from the server (all reward
payments come from other agents) and provably eliminates the free-riding dilemma. Due to space
constraints, we detail works regarding fairness and agent selection mechanisms in Appendix A.

3 The Challenge of Free Riding in Federated Learning

Federated Setting. Our work explores the setting of Centralized Federated Learning (CFL), where n
agents collectively train a model w under orchestration of a central server. Within each iteration t of
CFL, the server sends down the current aggregated model wt to each agent. Agents then perform
h local gradient updates (with their own local data) to generate an updated model wt+1

i ∀i ∈ [n].
Models are aggregated by the server and this process is repeated until convergence. Each agent is
assumed to have access to the same data distribution D, and thus we assume data is independent and
identically distributed (iid). We leave construction of truthful mechanisms in the non-iid setting for
future research. Our work aims to bring truthful mechanisms to CFL, as none have existed in either
the iid or non-iid settings prior to this work. We now begin by detailing the objective that agents
participating in FL seek to minimize.

Federated Objective. The goal of FL is to train a global model, leveraging the data and compute
power of thousands of agents, that achieves low loss. To start, we utilize the convergence of distributed
stochastic gradient descent (D-SGD) [15] to first-order stationary points in non-convex settings,

1

T

T−1∑
t=0

E∥∇f(wt)∥2 ≤ 2∆f

γT
+

γσ2L

2
∑n

j=1 mj
. (1)

The parameter ∆f is the difference between the optimal objective value f∗ and starting value f(w0).
The global objective function f is the uniform sum over all device objective functions fi. There are
T total iterations. The step-size is γ and L is the Lipschitz constant, where γL < 2. The effective
gradient variance is σ2/

∑n
j=1 mj . This stems from bounded variance assumptions, formally defined

as E∥ 1
M

∑M
i=1∇f(w; ξi)−∇f(w)∥ ≤

σ2

M (for M batches of data ξ).

Local Agent Loss. All rational agents seek to minimize their loss. As shown in Equation (1), this
can be accomplished by using more data, and thus a larger batch size m, as well as more rounds of
gradient updates T . However, all agents incur a cost ci for collection, sampling, and compute costs
for each data sample m used. The linear cost cim stems from our cross-agent setting. Within this
setting, IoT devices are prevalent and data is not difficult to collect (e.g., IoT sensors). Thus, it makes
the most sense that, on average, there are constant costs over time to collect and sample data (e.g., the
cost to power a sensor is usually constant on average) [30, 20, 34].

Overall, agents must balance the benefit of using more data to achieve better model performance with
the costs of data collection, sampling, and computations. We formulate this tradeoff for each agent by
defining a local loss function ℓi,l(mi), that depends on the data collected mi by each agent i. Each
agent minimizes its loss function, which is a combination of data costs and convergence error terms.
When training locally, or alone, an agent loses the benefit of an increased batch size across all agents∑n

j=1 mj . Thus, after removing constants, Equation (1) transforms into our local agent loss,

ℓi,l(mi) :=
γσ2L

2mi
+ cimi. (2)

The optimal amount of data each agent uses for local training can be determined with calculus.
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Theorem 1 (Optimal Local Data Usage). For an agent i with marginal cost ci, the optimal amount

of data m∗
i,l used for local training is m∗

i,l :=
√

γσ2L
2ci

.

Remark 1. Agents’ optimal amount of local data is inversely proportional to its cost ci. Larger
costs lead to less data used and vice versa. If costs were zero, agents would use infinite data.

The Free-Rider Dilemma: Shifted Optima in Federated Settings. When agents engage in federated
training, the effective batch size returns to the sum over all agent data

∑n
j=1 mj . By participating in

federated training, agents gain the benefit of an increased batch size. As such, each agent i’s loss
function in the federated setting becomes,

ℓi,F (mi) :=
γσ2L

2(mi +
∑

m−i)
+ cimi. (3)

While slight, this transformation changes the optimal amount of data used by each agent.

Theorem 2 (Free-Riding: Optimal Federated Data Usage). For an agent i with marginal cost ci,

the optimal amount of data m∗
i,F used for federated training is m∗

i,F =
√

γσ2L
2ci
−
∑

m−i.

Remark 2. By participating in federated training, each agent is incentivized to use fewer data
samples. This explicitly demonstrates the free-rider dilemma mathematically: it may be optimal

for an agent to use no data m∗
i,F = 0 (if

∑
m−i ≥

√
γσ2L
2ci

) and still possibly achieve lower cost
overall (if

∑
m−i ≥ m∗

i,l).

Due to space constraints, we leave the proofs of Theorems 1 and 2 in Appendix C.

4 Eliminating Free Riding via Penalization

The natural equilibrium of traditional FL is free riding: agents use less data than is locally optimal in
proportion to how much data other agents use (Theorem 2). This necessitates the construction of a
mechanism to restore the equilibrium of FL back to what is locally optimal for each agent. In this
section, we detail how penalization can perform this restoration.

Penalized Federated Learning (PFL). To disincentivize agents from straying from their locally
optimal data usage m∗

i,l, the central server can use contract theory to ensure each agent i uses its
locally optimal amount for a reported cost ci. Namely, when agreeing to participate in FL, each agent

i agrees to pay the following free-riding penalty Pfr if they do not use m∗
i,l =

√
γσ2L
2ci

data samples,

Pfr(mi) := λi(
ci
2λi
− γσ2L

4λi(m∗
i,l +

∑
m−i)2

+m∗
i,l −mi)

2. (4)

The hyperparameter λi > 0, chosen by the central server, denotes the harshness of the free-riding
penalty. The value of λi is known by each agent i while deciding whether or not to participate in
the mechanism. Since the penalty is levied on each agent by the server, it is incorporated into their
federated loss function. This results in a new amended federated loss function ℓi,PFL(mi) defined as,

ℓi,PFL(mi) =
γσ2L

2(mi +
∑

m−i)
+ cimi︸ ︷︷ ︸

ℓi,F (mi)

+Pfr(mi). (5)

Theorem 3 (PFL Eliminates Free Riding). For an agent i with marginal cost ci, the optimal

amount of data m∗
i,PFL used for federated training under Equation (5) is m∗

i,PFL :=
√

γσ2L
2ci

.
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Algorithm 1 PFL: Penalized Federated Learning

1: Input: data m = [m1, . . . ,mn], marginal costs c = [c1, . . . , cn], h local steps, T iterations, E
epochs, initial parameters w1, loss f , step-size γ, and constants (L, σ2, α).

2: Output: model wT .

3: Server determines expected optimal data use for each agent m∗
i ←

√
γσ2L
2ci

4: Server computes each agent’s penalty scalar λi ← m∗
i (

∑
m)

(2−α)γσ2L
∑

m−i

(
ci − γσ2L

2(
∑

m−i+m∗
i )

2

)2
5: Server receives free-rider penalty payment Pfr(mi) from each agent via Equation (4) using λi

6: si ← mi/
∑n

j=1 mj

7: for t = 1, . . . , T do
8: Server distributes wt to all agents
9: for h local steps, each agent i in parallel do

10: wt+1
i ← Agent Update(wt, i,mi, f, h) {AgentUpdate is detailed in Algorithm 3}

11: end for
12: wt+1 ←

∑
i siw

t+1
i

13: end for

Remark 3. By utilizing the PFL loss in Equation (4), agents participating in FL will use a locally
optimal data amount (m∗

i,PFL = m∗
i,l). This eliminates the free-rider dilemma seen in Theorem 2.

Agents participating in PFL (Algorithm 1) follow the amended loss shown in Equation (5). Careful
selection of λi is required to ensure that PFL is IR.

Ensuring Individual Rationality (IR) in PFL. As shown above in Theorem 3, it is optimal for
agents participating in the penalized federated scheme (with a loss function shown in Equation (5)) to
contribute what is locally optimal i.e., m∗

i,PFL = m∗
i,l. To ensure individual rationality, it must be

true that participating in federated training will produce at least as much reward for an agent than by
not participating. The selection of λi is crucial in accomplishing this task.

Lemma 1 (PFL Assurance of IR at Optimum). Let ci be the marginal cost for an agent i,

m∗ :=
√

γσ2L
2ci

= m∗
i,l = m∗

i,PFL be the agent’s locally optimal data usage, and α ∈ [0, 2) be a
server-specified hyper-parameter. In order to ensure that the optimal penalized federated loss is at
least lower than the optimal local loss, ℓi,PFL(m

∗
i ) ≤ ℓi,l(m

∗
i ), one must select λi such that,

λi :=
m∗(

∑
m)

(2− α)γσ2L
∑

m−i

(
ci −

γσ2L

2(
∑

m−i +m∗)2

)2

. (6)

Selection of such λi results in a loss gap between ℓi,PFL(m
∗) and ℓi,l(m

∗) of,

∆ℓi := ℓi,l(m
∗)− ℓi,PFL(m

∗) =
α

4

(
γσ2L

∑
m−i

m∗(
∑

m−i +m∗)

)
. (7)

Remark 4. Agents provably receive improved loss ∆ℓ when they use their locally optimal data
amount m∗

i,l participating in PFL (Algorithm 1) versus local training, thereby ensuring IR.

Remark 5. The parameters λi and α control the amount of benefit received by an agent i. A
larger value of α, and consequently λi, results in a larger gap between ℓi,PFL(m

∗) and ℓi,l(m
∗).

Inversely, a smaller value of α and λi results in a smaller gap between local and PFL loss.

Due to space constraints, we leave the proofs of Theorem 3 and Lemma 1 in Appendix C. Now, we
formally prove that PFL both (i) eliminates agent free riding and (ii) is individually rational.

Theorem 4 (Elimination of Federated Free-Riding With Truthful Agents). PFL (Algorithm 1)
using λi from Lemma 1 is IR and eliminates the free-rider dilemma when agents are truthful.

Proof. The result of Theorem 3 is that each agent i’s optimal strategy within the penalized federated

scheme is to use their locally optimal amount of data m∗
i =

√
γσ2L
2ci

. Furthermore, Lemma 1 states
that using m∗

i within the penalized federated scheme results in a reward, or improvement over local

5
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Algorithm 2 FACT: Federated Agent Cost Truthfulness

1: Input: data m = [m1, . . . ,mn], marginal costs c = [c1, . . . , cn], h local steps, T iterations, E
epochs, initial parameters w1, loss f , step-size γ, and constants (L, σ2, α).

2: Output: model wT and monetary reward ri.
3: Server receives contract payment from each agent: ∆ℓi ← α

4

(γσ2L
∑

m−i

mi(
∑

m)

)
4: Run Penalized Federated Learning: wT ← PFL(m, c, h, T,E,w1, f, γ, L, σ2, α)
5: Compute each agent reward ri via the cost truthfulness game in Equation (10)

training, of ∆ℓi = α
4

( γσ2L
∑

m−i

m∗
i (m

∗
i +

∑
m−i)

)
. Thus, by combining Theorem 3 and Lemma 1, truthful

agents which choose to participate in PFL attain a reshaped and lower loss at the same optimum.
Individually rational agents would therefore prefer to participate in PFL (Algorithm 1) over local
training due to the reshaped optimum’s lower loss. This optimum achieves the same data usage as
local training, thereby eliminating the free-rider dilemma.

Remark 6 (Truthfulness Concerns). Participating in PFL, rational agents contribute as much as
they would locally (Theorem 3) and attain more benefit (Lemma 1). The only issue that remains
is truthfulness: agents may lie about their costs in order to contribute less to federated training
under the guise of what looks like an "optimal amount" to the server (thereby avoiding large Pfr).

While PFL eliminates free riding when agents are truthful, this assumption is not realistic in practice.
Untruthful agents can report inflated costs to the server in order to trick it into expecting smaller
data usage. In effect, agents can lie about their costs to free ride. In the next section, we propose a
mechanism which incentivizes agents to be truthful (i.e., their best strategy is not to lie).

5 FACT: Eliminating Free-Riding With Untruthful Agents

When agents are truthful, PFL (Algorithm 1) provably eliminates the free-rider dilemma (Theorem 4).
However, an adversarial agent i can still free ride by misreporting, or lying, about their true marginal
cost ci. As previously mentioned, we do not consider the situation of malicious gradient updates
coming from adversarial agents, covered by recent works [6, 23, 25, 27]. We assume that agents
share a common goal of reducing loss, and act selfishly rather than maliciously.

As seen in Theorem 2, an adversarial agent can lie their way to a smaller data optimum by inflating

their cost: mlie
i =

√
γσ2L

2(ci+ϵ) < m∗
i,l. In this case, an adversarial agent will (i) avoid server penalty

(since it will be contributing what looks like an optimum from the server’s view), (ii) incur smaller
true costs cimlie

i < cimi, and (iii) still reap the benefits of a larger batch size
∑

m−i +mlie
i .

Definition 1 (Truthful Mechanism). A truthful mechanism is one in which no agent can reduce its
loss by reporting a cost different from its true cost, regardless of other agents’ actions. Overall,
each agent’s dominant strategy is to report its true cost.

To counteract the possibility of an agent being untruthful with the server about its true cost, we
propose a truthful mechanism FACT: Federated Agent Cost Truthfulness (Algorithm 2). FACT ensures
that each agent i’s dominant strategy is to report its true cost ci (thereby satisfying Definition 1).

Assumption 1 (No Collusion). Agents have no knowledge of other agents’ costs or the distribution
of agent costs fC . In the absence of information, each agent i believes that its cost ci is equally
likely to be larger or smaller than any other agent’s cost.

Our lone assumption about agent knowledge is that agents are unknowledgeable about the distribution
of agent costs fC or any other agent’s cost: agent costs are private. Assumption 1 ensures that there is
no collusion amongst agents. In the absence of knowledge about other agents’ costs, it is reasonable
for an agent to believe that their private cost is equally likely to be greater or lesser than any other
agent’s cost (i.e., the median cost). Now that agents can report costs c which differ from their true cost

6
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Figure 1: Enforcement of Agent Truthfulness. Average net improvement in loss over local training
is plotted for iid (dotted line) and two non-iid agent distributions (D-0.6: dashed, D-0.3: solid). For
both CIFAR10 (left) and MNIST (right), agents maximize their net improvement in loss when they
are truthful (0% added) about their true cost. This matches our theory in Theorem 5.

ci, each agent’s PFL penalty (Equation 4) and loss (Equation 5) becomes a multivariable function,

Pfr(mi, c) = λi(
c

2λi
− γσ2L

4λi(
√

γσ2L
2c +

∑
m−i)2

+

√
γσ2L

2c
−mi)

2, (8)

ℓi,PFL(mi, c) =
γσ2L

2(mi +
∑

m−i)
+ cimi + Pfr(mi, c). (9)

Regardless of the reported cost c, each agent i will incur a true cost cimi locally in Equation (9).

Using a Sandwich to Incentivize Truthfulness. Our mechanism is the first to ensure truthfulness
while solving the free-rider dilemma in FL. FACT ensures agent truthfulness by fostering a competition
amongst agents. The competition begins at the end of federated training (PFL) by randomly grouping
reported agent costs into threes. The rules of this competition, or truthfulness mechanism, are simple:
each agent i “wins” the competition, and receives a reward, if its cost ci is sandwiched between the
two other agent costs in its group. If there is a tie, the server randomly selects one of the tied agents
as the winner. This mechanism is detailed mathematically below,

Pct(c) :=

∆ℓi − 3
n

∑
j ̸=i∈[n]

∆ℓj if Ca < c < Cb,

∆ℓi else.
Ca, Cb ∼ fC randomly sampled costs (10)

Lemma 2. The probability of an agent “winning” in the truthfulness mechanism in Equation (10),
given a reported cost c, is υ(c) := 2FC(c)(1− FC(c)), where FC is the CDF of fC .

The crux of the truthfulness competition is that each agent i never receives its own reward ∆ℓi.
Instead, as shown in Equation (10), each agent pays ∆ℓi to the server before training regardless of the
mechanism outcome. After training, if the agent “wins” the competition, by having a cost sandwiched
between Ca and Cb, then it receives triple the average of all other agent rewards 3

n

∑
j ̸=i∈[n] ∆ℓj .

The average reward is tripled, since two other agents will lose the competition and receive no reward.
By making the reward decoupled from an agent’s own reward ∆ℓi, each agent can no longer increase
or decrease its reward by altering how much data mi they use for federated training. Now, they can
only affect the likelihood of winning the competition by choosing what cost ci to report to the server.

Incorporating the truthfulness mechanism into the PFL loss function results in the FACT loss function,

ℓi,Fact(mi, c) =
γσ2L

2(mi +
∑

m−i)
+ cimi + Pfr(mi, c)︸ ︷︷ ︸

ℓi,PFL(mi,c)

+Pct(c). (11)

7
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Figure 2: Reduction in Agent Loss. The average agent loss for baselines on CIFAR10 (top row) and
MNIST (bottom row) under iid (left), and two non-iid data distributions (center: D-0.6, right: D-0.3).
Traditional FL is an upper bound on agent loss (if agents did not free ride). FACT improves agent loss
over local training by up to a factor of 3x for CIFAR10 and 4x for MNIST.

Theorem 5 (Main Theorem). Each agent i’s best strategy, when participating in FACT (Equation

11), is to report its true cost and use its locally optimal amount of data (mi, c)
∗
i = (

√
γσ2L
2ci

, ci).

Remark 7 (Truthfulness). FACT is a truthful mechanism: each agent’s best strategy is to report its
true cost ci. Agents cannot reduce their loss by reporting a different cost (satisfying Definition 1).

Remark 8 (Elimination of Free Riding). FACT eliminates agent free riding: each agent’s best

strategy is to use as much data as is locally optimal m∗
i =

√
γσ2L
2ci

(Theorem 1). Thus, the
improved optimum for PFL (Theorem 3) is maintained even under agent untruthfulness.

Remark 9 (Individually Rational). When using their best strategy, agents participating in FACT
either (i) receive loss equivalent to local training if they lose the competition or (ii) reduced loss
if they win (shown in Equation 10). Thus, FACT is IR as agents using their best strategy never
receive worse loss than if they did not participate. In fact, agents receive lower loss in expectation.

6 Experimental Results

Below, we analyze the effectiveness of FACT at (1) enforcing agent truthfulness, (2) eliminating free
riding, and (3) reducing agent loss compared to local training. We perform true federated experiments
(no simulations) using CIFAR10 [13] and MNIST [5] datasets to train an image classification model.

Experimental Setup. Within our experiments, 16 agents train a model individually (locally) as well as
in a federated manner. Each agent uses 3,125 and 3,750 data samples each for CIFAR10 and MNIST
respectively. We analyze FACT under homogeneous and heterogeneous agent data distributions.
For heterogeneous agent data distributions, we use Dirichlet distributions with parameters α =
0.3, 0.6 to determine the label ratio for each agent [10]. We simulate the sandwich truthfulness
competition defined in Equation (10) by randomly sampling 2,000 synthetic agent costs from a
Gaussian distribution with a mean centered at each agent’s true cost (standard deviation of one-tenth
of the true cost). We perform 100,000 simulation trials and compute mean performance for each
agent over all trials. Further experiment details and hyperparameters are found in Appendix B.

8
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Figure 3: Elimination of Free Riding via Penalty. The penalty term Pfr(mi) plus data collection
costs cimi is plotted for CIFAR10 (left) and MNIST (right) for varying data contributions mi. These
combined costs are minimized at the local optimum m∗

i,l, as predicted by Theorem 3.

Lack of Baselines. FACT is the first truthful Horizontal FL method that eliminates free riding while
simultaneously enforcing truthfulness without the use of an auction or bandit (thereby allowing all
willing agents to participate). As such, we compare the results of FACT with the only available option:
local training. We showcase below that FACT reduces agent loss compared to local training while
simultaneously avoiding free-riding and truthfulness issues.

FACT Enforces Truthfulness. The results of Figure 3 back the theoretical result of Theorem 5,
which states that agents maximize their expected reward (i.e., net reduction in loss versus local
training) when truthfully reporting their cost. Across both homogeneous (iid) and heterogeneous
(n-iid) agent data distributions, agents’ net improvement in loss peaks when reporting their true cost
(0% added) and monotonically decreases as agents report an inflated or deflated true cost. Thus,
the sandwich-style truthfulness competition FACT employs disincentivizes agents from inflating or
deflating their true costs. This is important, as agents are no longer incentivized to lie to the server
about their true cost in order to free-ride without the free-rider penalty in Equation (4) being imposed.
Net improvement in loss grows as data distributions become increasingly non-iid. FL is robust enough
to deal with the increasingly non-iid datasets while local training suffers (Figures 5 & 6). Therefore,
the gap between FL and local training grows, and thus so too does the reward in FACT.

FACT Reduces Agent Loss. Agents participating in FACT on average achieve a reduction in total loss
compared to training on their own when using the same amount of data. Consequently, participating
in FACT is individually rational: agents at worst receive loss equivalent to local training and on
average receive improved loss (Figure 2). Traditional FL achieves a lower average agent loss than
FACT when all agents use as much data as they would locally. However, as shown in Theorem 2,
this is unrealistic. Traditional FL emits a catastrophic free-riding optimum. The results of traditional
FL in Figure 2 is the upper bound on achievable loss by agents, only attainable if agents refused to
free ride. The gap in loss between FACT and the upper bound of traditional FL is the cost of agent
untruthfulness and their inclination to free ride. The gap is the direct result of the penalty terms on
free riding Pfr and truthfulness Pct found in Equation (11). Average local loss increases as data
distributions become increasingly non-iid, while traditional FL remains robust to the distribution
shift (Figures 5 & 6). Since the agents in FACT who lose the truthfulness competition receive a loss
equivalent to local training, the loss of FACT also rises in proportion to the local training loss.

FACT Eliminates Free Riding. Within our experiments for CIFAR10 and MNIST, a marginal cost
was carefully selected such that it is locally optimal for each agent to use 3,125 and 3,750 data
samples for training respectively. As shown in Figure 3, the free-rider penalty Pfr harshly penalizes
agents for deviating from this locally-optimal amount. This result accounts for the reduction (gain)
in data collection costs for using less (more) data during training. Thus, as proven theoretically in
Theorem 3, we confirm that it is suboptimal for an agent i to use either more or less data than is what
is locally optimal (for a given reported cost ci) when participating in FACT.
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Figure 4: FACT Eliminates Free Riding in Realistic Settings. When training an image classifier for
diagnosing skin cancer, agents participating in FACT achieve much lower loss (66% less) than if they
did not participate (left). Agents maximize their improvement in loss over local training when they
are truthful; reporting inflated or deflated costs diminishes improvement in loss (middle). Agents
minimize penalties when using their locally optimal amount of data (m∗ = 801) for training (right).

6.1 Real-World Case Study: Inter-Hospital Skin Cancer Diagnosis

We consider a realistic situation where a consortium of hospitals seek collaboration to train a model,
privately in a FL manner, that can diagnose skin cancer. One of the hospitals is smaller and resource-
constrained. It is difficult, but not impossible, for this hospital to collect more data for training. Thus,
in the absence of a truthful FL mechanism, the smaller hospital could over-report its collection costs
to the server in order to contribute little to no data towards training while still reaping the rewards of
a well-trained global model.

To test how FACT deals with this scenario, we train an image classification model on the HAM10000
[31] dataset. HAM10000 consists of a collection of dermatoscopic images of pigmented lesions. The
goal is to train a model which can perform automated diagnosis of pigmented skin lesions, including
melanoma (skin cancer). Our setup is similar to the experimental setup detailed in the previous
section. One difference is that we fine-tune a ResNet50 model on HAM10000 that is pre-trained
on ImageNet (a realistic approach for a hospital). HAM10000 is an imbalanced dataset, and evenly
partitioning 80% of the data amongst 10 devices, as their local training sets, further exacerbates the
non-iidness of the data. This too is realistic, as data is often non-iid amongst FL agents. We use the
Adam optimizer with a learning rate of 1e-3 and batch size of 128.

As expected, FACT provably dissuades any hospital from lying about its cost in order to reduce
their data contribution level. Agents are incentivized to be truthful; reduction in loss is maximized
when agents truthfully report their costs (see the middle plot in Figure 4). As a result, a smaller,
resourced-constrained hospital would still contribute its locally optimal amount of data, or face
harsh penalties (see the right plot in Figure 4). Finally, all participating hospitals are still better off
participating in FACT than training alone. Participating agent loss is reduced by nearly 66% compared
to local training (see the left plot in Figure 4). The effectiveness of FACT to dissuade free-riding
in the real-world setting of training a skin cancer classifier across hospitals indicates that it will be
successful in other real-world settings.

7 Conclusion

Traditional FL frameworks are susceptible to free riding: it is often an agent’s best strategy to
contribute little to nothing during training while still obtaining a well-trained final global model.
Furthermore, many FL frameworks do not account for untruthful agents which report inaccurate
information to a server in order to skip penalties and collect greater rewards. Our proposed mechanism,
FACT, is simultaneously individually rational, truthful, and eliminates free riding. FACT leverages
a novel penalization and sandwich mechanism to shift each agent’s best strategy to report its true
cost with the server (truthfulness) and use as much data as it would on its own (no free riding).
Furthermore, agents which participate in FACT will never receive worse loss than by not participating,
and receive lower loss on average if they participate (individually rational). Empirically, we find
that FACT enforces agent truthfulness while reducing agent loss by upwards of a factor of four.
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[27] Jinhyun So, Başak Güler, and A Salman Avestimehr. Byzantine-resilient secure federated
learning. IEEE Journal on Selected Areas in Communications, 39(7):2168–2181, 2020.

[28] David Solans, Battista Biggio, and Carlos Castillo. Poisoning attacks on algorithmic fairness.
In Joint European Conference on Machine Learning and Knowledge Discovery in Databases,
pages 162–177. Springer, 2020.

[29] Gan Sun, Yang Cong, Jiahua Dong, Qiang Wang, Lingjuan Lyu, and Ji Liu. Data poisoning
attacks on federated machine learning. IEEE Internet of Things Journal, 9(13):11365–11375,
2021.

[30] Nguyen H Tran, Wei Bao, Albert Zomaya, Minh NH Nguyen, and Choong Seon Hong. Fed-
erated learning over wireless networks: Optimization model design and analysis. In IEEE
INFOCOM 2019-IEEE conference on computer communications, pages 1387–1395. IEEE,
2019.

12

69217https://doi.org/10.52202/079017-2211



[31] Philipp Tschandl, Cliff Rosendahl, and Harald Kittler. The ham10000 dataset, a large collection
of multi-source dermatoscopic images of common pigmented skin lesions. Scientific data, 5(1):
1–9, 2018.

[32] Xuezhen Tu, Kun Zhu, Nguyen Cong Luong, Dusit Niyato, Yang Zhang, and Juan Li. Incentive
mechanisms for federated learning: From economic and game theoretic perspective. IEEE
transactions on cognitive communications and networking, 8(3):1566–1593, 2022.

[33] Xiumin Wang, Wayes Tushar, Chau Yuen, and Xinglin Zhang. Promoting users’ participation
in mobile crowdsourcing: A distributed truthful incentive mechanism (dtim) approach. IEEE
Transactions on Vehicular Technology, 69(5):5570–5582, 2020.

[34] Chenrui Wu, Yifei Zhu, Rongyu Zhang, Yun Chen, Fangxin Wang, and Shuguang Cui. Fedab:
Truthful federated learning with auction-based combinatorial multi-armed bandit. IEEE Internet
of Things Journal, 2023.

[35] Jia Xu, Jinxin Xiang, and Dejun Yang. Incentive mechanisms for time window dependent tasks
in mobile crowdsensing. IEEE Transactions on Wireless Communications, 14(11):6353–6364,
2015.

[36] Xinyi Xu and Lingjuan Lyu. A reputation mechanism is all you need: Collaborative fairness
and adversarial robustness in federated learning. arXiv preprint arXiv:2011.10464, 2020.

[37] Yuancheng Xu, Jiarui Yao, Manli Shu, Yanchao Sun, Zichu Wu, Ning Yu, Tom Goldstein, and
Furong Huang. Shadowcast: Stealthy data poisoning attacks against vision-language models.
arXiv preprint arXiv:2402.06659, 2024.

[38] Yufeng Zhan, Yuanqing Xia, and Jinhui Zhang. Incentive mechanism in platform-centric mobile
crowdsensing: A one-to-many bargaining approach. Computer Networks, 132:40–52, 2018.

[39] Yufeng Zhan, Peng Li, Zhihao Qu, Deze Zeng, and Song Guo. A learning-based incentive
mechanism for federated learning. IEEE Internet of Things Journal, 7(7):6360–6368, 2020.

[40] Yufeng Zhan, Peng Li, Song Guo, and Zhihao Qu. Incentive mechanism design for federated
learning: Challenges and opportunities. IEEE network, 35(4):310–317, 2021.

[41] Yufeng Zhan, Jie Zhang, Zicong Hong, Leijie Wu, Peng Li, and Song Guo. A survey of
incentive mechanism design for federated learning. IEEE Transactions on Emerging Topics in
Computing, 10(2):1035–1044, 2021.

[42] Honggang Zhang, Benyuan Liu, Hengky Susanto, Guoliang Xue, and Tong Sun. Incentive
mechanism for proximity-based mobile crowd service systems. In IEEE INFOCOM 2016-The
35th Annual IEEE International Conference on Computer Communications, pages 1–9. IEEE,
2016.

[43] Ruiting Zhou, Jinlong Pang, Zhibo Wang, John CS Lui, and Zongpeng Li. A truthful procure-
ment auction for incentivizing heterogeneous clients in federated learning. In 2021 IEEE 41st
International Conference on Distributed Computing Systems (ICDCS), pages 183–193. IEEE,
2021.

13

69218 https://doi.org/10.52202/079017-2211



Appendix

A Additional Related Works

While small, the research area of incentives and mechanism design in FL is growing. There are a few
surveys [32, 40, 41] which overview FL mechanisms, current research directions & challenges, and
future opportunities. We hone in on a few of these research directions, namely agent contribution
and truthful FL mechanisms, as well as fairness and agent selection mechanisms. Due to space
constraints, we continue our related works (Section 2) here below.

Distributed Learning Mechanisms for Agent Contribution (Continued). Within Zhan et al. [38],
an iterative Nash bargaining solution is proposed where mobile devices bargain with a server over the
amount of data to contribute and the payments it should receive. The server dynamically alters the
payment price to adjust its gap between desired supply of data and the given demand. Liu et al. [18]
designs a reverse-auction approach, with subsidized or “endowment" compensation, that incentivizes
non-participating vehicles to reduce roadside server congestion by offloading its data. Both of these
works deal with data exchange and do not consider the FL setting, where models are collaboratively
trained together. Furthermore, it is not guaranteed in either that agents and the server will both always
achieve higher payoff for participating than not (in Liu et al. [18] the server attains smaller payoff by
participating).

Truthful Distributed Learning Mechanisms (Continued). Xu et al. [35] deals with agents submitted
untruthful bids to a server, specifically where an agent can lie about sensing time windows and costs.
The proposed mechanism leverages a Vickrey-Clarke-Groves auction, thereby ensuring truthfulness
in bid price. Time-window truthfulness is ensured via trusted time stamping. Similarly, the remaining
crowdsensing works leverage auctions to ensure agent bid truthfulness. Zhang et al. [42] introduces
a double auction mechanism, MobiAuc, for proximity-based mobile crowdsensing. MobiAuc
addresses issues of dynamic mobility patterns (device matching) while maintaining agent truthfulness
surrounding their bid (e.g., service valuation or arrival time). In Wang et al. [33], a distributed truthful
mechanism is proposed, where agents send bids for their services (usually data) to buyers. Gao
et al. [9] designs a reverse auction mechanism that ensures vehicles report their true costs when
crowdsensed. The works above do not consider the FL setting, where models are trained through the
help of many agents. Thus, these works do not solve the free-rider dilemma, which only exists in
FL settings. Furthermore, our mechanism is able to ensure agent truthfulness without the use of an
auction.

Fairness FL Mechanisms. Recent work within FL has focused on agent fairness [1, 21, 24]. These
works seek to fairly allocate model performance to agents depending upon how much they contribute
during federated training. Lyu et al. [21] computes a “reputation” metric for each agent (measures
the amount of agent contribution). A better reputation leads to improved model performance. Both
Blum et al. [1] and Murhekar et al. [24] seek to find agent contribution equilibria that improve the
welfare of all agents. Within [1], the existence and stability of equilibria which avoid free riding and
agent envy. In [24], a mechanism is proposed to alter agent strategies in order to maximize the net
utility of all participating agents. Unlike the works above, FACT is a truthful mechanism.

Mechanisms for FL Agent Selection. There exists recent literature which aims to incentivize
high-quality agents to participate in federated training [11, 19, 43]. Agents can be deemed as high
quality if, for example, they have valuable data or are very willing to participate in training. In Liu
et al. [19], a two-dimensional contract model is created to consider agent willingness and data quality
when designing contract fees. Kang et al. [11] introduces a scheme where agent reputations are
calculated (from previous interactions or other server interactions) and leveraged to select reliable
agents for federated training. Zhou et al. [43] designs an auction method that incentivizes a diverse set
of agents to participate in training. Truthfulness and individual rationality are ensured by properties
of the auction that is constructed. FACT does not select agents based on a given quality or willingness
criteria. All agents are able to participate if they choose. Instead, FACT solves agent free riding when
agents are truthful as well as untruthful.
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Algorithm 3 AgentUpdate

1: Input: model parameters w, agent index i, data used for training mi, loss f , h local steps.
2: Output: updated model parameters w.
3: B ← batch mi data points
4: for each epoch e = 1, . . . , E do
5: for batch b ∈ B do
6: w ← w − γ∇fi(w; b)
7: every h batches pause training and return w (resume at next call)
8: end for
9: end for

B Additional Experimental Results

Experimental Setup. We use 16 agents to train a ResNet18 and a small convolutional neural network
(for CIFAR-10 and MNIST respectively). The optimizer we use is Stochastic Gradient Descent
for CIFAR-10 and Adam for MNIST. We use the standard FedAvg algorithm to perform federated
training. We ran all experiments on a cluster of 2-4 GPUs, with the 16 CPUs (agents) pinned to a
GPU. We use GeForce GTX 1080 Ti GPUs (11GB of memory) and the CPUs used are Xeon 4216.
We provide a table of the hyperparameters not listed in Section 6 below.

Table 1: Hyper-parameters for CIFAR-10 Experiments.
Model Batch Size Learning Rate Training Cost Epochs Local FedAvg Steps h

ResNet18 128 0.05 1.024e-07 100 6

Table 2: Hyper-parameters for MNIST Experiments.
Model Batch Size Learning Rate Training Cost Epochs Local FedAvg Steps h
CNN 128 1e-3 7.111e-08 100 6

Test Loss and Accuracy Plots. We include the test loss and accuracy plots, including error bars,
below for federated and local training for CIFAR-10, MNIST, and HAM10000. We run each
experiment three times. As expected, FL outperforms local training in the iid (left), mild non-iid
(middle) and strong non-iid (right) settings. Federated training, via FedAvg, is more robust to non-iid
distributions than local training. As detailed in Section 6, our non-iid distributions are Dirichlet with
α = 0.3, 0.6.

Figure 5: Test Loss for CIFAR10 (top) and MNIST (bottom) in Heterogeneous Settings. FL
outperforms local training on iid (left) and mild (middle) & strong (right) non-iid Dirichlet settings.
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Figure 6: Test Accuracy for CIFAR10 (top) and MNIST (bottom) in Heterogeneous Settings. FL
outperforms local training on iid (left) and mild (middle) & strong (right) non-iid Dirichlet settings.

Figure 7: HAM10000 Test Loss (Left) and Accuracy (Right) for Federated and Local Training.

C Proofs

Theorem 1 (Optimal Local Data Usage). For an agent i with marginal cost ci, the optimal amount

of data m∗
i,l used for local training is m∗

i,l :=
√

γσ2L
2ci

.

Proof. Each agent has a local loss function as shown in Equation (2). Taking the derivative of ℓi,l(m)
with respect to the data contribution amount m yields,

dℓi,l
dm

= −γσ2L

2m2
+ ci = 0 −→ m∗

i,l =

√
γσ2L

2ci
. (12)

Theorem 2 (Free-Riding: Optimal Federated Data Usage). For an agent i with marginal cost ci, the

optimal amount of data m∗
i,F used for federated training is m∗

i,F =
√

γσ2L
2ci
−

∑
m−i.

Proof. Each agent has a federated loss function as shown in Equation (3). Taking the derivative of
ℓi,F (m) with respect to the data contribution amount m yields,
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dℓi,l
dm

= − γσ2L

2(m+
∑

m−i)2
+ ci = 0, (13)

(m+
∑

m−i)
2 =

γσ2L

2ci
−→ m∗

i,F =

√
γσ2L

2ci
−

∑
m−i. (14)

Theorem 3 (PFL Eliminates Free Riding). For an agent i with marginal cost ci, the optimal amount

of data m∗
i,PFL used for federated training under Equation (4) is m∗

i,PFL :=
√

γσ2L
2ci

.

Proof. Each agent has a penalized federated loss function as shown in Equation (5). Taking the
derivative of ℓi,PFL(m) with respect to the data contribution amount m yields,

dℓi,PFL

dm
= − γσ2L

2(m+
∑

m−i)2
+ ci +

γσ2L

2(
√

γσ2L
2ci

+
∑

m−i)2
− ci − 2λi

√
γσ2L

2ci
+ 2λim = 0,

= 2λi

(
m−

√
γσ2L

2ci

)
− γσ2L

2(m+
∑

m−i)2
+

γσ2L

2(
√

γσ2L
2ci

+
∑

m−i)2
= 0. (15)

Due to the convexity of Equation (5), as each piece of the utility function is convex, there is a single

minimum which is carefully constructed to be at m∗ =
√

γσ2L
2ci

,

dℓi,PFL(m
∗)

dm
= 2λi

(√γσ2L

2ci
−

√
γσ2L

2ci

)
− γσ2L

2(
√

γσ2L
2ci

+
∑

m−i)2
+

γσ2L

2(
√

γσ2L
2ci

+
∑

m−i)2
,

= 0 −→ m∗
i,PFL =

√
γσ2L

2ci
. (16)

Lemma 1 (Assurance of IR at Optimum). Let ci be the marginal cost for an agent i, m∗ :=√
γσ2L
2ci

= m∗
i,l = m∗

i,PFL be the agent’s locally optimal data usage, and α ∈ [0, 2) be a server-
specified hyper-parameter. In order to ensure that the optimal penalized federated loss is at least
lower than the optimal local loss, ℓi,PFL(m

∗
i ) ≤ ℓi,l(m

∗
i ), one must select λi such that,

λi :=
m∗(

∑
m)

(2− α)γσ2L
∑

m−i

(
ci −

γσ2L

2(
∑

m−i +m∗)2

)2

. (17)

Selection of such λi results in a loss gap between ℓi,PFL(m
∗) and ℓi,l(m

∗) of,

∆ℓi := ℓi,l(m
∗)− ℓi,PFL(m

∗) =
α

4

(
γσ2L

∑
m−i

m∗(
∑

m−i +m∗)

)
. (18)

Proof. We can determine the range of λi values which ensure IR by plugging in m∗
i,l = m∗

i,PFL =
m∗ into Equations (2) and (5) and finding the difference,

ℓi,l(m
∗)− ℓi,PFL(m

∗) =
γσ2L

2

( 1

m∗ −
1

m∗ +
∑

m−i

)
− λi(

ci
2λi
− γσ2L

4λi(
√

γσ2L
2ci

+
∑

m−i)2
)2,

=
γσ2L

2

∑
m−i

m∗(m∗ +
∑

m−i)
− 1

4λi

(
ci −

γσ2L

2(m∗ +
∑

m−i)2

)2

. (19)
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To ensure the Equation (19) is greater than or equal to 0, we must select λi as the following,

γσ2L

2

∑
m−i

m∗(m∗ +
∑

m−i)
− 1

4λi

(
ci −

γσ2L

2(m∗ +
∑

m−i)2

)2

≤ 0,

λi ≥
m∗(m∗ +

∑
m−i)

2γσ2L
∑

m−i

(
ci −

γσ2L

2(m∗ +
∑

m−i)2

)2

. (20)

Equation (20) shows that λi must be non-negative (all values are positive and the squared term can
be zero at a minimum). One can think of λi as the parameter controlling the benefit received by an
agent i. A larger value of λi will result in a larger gap between ℓi,l(m

∗) and ℓi,PFL(m
∗) (Equation

(19)). Inversely, a smaller value of λi will result in a smaller gap between local and federated training
utility. Therefore, we fully define λi with a user or server specified hyperparameter α ∈ [0, 2),

λi :=
mi(

∑
m)

(2− α)γσ2L
∑

m−i

(
ci −

γσ2L

2(
∑

m)2

)2

. (21)

Plugging this term into Equation (19) yields the following utility gap between ℓi,l(m
∗) and

ℓi,PFL(m
∗),

∆ℓi := ℓi,l(m
∗)− ℓi,PFL(m

∗) =
α

4

(
γσ2L

∑
m−i

m∗(
∑

m−i +m∗)

)
. (22)

Theorem 4 (Elimination of Federated Free-Riding With Truthful Agents). PFL (Algorithm 1) using
λi from Lemma 1 is IR and eliminates the free-rider dilemma when agents are truthful.

Proof Reproduced from Section 4. The result of Theorem 3 is that each agent i’s optimal strategy

within the penalized federated scheme is to use their locally optimal amount of data m∗
i =

√
γσ2L
2ci

.
Furthermore, Lemma 1 states that using m∗

i within the penalized federated scheme results in a reward,
or improvement over local training, of ∆ℓi =

α
4

( γσ2L
∑

m−i

m∗
i (m

∗
i +

∑
m−i)

)
. Thus, by combining Theorem

3 and Lemma 1, truthful agents which choose to participate in PFL attain a reshaped and lower
loss at the same optimum. Individually rational agents would therefore prefer to participate in PFL
(Algorithm 1) over local training due to the reshaped optimum’s lower loss. This optimum achieves
the same data usage as local training, thereby eliminating the free-rider dilemma.

Lemma 2. The probability of an agent “winning" in the truthfulness mechanism in Equation (10),
given a reported cost c, is υ(c) := 2FC(c)(1− FC(c)), where FC is the CDF of fC .

Proof. The probability that an agent’s cost c is sandwiched in between two other randomly sampled
agents’ costs cu, cv is equal to,

P (sandwiched c) = υ(c) = P (cu ≤ c ≤ cv) + P (cv ≤ c ≤ cu). (23)

Let FC be the cumulative distribution function (CDF) of the agent cost distribution fC . The probability
that a random cost, let’s say cu, is smaller than c is equal to FC(c). The probability that a random
cost, let’s say cv, is larger than c is 1− FC(c). Since the costs are random, and the above situation
could be flipped (i.e., cv is smaller than c with probability FC(c) and cu is larger than c with
probability 1− FC(c)), the two probabilities in Equation (23) are equivalent. Thus, due to symmetry,
P (cu ≤ c ≤ cv) = P (cv ≤ c ≤ cu). Therefore, we can rewrite the equation above as,

υ(c) = 2FC(c)(1− FC(c)). (24)

Theorem 5 (Main Theorem). Each agent i’s best strategy, when participating in FACT (Equation

11), is to report its true cost and use its locally optimal amount of data (mi, c)
∗
i = (

√
γσ2L
2ci

, ci).
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Proof. Agents participating in FACT follow the loss function shown in Equation (11),

ℓi,Fact(mi, c) =
γσ2L

2(mi +
∑

m−i)
+ cimi + Pfr(mi, c) + Pct(c). (25)

Taking the expectation of the equation above over the distribution of agent costs fC , and using the
results of Lemma 2, yields,

EfC [ℓi,Fact(mi, c)] =
γσ2L

2(mi +
∑

m−i)
+ cimi + Pfr(mi, c) + EfC [Pct(c)],

=
γσ2L

2(mi +
∑

m−i)
+ cimi + Pfr(mi, c) + ∆ℓi −

3υ(c)

n

∑
j ̸=i∈[n]

∆ℓj (26)

Taking the partial derivative with respect to mi and setting it equal to zero results in,
∂

∂mi
EfC [ℓi,Fact(mi, c)] =

∂

∂mi

[
γσ2L

2(mi +
∑

m−i)
+ cimi + Pfr(mi, c)

]
= 0 (27)

From Theorem 3, we know that this results in m∗
i =

√
γσ2L
2c . Now, when taking the partial derivative

with respect to c we can plug in m∗
i (to ensure the critical point is evaluated as zero),

∂

∂c

[
γσ2L

2(m∗
i +

∑
m−i)

+ cim
∗
i + Pfr(m

∗
i , c) + ∆ℓi︸ ︷︷ ︸

ℓi,l(m∗
i )

−3υ(c)

n

∑
j ̸=i∈[n]

∆ℓj

]
= 0. (28)

By Lemma 1 and specifically Equation (7), we find that the first four terms above are equivalent to
the local agent loss at its local optimum. Therefore, we can rewrite the equation above as,

∂

∂c

[
γσ2L

2m∗
i

+ cim
∗
i︸ ︷︷ ︸

ℓi,l(m∗
i )

−3υ(c)

n

∑
j ̸=i∈[n]

∆ℓj

]
= 0 −→ − 3

n

∑
j ̸=i∈[n]

∆ℓj
∂

∂c

[
υ(c)

]
= 0,

− 3

n

∑
j ̸=i∈[n]

∆ℓj
∂

∂c

[
2FC(c)(1− FC(c))

]
= 0. (29)

The final line follows from Lemma 2. Since FC(c) is a CDF, its range is [0, 1]. The function
υ(c) = 2FC(c)(1 − FC(c)) achieves is global maximum when FC(c) = 1/2 (its critical point).
Therefore, the value of c which satisfies Equation (29) is one such that FC(c) = 1/2. By Assumption
1, we know that the median value is assumed by each agent i as ci, since each agent believes its cost
is equally likely to be larger or smaller than any other agent’s cost. Thus, FC(ci) = 1/2 and c∗ = ci.
Plugging this optimal value of c back into the optimal value for mi leads to the following optimum:

(mi, c)
∗ = (

√
γσ2L
2ci

, ci).

D Impact Statement & Limitations

Current federated systems are inhibited by agent free riding. The result is an unfair system. Some
agents perform the bulk of training, while others sit idle. In the end, all the agents receive the same
model performance. While there are current methods which eliminate agent free riding, they do not
take into account agent truthfulness. Many agents can still provide false information to the server in
order to free ride. The impact of FACT is that it provides an easily implementable mechanism which
can make federated training more robust to free riding. Using FACT, agents are incentivized to no
longer free ride even if they can lie about their training costs.

Our work faces limitations when agents and the central server act maliciously. On the agent side, we
assume that agents are rational and do not collude with one another. Our future research direction
is to prove that equilibria for FACT exist when agents are boundedly rational or colluding. On the
server side, we assume that the central server acts honestly. In settings where the server cannot be
trusted, new incentives or avenues must be built in order to ensure server honesty.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Theory is provided in Section 5 and experimental results are provided in
Section 6 to back up the claims in the introduction and abstract.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We address our work’s limitations in Appendix D. Furthermore, we provide
the assumptions used for our work, as well as explain them, in Sections 3 and 5.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Assumptions are provided within the main body and all proofs are found in
Appendix C.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
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• The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide experiment details in Section 6 and a list of hyperparameters in
Appendix B. Finally, we include code within our submission.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide code to reproduce our results.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
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• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Details are found in Section 6 and a list of hyperparameters in Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Our results are run for multiple trials (3). Our results are the average over our
multiple trials. Error bars are plotted as detailed in Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.
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• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: This is found in Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Paper conforms to Code of Ethics. No participants were used, and all data is
open-source and commonly used in the community. No risks arise from the results of paper.
On the contrary, we seek to mitigate current risks in distributed learning.

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: This can be found in Appendix D.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Paper poses no such risks (no generative models used).

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: Paper does not use existing assets

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The code provided is documented.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Paper does not involve crowdsourcing nor research with human subjects.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: No study participants were used.
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