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Abstract

The Gromov-Wasserstein (GW) distance is an extension of the optimal transport
problem that allows one to match objects between incomparable spaces. At its
core, the GW distance is specified as the solution of a non-convex quadratic pro-
gram and is not known to be tractable to solve. In particular, existing solvers for
the GW distance are only able to find locally optimal solutions. In this work,
we propose a semi-definite programming (SDP) relaxation of the GW distance.
The relaxation can be viewed as the Lagrangian dual of the GW distance aug-
mented with constraints that relate to the linear and quadratic terms of transporta-
tion plans. In particular, our relaxation provides a tractable (polynomial-time)
algorithm to compute globally optimal transportation plans (in some instances)
together with an accompanying proof of global optimality. Our numerical exper-
iments suggest that the proposed relaxation is strong in that it frequently com-
putes the globally optimal solution. Our Python implementation is available at
https://github.com/tbng/gwsdp.

1 Introduction

The optimal transport (OT) problem concerns the task of finding a transportation plan between two
probability distributions to minimize some costs. The problem has applications in a wide range of
scientific and engineering applications. For instance, in the context of machine learning, the OT
problem forms the backbone of recent breakthroughs in generative modeling (Arjovsky et al., 2017;
Liu et al., 2022; Lipman et al., 2022), natural language processing (Kusner et al., 2015), domain
adaptation (Courty et al., 2017), and single-cell alignment (Schiebinger et al., 2019; Bunne et al.,
2023, 2024).

Let α ∈ Σm and β ∈ Σm be discrete probability distributions over a metric space – here Σm :=
{α ∈ Rm

+ ,
∑m

i=1 αi = 1} denotes the probability simplex. Let C ∈ Rm×n be the matrix such
that Ci,j models the transportation cost between points xi ∼ α and yj ∼ β. The (Kantorovich)
formulation of the discrete OT problem (Kantorovich, 1942; Villani et al., 2009; Santambrogio,
2015; Peyré et al., 2019) is defined as the solution of the following convex optimization instance

πW
def.
= argmin

π∈Π(α,β)

⟨C, π⟩. (1)

Here, Π(α, β) = {π ∈ Rm×n
+ : π1n = α, π⊤

1m = β} denotes the set of couplings between
probability distributions α, β ∈ Σm, while 1m ∈ Rm denotes the vector of ones. The OT problem
(1) is an instance of a linear program (LP), and hence admits a global minimizer.
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One limitation of the classical OT formulation in (1) is that the definition of the cost matrix C
requires the probability distributions α and β to reside in the same metric space. This is problematic
in application domains where we wish to compare probability distributions in different spaces, in
which case there is no meaningful way to describe the cost of moving from one location to another.
Such settings arise frequently in shape comparison and graph matching applications, for example.

To address such scenarios, the work of Mémoli (2011) formulates an extension of the OT problem
known as the Gromov-Wasserstein distance (GW) whereby one can define an analogous OT problem
given knowledge of the cost matrices for the respective spaces where α and β reside in. More
concretely, let the tuple (C,α) ∈ Rm×m × Σm denote a discrete metric-measure space. Given a
smooth, differentiable function ℓ : R × R → R, the Gromov-Wasserstein distance between two
discrete metric-measure spaces (C,α) and (D,β) is defined by

GW(C,D, α, β)
def.
= min

π∈Π(α,β)
ℓ(Ci,k, Dj,l)πi,jπk,l = min

π∈Π(α,β)
⟨L(C,D)⊗ π, π⟩. (GW)

Here, the transportation cost is specified by the four-way tensor that measures the discrepancy be-
tween the metrics C and D

L(C,D)i,j,k,l
def.
= ℓ(Ci,k, Dj,l). (2)

The squared loss error, for instance, is a common choice. Following Peyré et al. (2016), we define
the tensor-matrix multiplication by

[L⊗ π]i,j
def.
=
∑
k,l

Li,j,k,lπk,l.

The GW distance has been applied widely to machine learning tasks, most notably on graph learning
(Vayer et al., 2019a; Xu et al., 2019; Vincent-Cuaz et al., 2021, 2022). It is an instance of a quadratic
program (QP) – these are optimization instances in which we minimize a quadratic objective subject
to some linear inequalities. To see this, one can re-write the objective in (GW) in terms of vectorized
matrices

min
π
⟨vec(π), L vec(π)⟩ s.t. π ∈ Π(α, β). (GW+)

Here, (Lij,kl)ij,kl ∈ Rmn×mn denotes the flattened 2-dimension tensor of L, while the vectorization
of a matrix π ∈ Rm×n is given by

vec(π)
def.
= [π11, π21, . . . , πm1, . . . , πmn]

⊤ ∈ Rmn.

The constraint π ∈ Π(α, β) is convex, and in fact linear. On the other hand, the matrix L need
not be positive semidefinite, and as such, the QP instance in (GW+) is non-convex in general. In
fact, in the cases where the matrix L arises as the difference of cost matrices (2), L is never positive
semidefinite as these are zero on the diagonal while the off-diagonal entries are non-negative.

2 Main Contributions

The main contribution of this work is to propose a strong semidefinite programming (SDP)-based
relaxation for the Gromov-Wasserstein distance that leads to globally optimal solutions in many
instances. Concretely, let (πsdp, Psdp) denote an optimal solution to the following

GW-SDP(C,D, α, β)
def.
= min

π∈Rm×n,
P∈Rmn×mn

⟨L,P ⟩

s.t.
(

P vec(π)
vec(π)⊤ 1

)
⪰ 0

π ∈ Π(α, β)

Pvec(ei1
⊤
n ) = αivec(π), i ∈ [m]

Pvec(1me⊤j ) = βjvec(π), j ∈ [n]

P ≥ 0

(GW-SDP)

Here, ei denotes the standard basis vector whose i-th entry is 1. This relaxation can be viewed as the
Lagrangian dual of the GW problem augmented with constraints that relate the linear and quadratic
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terms of transportation plans (we discuss these aspects in greater detail in Appendix B). A simpler
way to express the condition Pvec(ei1

⊤
n ) = αivec(π) is to note that

Pvec(ei1
⊤
n ) = αivec(π) ⇔

∑
j P(i,j),(k,l) = αiπk,l,

Pvec(1me⊤j ) = βjvec(π) ⇔
∑

i P(i,j),(k,l) = βjπk,l.

We begin by noting a basic observation: Let π ∈ Π(α, β) be a transportation plan.
Then the tuple (π, P ) = (π, vec(π)vec(π)⊤) is a feasible solution to (GW-SDP) since
vec(π)vec(π)⊤vec(ei1

⊤
m) = vec(π)⟨π, ei1⊤

m⟩ = vec(π)⟨π1n, ei⟩ = αivec(π). The inequalities
for β follow analogously. This implies that the optimal value of (GW-SDP) is a lower bound to the
GW problem (GW): Let π⋆ denote an optimal solution to the GW problem (note: this is (GW),
which is equivalent to (GW+)). By recalling that the tuple (vec(π⋆), vec(π⋆)vec(π⋆)⊤) is a feasible
solution to (GW-SDP), one has

⟨Psdp, L⟩ ≤ ⟨vec(π⋆), L vec(π⋆)⟩ = ⟨π⋆,L⊗ π⋆⟩. (3)

The inequality (3) provides us with a principled way of certifying global optimality of a given trans-
portation plan. Let π ∈ Π(α, β) be an arbitrary transportation plan. A natural approach to quantify
the quality of π is to compare its objective value with the optimal choice:

Apx. Ratio(π) :=
⟨π,L⊗ π⟩
⟨π⋆,L⊗ π⋆⟩

.

This ratio is at least one and is equal to one if π is also globally optimal. A consequence of (3) is the
following upper bound

Apx. Ratio(πsdp) ≤
⟨πsdp,L⊗ πsdp⟩
⟨Psdp, L⟩

. (4)

Note that all the quantities in the RHS can be computed efficiently as the solution of a SDP. Suppose
we are able to do so, and in the process evaluate the RHS to be equal to one. Then, we have a proof
that πsdp is the global optimal solution to the GW problem. In a recent work that appeared during the
reviewing process of our work, the GW problem is shown to be intractable in general (Kravtsova,
2024). What our discussion shows is that it is possible, in some instances, to obtain the globally
optimal solution via a polynomial-time algorithm by solving (GW-SDP), and with a guarantee that
the obtained solution is indeed globally optimal. In fact, the instances for which one can obtain an
upper bound equal to one using (GW-SDP) is not as far-fetched as one might think: our numerical
experiments in Section 4 show that this happens quite often, and especially so whenever m = n. No
restrictions on cost tensor. One of the strengths of our proposed SDP relaxation is that it is valid
for all cost tensors L. This stands in contrast with other methods like the entropic GW (Peyré et al.,
2016), which is only applicable to the cost that can be decomposed to a specific form such as the ℓ2
or discrete KL loss.

3 SDP Relaxations of QPs

We motivate the relaxation in (GW-SDP). The starting point is to recognize that the GW problem is
an instance of a QPs – these are optimization instances of the form

min
x∈Rn

x⊤Ax+ 2b⊤x+ c s.t. Bx ≤ d. (5)

QPs are an important class of optimization problems. If the matrix A is PSD, then the objective is
convex, and the QP instance can be solved tractably using standard software (Nocedal and Wright,
2006). The problem becomes difficult if A contains negative eigenvalues. The general class of QPs
is NP-hard; for instance, it contains the problem of finding the maximum clique of a graph (Motzkin
and Straus, 1965). In fact, the presence of a single negative eigenvalue in A is sufficient to make
the class of QPs NP-hard (Pardalos and Vavasis, 1991). The typical approach to solving a quadratic
program exactly is via a branch-and-bound type of algorithm. Other approaches include relating
QPs to the class of co-positive programming, mixed integer linear programming, and deploying
SDP relaxations (Bomze and de Klerk, 2002) – typically, these methods are used as a sub-routine
within a branch-and-bound procedure.
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Standard SDP Relaxation. The first step of SDP relaxation is to express the quadratic terms with
a PSD matrix whose rank is one. Concretely, the QP instance (5) is equivalent to the following:

min
x∈Rn,X∈Rn×n

tr(AX) + 2b⊤x+ c

s.t. Bx ≤ d(
X x
x⊤ 1

)
⪰ 0, rank

(
X x
x⊤ 1

)
= 1

.

This optimization instance is not convex because of the rank-one constraint. The second step is
to simply omit the rank constraint, which yields a semidefinite program and therefore is convex.
This is the standard SDP relaxation for QPs (the technique applies more generally to quadratically
constrained quadratic programs – QCQPs).

By applying the same sequence of steps to (GW+), the standard SDP relaxation one arrives at is the
following:

min
π∈Rm×n,P∈Rmn×mn

⟨L,P ⟩

s.t.
(

P vec(π)
vec(π)⊤ 1

)
⪰ 0

π ∈ Π(α, β)

(6)

Problem (6) is a tractable convex semidefinite programming, which can be efficiently solved in
polynomial time. If the solution to (6) (and the subsequent SDP relaxations we introduce) has a rank
equal to one, we would have solved the original GW problem (GW). Unfortunately, the feasible
region of P in (6) is not compact, and the optimal value to (6) is unbounded below in general.
Proposition 3.1. The optimization instance (6) is unbounded below.

Tightening the Relaxation. As such, it is necessary to augment (6) with additional constraints to
further strengthen the relaxation. Recall that the relaxation (6) is exact if P = vec(π)vec(π)⊤.
Therefore, a simple way to improve the relaxation is to add any linear constraints that is satisfied by
solutions of the form (π, P ) = (π, vec(π)vec(π)⊤).

First, π ≥ 0 for all π ∈ Π(α, β), and hence vec(π)vec(π)⊤ ≥ 0. This means we may freely impose

P ≥ 0. (Nng.)

Second, note that
∑

i πijπkl = πkl(
∑

i πij) = πklβj . Subsequently, we may impose∑
i P(i,j),(k,l) = βjπkl. This leads to the following set of equalities:

Pvec(ei1
⊤
n ) = αivec(π), i ∈ [m], Pvec(1me⊤j ) = βjvec(π), j ∈ [n]. (Mar.)

The proposed SDP relaxation (GW-SDP) is precisely (6) with the additional constraints (Nng.) and
(Mar.). In addition, the set of matrices P satisfying (Mar.) have trace at most one. Hence the feasible
region is a subset of PSD matrices with trace at most one, which is compact.

Relation to the QAP. We point out that the constraints (Nng.) and (Mar.) have been previously pro-
posed for a different but closely related problem known as Quadratic Assignment Problem (QAP)
(Dym et al., 2017; Kezurer et al., 2015; Zhao et al., 1998). Mathematically, the QAP problem can be
viewed as equivalent to (GW+) but with the additional restriction that m = n and that π is a permu-
tation matrix. The work in Zhao et al. (1998) proposes a SDP relaxation that is effectively equivalent
to (GW-SDP) but with additional linear equalities implied by orthogonality ππ⊤ = π⊤π = I . The
works in Dym et al. (2017); Kezurer et al. (2015) subsequently build on the ideas in Zhao et al.
(1998) and propose more scalable alternatives while providing tight relaxations.

The key difference between the QAP and the GW problem we investigate is that π is not necessarily
a permutation matrix in the GW problem, and necessarily so if m ̸= n. As such, the relaxation
in Zhao et al. (1998) is invalid. Our contribution is to recognize that, by omitting the constraints
corresponding to orthogonality, one obtains an SDP relaxation that now becomes valid for the GW
problem, which leads to good practical performance.

No need for rounding. One important property of the relaxation in (GW-SDP) is that the output
will always be a feasible transportation plan in Π(α, β). This means that no additional rounding
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is necessary. This is vastly different from combinatorial optimization problems including the QAP
where the optimal solution to the relaxation is not guaranteed to be a feasible solution, and additional
rounding steps may be necessary.

4 Numerical Experiments with Off-the-shelf Convex Solvers

In this section, we implement our proposed SDP relaxation using an off-the-shelf solver. We com-
pare our method with the Conditional Gradient (CG-GW) solver for finding local solutions (Vayer
et al., 2019a), and the Sinkhorn projections solver for computing solutions to the entropic GW
(eGW) problem by Peyré et al. (2016). Both of the latter are implemented in the Python Optimal
Transport library (PythonOT, Flamary et al. 2021). The goal is to show that our proposed SDP
relaxation frequently computes the global optimal transportation plan whereas existing methods fre-
quently do not.

In what follows, we will use the 2-Gromov-Wasserstein distance, i.e. the cost function is squared
Euclidean norm. We solve the GW-SDP instance implemented in CVXPY (Diamond and Boyd,
2016) using the SCS and MOSEK solvers (ApS, 2022; O’Donoghue et al., 2016).

4.1 Matching Gaussian Distributions

In this example, we estimate the GW distance between two Gaussian point clouds, one in R2, and
the other in R3. A visualization of this dataset can be found in Figure 1a. The classical optimal
transport formulation such as the likes of Wasserstein-2 distance does not apply because the two
point clouds belong to different spaces.

As seen in a qualitative demonstration of Figure 1b, our algorithm returns optimal transport plans
that are as sparse as the transportation plans obtained via the Conditional Gradient descent solver of
Python OT for GW distance (CG-GW). We also vary the number of sample points and calculate the
value of the objective function ⟨π,L ⊗ π⟩. As shown in Figure 2a, the transport plans obtained by
(GW-SDP) consistently returns smaller objective value (orange line) than those obtained via the GW-
CG counterpart from PythonOT (blue line) and its entropic regularization (green line). This shows
that the transport plans computed by PythonOT, for instance, are in fact frequently sub-optimal.

In Figure 2b, we plot the estimated approximation ratio across different numbers of sample points.
We notice that in this scenario of Gaussian matching, the estimated approximation ratio is close
to 1.0 in most instances – this tells us that the (GW-SDP) frequently computes globally optimal
transportation plans. In contrast, local methods such as PythonOT often do not. Note that we also
observed the sparsity of the SDP-GW transport plans in this varying scenario.
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(a) Datasets visualization
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(b) Solution of the OT plans

Figure 1: Left: source distribution (2D, blue dots) and target distribution (3D, red dots). For ease
of visualization, we lift the source R2 mm-spaces into target R3 by padding the third coordinate
to zero. Right: OT solutions of GW-SDP (our algorithm), CG-GW (conditional gradient descent,
default solver of PythonOT) and entropic OT solver. The OT plans from GW-SDP is almost sparse
in the same manner to CG-GW, while the eGW is not.

Scenario where m ̸= n. The bulk of our experiments focus on the setting where m = n. We
performed an experiment where m ̸= n: the number of samples in one distribution is fixed (n = 8)
and we vary the number of samples m in the other distribution. From our results in Figure 3, we
notice that the relaxation is exact whenever m is a multiple of n. On the other hand, when m is not
a multiple of n, we still observe exactness, but much less frequently.
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Figure 2: Value of the objective (left) and approximation ratio (right) with a varying number of
sample points, calculated on 10 runs of the Gaussian matching experiment.
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(b) Approximation Gap for GW-SDP.

Figure 3: Gaussian Matching experiments with the sample points m from source distribution varying
while the sample points from target distribution keeping fixed n = 8. Average of 20 runs.

Runtime Comparisons Table 1 presents the run-time of the GW-SDP problem in Experiment 1,
running on a PC with 8 cores CPU and 32GB of RAM. In these experiments, the cost matrix C is
pre-computed (i.e. assumed given). As such, the run-time is independent of the data dimension.
The GW-SDP has a matrix of dimension mn ×mn, which is slower than most local and entropic
solvers. However, the solvers we implement (SCS and MOSEK) are off-the-shelf and are general
SDP solvers that do not exploit special structures in the problem and do not provide options to use
initialization of the transport plans. (SCS is a first-order method, but we are otherwise unaware of its
complexity). We want to emphasize that in most settings where SDPs are applied, one will always
try to develop specialized solvers that exploit the structure of the problem. In our setup, the optimal
solution has low rank, and is rank-one if the relaxation is tight. There are numerous well-established
methods for exploiting such structure. This is the subject of ongoing work.

Table 1: Average run-time in seconds for experiment in Figure 1a (matching Gaussians with varying
number of samples n).

n GW-SDP GW-CG eGW (ε = 0.1)

6 0.2437 (0.0265) 0.0005 (0.000041) 0.226 (0.1145)
12 11.615 (2.4088) 0.0006 (0.00003) 0.2596 (0.0726)
20 216.3645 (14.1123) 0.0014 (0.000017) 0.4923 (0.1500)

Comparisons of GW-SDP solver and GW-CG solver when number of sample points n increase.
We increase the number of samples for GW-CG (non-convex GW solver using conditional gradient
descent or Frank-Wolfe algorithm) vs our GW-SDP solver for a fixed number of samples. From
Table 2, we noticed that the objective value for GW-CG decreases as we increase the number of
samples. For 100000 sample points, the GW-CG algorithm is more expensive and has a poorer
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objective value than our method with 10 sample points. This suggests that our method can give
good approximations of the GW distance with fewer sample points than existing methods.

Table 2: Comparisons of GW-SDP solver and GW-CG solver with a varying number of sample
points n.

n GW-SDP GW-SDP Runtime (s) GW-CG GW-CG runtime (s)
10 0.4577 6.3753 1.135940 0.000389
100 0.629425 0.007571

1000 0.540984 2.520011
10000 0.496796 138.358954

4.2 Graph Community Matching

The objective of this task is to find matching between two random graphs that are drawn from the
stochastic block model (SBM) (Abbe, 2017; Holland et al., 1983) with fixed inter/intra-clusters
probability (the probability that nodes inside and outside a cluster are connected, respectively). The
source is a three-cluster SBM whose intra-cluster probability is p = {1.0, 0.95, 0.9}, and the target
is a two-cluster SBM whose intra-cluster probability is p = {1.0, 0.9}. The inter-clusters probability
is all set to 0.1. The distance matrices on each graph are created first by simulating the node features
drawn from Gaussian distributions with uniform weights. Subsequently, we compute the ℓ2 norm
between nodes and shrink the value of disconnected nodes to zero to form the distance matrices.

We compare the transportation plans obtained using our methods with the baseline comparisons
GW-CG and eGW in Figure 4a. We note that the (GW-SDP) model typically returns a transport plan
with a smaller total transportation cost (i.e., a smaller objective value) ⟨πsdp,L⊗ πsdp⟩. This trend
is consistent with our observations in the previous experiments. Nevertheless, we see a degree of
similarity between the transportation plans provided as output by all three methods. In addition, the
transportation plans computed by our method and GW-CG are both reasonably sparse. This fact is
observed in multiple runs of different seeds and graph sizes.

4.3 Extension of GW-SDP to Structured Data

In this example, we consider an extension of the (GW-SDP) to structured data, more specifically
graphs with node features similar to the Fused-GW distance in (Vayer et al., 2019a). The discrete
metric-measure space is now described by the tuple (F,C, α) ∈ Rm×d × Rm×m × Σm, where
F

def.
= (fi)i ∈ Rd encodes the feature information of the sample point. The Fused GW-SDP (FGW-

SDP) formulation is given by

FGW-SDP(MFG, C,D, α, β, ξ)
def.
= min

π∈Rm×n,
P∈Rmn×mn

(1− ξ)⟨Mα,β , π⟩+ ξ⟨L(C,D), P ⟩

s.t.
(

P vec(π)
vec(π)⊤ 1

)
⪰ 0 (FGW-SDP)

π ∈ Π(α, β)

Pvec(ei1
⊤
n ) = αivec(π), i ∈ [m]

Pvec(1me⊤j ) = βjvec(π), j ∈ [n]

P ≥ 0,

with MFG = d(fj , gj)i,j encodes the distance between node features, and ξ ∈ [0, 1] the interpola-
tion parameter. Figure 4b shows the result of matching two SBM graphs with the same setting as
in Section 4.2, with the exception that now we input the feature to calculate MFG by ℓ2 norm, and
the structured matrices are the shortest path matrices obtained from the adjacency matrices of the
graphs. We set ξ = 0.8 for this example. The figure shows that the output OT plans and values
of (FGW-SDP) and FGW-CG (using PythonOT) are identical, while entropic Fused-GW returned a
higher value and a denser transport plan. This indicates that the SDP relaxation of Fused-GW can
be useful in graph matching applications, akin to Fused-GW.
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GW-SDP=0.028 GW-CG=0.055 eGW=0.104

(a) Matching with GW.

Fused-GW-SDP=0.143 Fused-GW-CG=0.143 Fused-eGW=0.325

(b) Matching with FGW.

Figure 4: Value of the objective on the synthetic graph matching task, from the three-block SBM
(left) to the two-block SBM (right). Upper: calculated using GW. Lower: calculated using Fused-
GW.

4.4 Using GW-SDP on Realistic Shape-Matching Task

We use a publicly available dataset of triangular meshes (Sumner and Popović, 2004). The dataset
comprises 72 objects from seven different classes, from which we chose samples of class cat, ele-
phant, and horse. For each object, we first chose 4 representative points (the right back foot, the left
front foot, the nose, and the tail) for each object and then selected another 14 points following the
Euclidean farthest point sampling (fps) procedure. The distance matrices C and D are computed
using Dijkstra’s algorithm. Each object’s probability measure is chosen to be uniform. We apply
(GW-SDP) to the corresponding metric-measure spaces to determine the correspondence between
the selected vertices across different objects. Two representative examples are given in Figure 5.
For better visualization, in the representative examples we sampled only 6 points (4 representative
points and 2 selected using fps).

(a) (b)

Figure 5: Correspondence between different 3D objects obtained by (GW-SDP). Left: Correspon-
dence between two elephants. Right: Correspondence between an elephant and a cat. For both
cases, (GW-SDP) returns one-one mappings.

Table 3 illustrates the results when we perform matching of distance matrices across different ob-
jects. In general, we expect shapes of the same animals to have a smaller GW distance than shapes
of different animals, which is indeed the case for the three GW formulations. We still notice that
GW-SDP consistently returns the smallest value when performing the same matching task.

Table 3: Value of different GW formulations for the realistic 3D shape matching dataset, visualized
in Figure 5. GW-SDP consistently returns the smallest value when performing the same matching
task.

GW-SDP GW-CG eGW-PPA
Elephant-Elephant 0.007416 0.043879 0.025688
Elephant-Cat 0.015695 0.050594 0.042214
Cat-Cat 0.006549 0.016634 0.006757
Cat-Horse 0.011040 0.033736 0.011041
Horse-Horse 0.006287 0.033768 0.007395
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5 Duality

Given a generic optimization instance, the dual optimization instance concerns the task of finding
optimal lower bounds to the primal instance. The (Lagrangian) dual to any optimization instance
is a convex program in general and provides a principled way of obtaining convex relaxations of
difficult optimization instances. We briefly discuss some of these relationships. A more detailed
discussion on the duality can be found in Appendix B.

It is possible to obtain the relaxation (GW-SDP) via duality. Concretely, let (GW++) refer to the orig-
inal GW problem instance (GW+) with the additional and redundant constraints (Nng.) and (Mar.).
Let (GW-Dual) refer to the Lagrangian dual of the proposed semidefinite relaxation (GW-SDP).
Theorem 5.1. The optimization instance (GW-Dual) is the Lagrangian dual of (GW++), which is
(GW+) with the additional constraints (Nng.) and (Mar.).

The (duality) gap between (GW-Dual) and (GW++) is non-zero in general, and is equal to zero
precisely when the convex relaxation (6) succeeds. These can be characterized by a rank condition:
Proposition 5.2. Let Psdp and πsdp be the solution to (GW-SDP). Suppose the matrix variable has
rank equals to one; that is

rank
(

Psdp vec(πsdp)
vec(πsdp)

⊤ 1

)
= 1.

Then the duality gap is zero; i.e., strong duality holds.

6 Related work

There is a substantial body of prior work concerning the GW problem in the literature. We briefly
discuss some of these and explain the novelty of our work.

First, the work in Vayer et al. (2019a) applies an alternating minimization-type approach based on
the conditional gradient (Frank-Wolfe) algorithm to find local optima to the GW problem. This
algorithm is currently implemented and is the default choice within the Python Optimal Transport
package (Flamary et al., 2021). The basic idea is to start by computing the partial derivative of the
objective (GW) with respect to π:

G(π) = 2 L(C,D)⊗ π,

This is a linear OT problem that can be solved using classical OT solvers. One proceeds with
an alternating minimization scheme in which one updates the gradient G with respect to π(i−1),
subsequently solves for π(i) with the loss G(π) at each ith-iteration, and finally projects π(i) into the
feasible set by performing a line-search. The Conditional Gradient-based approach is not guaranteed
to find globally optimal solutions; in fact, our numerical experiments in Section 4 suggest that this
is quite often the case. Last, we briefly note that the work in Kerdoncuff et al. (2021) suggests a
similar alternating numerical scheme.

Second, there is a body of work that aims at developing numerical schemes for finding transportation
plans that approximately minimize the GW objective without incurring the expensive O(m2n2)
dependency. For instance, the work in Peyré et al. (2016) introduces an entropic regularization into
the GW objective – this leads to a formulation that permits Sinkhorn scaling-like updates, much
like the original scheme to solve entropic Wasserstein distance in Cuturi (2013). The work of Vayer
et al. (2019b) adapts the ideas from the Wasserstein problem in one dimension in which closed-form
solutions are available (this is known as the sliced Wasserstein problem, Rabin et al. 2012) to the
GW context. Finally, the work in Sejourne et al. (2021); Vincent-Cuaz et al. (2021) relaxes the
constraints on the probability distributions. These numerical schemes frequently lead to numerical
schemes that are far more scalable than other existing methods, but they ultimately optimize for an
objective that is different from the GW problem.

There is an interesting piece of work in Scetbon et al. (2022), which operates under the assump-
tion that the cost matrices have low-rank structure. While the algorithm does not give guarantees
about global optimality, it raises an interesting future direction; namely, could we develop numerical
schemes for our proposed SDP relaxation that also exploit similar structures?
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Finally, we discuss prior works that do in fact address global optimality (which is the heart of this
paper): a recent work is in Mula and Nouy (2022), which suggests the use of moment sum-of-
square (SOS) relaxation technique to solve the GW problem. The standard SDP relaxation for QPs
on which our work is based on may be viewed, in a suitable sense, as the first level of the SOS
hierarchy for polynomial optimization. Unfortunately, and as we note in Section 3, this alone is in-
sufficient – the real novelty in our work is the addition of constraints that substantially strengthen the
overall convex relaxation. A piece of related work by Villar et al. (2016) proposes a SDP relaxation
of the closely related Gromov-Hausdorff problem, with an extension to the Gromov-Wasserstein
problem. The relaxation is primarily designed for the Gromov-Hausdorff problem and is not equiv-
alent to ours. The formulation also requires the probability distributions to be uniform whereas we
do not. Another recent work by Ryner et al. (2023) also studies the Gromov-Hausdorff problem,
and proposes a Branch-and-Bound approach for solving integer programs. The GW problem does
not contain integer constraints, and hence Branch-and-Bound techniques are not applicable. That
said, SDP relaxations can be used in conjunction with Branch-and-Bound. It would be interesting to
see if our proposed SDP relaxations for GW suggest suitable relaxations for the Gromov-Hausdorff
problem, which can be used in conjunction with the Branch-and-Bound techniques in Ryner et al.
(2023).

7 Conclusions and Future Directions

In this work, we proposed a semidefinite programming relaxation of the Gromov-Wasserstein dis-
tance. Our initial results suggest that the relaxation (GW-SDP) is strong in the sense that πsdp

frequently coincides with the globally optimal solution; moreover, we are able to provide a proof
when this actually happens. These results are exciting, as it suggests a tractable approach for solv-
ing the GW problem – at least for examples of interest – which was previously assumed to be quite
difficult.

An interesting future direction is to understand precisely how difficult is an instance of the GW
problem. The fact that our convex relaxations work very well for the examples we considered
suggests that the GW problem might not be as difficult as we think. It is important to bear in mind
that these cost tensors L have structure – they arise from the difference of actual cost matrices.
Could it be that the difficult instances of the GW problem correspond to cost tensors L that are not
realizable as the difference of cost matrices; e.g., they violate the triangle inequality? A concrete
question to this end is: Is the GW problem corresponding to cost tensors L arising in practical
instances tractable to solve?

A second important future direction concerns computation. One limitation of our proposed convex
relaxation is that it is specified as the solution of an SDP in which the matrix dimension is mn;
that is, it is equal to the dimension of the transport plan. The prohibitive dependence on the data
dimension means that we are currently only able to apply the relaxation on moderate sized instances
using off-the-shelf SDP solvers. It would be of interest to develop specialized algorithms to solve
the proposed relaxation (GW-SDP).
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A Proofs of Main Results

Proof of Proposition 3.1. Let 1 ≤ s, t ≤ mn be coordinates such that Lst > 0. Let v := v(s,t) ∈
Rmn be a vector whose s-th entry is 1, whose t-th entry is−1, and whose remaining entries are zeros.
Let π̃ ∈ Π(α, β) be any transportation map and consider the matrix Pc = vec(π̃)vec(π̃)⊤ + cvv⊤.
Notice that Pc ⪰ vec(π̃)vec(π̃)⊤ for all c ≥ 0. Hence the choice of variables π = π̃ and P = Pc

are feasible. Then notice that the objective evaluates to

⟨L,Pc⟩ = ⟨L, vec(π̃)vec(π̃)⊤⟩+ c(Lss − 2Lst + Ltt) = ⟨L, vec(π̃)vec(π̃)⊤⟩ − 2cLst.

We obtain the last equality by noting that Lii = 0 for all i (this is a property of cost matrices). The
result follows by taking c→ +∞.

B Duality

Given a generic optimization instance, the dual optimization instance concerns the task of finding
optimal lower bounds to the primal instance. The (Lagrangian) dual to any optimization instance is
a convex program in general. As such, the process of deriving the dual to any optimization instance
provides a principled way of obtaining convex relaxations of difficult optimization instances.

The objective value of the dual will always be a lower bound to the primal instance – this is precisely
weak duality. In some cases, however, the objective values of these problems may coincide, and we
call such settings strong duality.

In this section, we explore these relationships in the context of the GW problem. As we shall see, the
proposed SDP relaxation (GW-SDP) can be viewed as being equivalent to the dual of an equivalent
form of the GW problem (GW+), augmented with additional constraints that relate the linear and
quadratic terms of transportation maps specified by (Nng.) and (Mar.). To simplify notation, we
denote

ai = vec(ei1
⊤
n ),

bj = vec(1me⊤j ).

We proceed to describe the dual program. We start by defining the following dual variables:(
Y y
y⊤ t

)
⪰ 0 :

(
P vec(π)

vec(π)⊤ 1

)
⪰ 0 (a)

λi ∈ R : a⊤i vec(π) = αi, i ∈ [m] (b)

µj ∈ R : b⊤j vec(π) = βj , j ∈ [n] (c)

Z ≥ 0 : P ≥ 0 (d)

ηi ∈ Rmn : Pai = αivec(π), i ∈ [m] (e)

θj ∈ Rmn : Pbj = βjvec(π), j ∈ [n] (f)

As a reminder, the constraints in (b) and (c) specify the transportation map Π(α, β) while the con-
straints in (e) and (f) correspond to (Mar.).
Theorem B.1. The Lagrangian dual of (GW-SDP) is given as follows

max λ⊤α+ µ⊤β − t

s.t.

(
L− Z + 1

2

∑m
i=1(η

ia⊤i + aiη
i⊤) + 1

2

∑n
j=1(θ

jb⊤j + bjθ
j⊤) y

y⊤ t

)
⪰ 0,

m∑
i=1

(
λiai + αiη

i
)
+

n∑
j=1

(
µjbj + βjθ

j
)
+ 2y ≤ 0,

Z ≥ 0.

(GW-Dual)

Furthermore, strong duality holds; that is, the duality gap between (GW-SDP) and (GW-Dual) is
zero.
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It turns out that it is possible to derive the dual instance (GW-Dual) directly from (GW+), an equiv-
alent formulation of the original GW problem, with additional constraints specified by (Nng.) and
(Mar.). Concretely, consider

min
π∈Rm×n

P∈Rmn×mn

⟨L,P ⟩

s.t. P = vec(π)vec(π)⊤

π ∈ Π(α, β)

Pvec(ei1
⊤
n ) = αivec(π), i ∈ [m]

Pvec(1me⊤j ) = βjvec(π), j ∈ [n]

P ≥ 0.

(GW++)

The last three constraints on P are always satisfied so long as P = vec(π)vec(π)⊤, where π ∈
Π(α, β) is a transportation map. Hence these constraints on P and π are technically redundant
within (GW++). That is, the optimization instances (GW+) and (GW++) are equivalent. However,
the Lagrangian dual of these optimization instances are different, and we summarize this observation
in the following.
Theorem B.2. (GW-Dual) is the Lagrangian dual of (GW++).

The (duality) gap between (GW-Dual) and (GW++) is non-zero in general, and is equal to zero
precisely when the convex relaxation (6) succeeds. These can be characterized by a rank condition
satisfied by the optimal solutions, namely:
Proposition B.3. Let Psdp and πsdp be the solution to GW-SDP. Suppose the matrix variable has
rank equals to one, that is

rank
(

Psdp vec(πsdp)
vec(πsdp)

⊤ 1

)
= 1.

Then the duality gap for (GW++) is zero; i.e., strong duality holds.

Proof. The rank condition implies Psdp = vec(πsdp)vec(πsdp)
⊤. Subsequently, the choice of

variables π = πsdp and P = vec(πsdp)vec(πsdp)
⊤ is a feasible solution to (GW++). This

means (GW++) attains the same objective value as the (GW-Dual). Recall from Theorem B.2 that
(GW-Dual) is the dual of (GW++), and hence in this instance the duality gap is indeed zero.

We summarize the relationships among the original GW problem, (GW+), (GW++), (GW-SDP),
and (GW-Dual) in Figure 6:

• (GW+) is an equivalent reformulation of the original GW problem.
• (GW++) is derived by introducing additional redundant constraints to (GW+). Conse-

quently, (GW+) and (GW++) share the same optimal solutions.
• (GW-SDP) is obtained by applying the standard SDP relaxation to (GW+) and introducing

supplementary constraints to tighten the relaxation.
• (GW-Dual) serves as the Lagrangian dual to both (GW++) and (GW-SDP), and strong

duality establishes the equivalence between (GW-Dual) and (GW-SDP).
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GW Problem
(nonconvex)

Equivalence GW++
(nonconvex)

GW-SDP
(convex)

GW-Dual
(convex)

GW+
(nonconvex)

Dual relaxation

Equivalence:
strong duality

SDP relaxation and
tightening the constraints

Equivalence

Figure 6: The relationship among the original GW problem, (GW+), (GW++), (GW-SDP) and
(GW-Dual).

C Proof of Results Concerning Duality

We begin by defining these functions:

H(η, θ, Z) := L− Z +
1

2

m∑
i=1

(ηia⊤i + aiη
i⊤) +

1

2

n∑
j=1

(θjb⊤j + bjθ
j⊤),

g(λ, µ, η, θ, y) :=

m∑
i=1

(
λiai + αiη

i
)
+

n∑
j=1

(
µjbj + βjθ

j
)
+ 2y.

Proof of Theorem B.1. [Deriving the dual program]: The dual function of the GW-SDP problem is
given by

min
P,π≥0

tr(LP )− tr(Y P )− 2y⊤vec(π)− t

+

m∑
i=1

λi(αi − a⊤i vec(π)) +
n∑

j=1

µj(βj − b⊤j vec(π))

+

m∑
i=1

ηi
⊤
(Pai − αivec(π)) +

n∑
j=1

θj
⊤
(Pbj − βjvec(π))

− tr(ZP )

= min
P

tr ((H(η, θ, Z)− Y )P ) + min
π≥0

⟨−g(λ, µ, η, θ, y), vec(π)⟩

+ λ⊤α+ µ⊤β − t.

In the above minimization over P , we observe that the objective evaluates to −∞ if the following
does not hold

H(η, θ, Z) = Y.

Similarly, in the minimization over π ≥ 0, the objective evaluates to −∞ if the following does not
hold

g(λ, µ, η, θ, y) ≤ 0.

We impose these as constraints, and we add the additional constraint that Y ⪰ 0 on our dual variable,
to obtain the form of the dual problem in (GW-Dual).

[Establishing zero duality gap]: Notice that (GW-SDP) and (GW-Dual) are convex programs.
Hence, to show strong duality, it suffices to check that Slater’s condition hold; that is, there ex-
ists a strictly feasible solution.

Consider ηi = (|λmin(L)|+ 2)1, λi = −2m for i ∈ [m], θj = 0, µj = 0 for j ∈ [n], t = 1, y = 0,
and

Z = (|λmin(L)|+ 2)11⊤ − (|λmin(L)|+ 1)I

16

69829https://doi.org/10.52202/079017-2231



for some 1, 0 and I of appropriate dimension. Then we have Z > 0, and

g(λ, µ, η, θ, y) = −2m
m∑
i=1

ai +

m∑
i=1

1 = −m1 < 0.

Additionally, since H(η, θ, Z) = L + (|λmin(L)| + 1)I ≻ 0, t > 0 and y = 0, it follows that the
LHS of the first constraint in (GW-Dual) is positive definite. Therefore, we find a feasible solution
of (GW-Dual) such that strict inequality holds for all inequality constraints. Strong duality then
follows.

Proof of Theorem B.2. In addition to the dual variables (b)-(f), we define these additional dual vari-
ables:

Y ∈ Rmn×mn : P = vec(π)vec(π)⊤

z ≥ 0 : vec(π) ≥ 0

Then the dual function of (GW++) is given by

min
π,P

tr(LP )− tr(Y (P − vec(π)vec(π)⊤)) +
m∑
i=1

λi(αi − a⊤i vec(π)) +
n∑

j=1

µj(βj − b⊤j vec(π))

+

m∑
i=1

ηi
⊤
(Pai − αivec(π)) +

n∑
j=1

θj
⊤
(Pbj − βjvec(π))− tr(ZP )− z⊤vec(π)

= min
P

tr((H(η, θ, Z)− Y )P )︸ ︷︷ ︸
A1

+min
π

vec(π)⊤Y vec(π)−

 m∑
i=1

(λiai + αiη
i) +

n∑
j=1

(µjbj + βjθ
j) + z

⊤

vec(π)

︸ ︷︷ ︸
A2

+ λ⊤α+ µ⊤β.

To simplify notation, we denote

p :=

m∑
i=1

(λiai + αiη
i) +

n∑
j=1

(µjbj + βjθ
j).

Observe that

min
P∈Rmn×mn

A1 =

{
0 , if Y = H(η, θ, Z)

−∞ , otherwise
,

and

max
π∈Rm×n

A2 =

{
− 1

4 (p+ z)⊤Y †(p+ z) , if Y ⪰ 0 and (I − Y Y †)(p+ z) = 0

−∞ , otherwise

Hence, the dual of (GW++) is given by

max
λ,µ,y,z,Z

λ⊤α+ µ⊤β − 1

4
(p+ z)⊤Y †(p+ z)

s.t. Y ⪰ 0

(I − Y Y †)(p+ z) = 0

Y = H(η, θ, Z)

Z ≥ 0

z ≥ 0

.
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We re-write this as
max

λ,µ,y,z,Z,t
λ⊤α+ µ⊤β − t

s.t.
1

4
(p+ z)⊤Y †(p+ z) ≤ t

Y ⪰ 0

(I − Y Y †)(p+ z) = 0

Y = H(η, θ, Z)

Z ≥ 0

z ≥ 0

By taking Schur complements and by replacing Y with H(η, θ, Z), the above optimization instance
reduces to

max
λ,µ,z,Z,t

λ⊤α+ µ⊤β − t

s.t.
(

H(η, θ, Z) − 1
2 (p+ z)

− 1
2 (p+ z)⊤ t

)
⪰ 0

Z ≥ 0

z ≥ 0

Note that g(λ, µ, η, θ, y) = p + 2y, the theorem then follows by doing a change of variable y =
− 1

2 (p+ z).

D Extended Applications of GW-SDP

D.1 GW-SDP Barycenters

One popular application of optimal transport is to compute the barycenters of measures that serves
as a building block for many learning methods. The notion of barycenter for measures was first
proposed in Agueh and Carlier (2011) for Wasserstein space. Akin to barycenter in Euclidean space
(Fréchet), the Wasserstein barycenter is defined as the solution of a weighted sum of OT distances
over the space of measures. An efficient algorithm to compute the discrete OT barycenter with
entropic regularization was proposed in Benamou et al. (2015), and was later extended to discrete
metric-measure spaces with entropic GW distance in Peyré et al. (2016).

We show that it is straightforward to extend the GW-SDP formulation to find barycenters of a set
of data as Fréchet means. For simplicity, we assume that the base histogram ᾱ, the size of the
barycenters m ∈ N, and (λk)k such that

∑
k λk = 1 are fixed. We aim to find a structure matrix C̄

that minimizes
min

∑
k

λkGW-SDP(Ck, C̄, αk, ᾱ). (7)

We have the following corollary.
Corollary D.1 (Adaptation of Proposition 3 in Peyré et al. (2016)). In the special case of the squared
loss ℓ(a, b) = (a− b)2, the solution of (7) reads

C̄ =

∑
k λkπ

⊤
sdp,kCkπsdp,k

αα⊤ , (8)

where πsdp,k is the solution to GW-SDP(Ck, C̄, αk, ᾱ) and the division is entry-wise.

Corollary D.1 shows that we may apply iterative updates to solve for the barycenter C̄ via the Block
Coordinate Descent (BCD) algorithm. At each iteration, we solve K independent instances of the
GW-SDP problem to find (πsdp,k)k, and then compute C̄ using (8) to solve for (7). A pseudocode for
the GW-SDP barycenter calculation is provided in Algorithm 1. We demonstrate the effectiveness
of the GW-SDP barycenter calculation by applying it to find the barycenter of a graph dataset. The
dataset consists of 20 noisy graphs, created by adding random connections from a circular graph.
We show a visualization of 9 of these in Figure 7a. The number of nodes ranges from 8-16. We
apply the (GW-SDP) barycenters update for 100 iterations, and Figure 7b shows the result for a
circular graph of 10 nodes.
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Algorithm 1 Computation of GW-SDP barycenters.

Input: dataset {Ck, αk}Kk=1; {λk}Kk=1.
Initialize C̄.
repeat

for k = 1 to K do
πsdp,k ← solve_GW-SDP(Ck, C̄, αk, ᾱ).

end for
Update C̄ using (8).

until convergence

(a) Visualization of noisy circular graphs.

(b) Graph barycenter learned by
(GW-SDP).

Figure 7: Application of the (GW-SDP) to find graph barycenter of noisy circular graphs.

D.2 Outlier-Robust GW-SDP

It is generally possible to extend the semidefinite relaxation to variants of the GW problem. We
briefly describe the semidefinite relaxation to the outlier-robust GW problem by Kong et al. (2024).
Here, (X, dX) and (Y, dY ) are two metric spaces with accompanying measures µ and ν. The dis-
tance between µ and ν is

min ⟨L,P ⟩+ τ1dKL(π1, α) + τ2dKL(π
T 1, β)

s.t.

(
P vec(π)T

vec(π) 1

)
⪰ 0∑

i P(i,j),(k,l) = fk,l
j , ΣjP(i,j),(k,l) = gk,li

P ≥ 0

dKL(µ, α) ≤ ρ1, dKL(ν, β) ≤ ρ2.

There is one technical aspect: In the marginal sums
∑

i P(i,j),(k,l) we set this equal to some constant
fk,l
j . In GW-SDP, the corresponding RHS term depends on π and α. In the robust set-up, α is

an optimization variable, not a constant, which necessitates the above change. We remark that the
resulting formulation is convex but not an SDP because of the presence of the KL divergence.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract highlights the proposed approach and advantages of solving the
GW distance problem via a SDP relaxation and talks about the use of numerical algorithms
to solve the problem.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The main limitation of the proposed GW-SDP formulation is the runtime. In
the conclusion, we discuss possible future directions towards mitigating these issues.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: The feasibility and basis of the formulation of the SDP relaxation is shown.
The validity of the numerical algorithms is also shown.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theo-

rems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The formulation of GW-SDP is compatible with existing convex optimization
solvers. The equations and steps taken for the numerical algorithms are provided.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The code is made publicly available at https://github.com/tbng/gwsdp.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA]
Justification: The main contribution is algorithmic. There is no testing or training aspect
to this problem. The implementation of the algorithm in Section ?? does involve certain
parameter tuning. We do not discuss these parameters but these will be specified in code
that will be made public.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?
Answer: [NA]
Justification: The main contribution of this paper is algorithmic. There are no numerical
experiments of a statistical nature in this paper. All numerical experiments concern algo-
rithmic performance.
Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The details of the computer resources used for the experiments are given in
section 6.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research does not involve human subjects or private data. The libraries
used for comparison against existing methodologies are open source.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
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Justification: The paper’s focus is on improvements towards solving the GW distance prob-
lem and is foundational in nature. The societal impact is limited insofar as it improves
existing ML techniques that are based on Optimal Transportation techniques.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: There is no risk of misuse for the algorithms in the research. There is no
release of data or models.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The open source Python Optimal Transport package, released under the MIT
license, is only used for algorithmic comparisons. Other datasets that using in the numerical
experiment sections are also cited.
Guidelines:
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• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the pack-

age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?
Answer: [NA]
Justification: The paper does not released new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.
• Depending on the country in which research is conducted, IRB approval (or equiva-

lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
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