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Abstract

The typical training of neural networks using large stepsize gradient descent (GD)
under the logistic loss often involves two distinct phases, where the empirical risk
oscillates in the first phase but decreases monotonically in the second phase. We
investigate this phenomenon in two-layer networks that satisfy a near-homogeneity
condition. We show that the second phase begins once the empirical risk falls
below a certain threshold, dependent on the stepsize. Additionally, we show that the
normalized margin grows nearly monotonically in the second phase, demonstrating
an implicit bias of GD in training non-homogeneous predictors. If the dataset is
linearly separable and the derivative of the activation function is bounded away
from zero, we show that the average empirical risk decreases, implying that the
first phase must stop in finite steps. Finally, we demonstrate that by choosing a
suitably large stepsize, GD that undergoes this phase transition is more efficient
than GD that monotonically decreases the risk. Our analysis applies to networks of
any width, beyond the well-known neural tangent kernel and mean-field regimes.

1 Introduction

Neural networks are mostly optimized by gradient descent (GD) or its variants. Understanding the
behavior of GD is one of the key challenges in deep learning theory. However, there is a nonnegligible
discrepancy between the GD setups in theory and in practice. In theory, GD is mostly analyzed with
relatively small stepsizes such that its dynamics are close to the continuous gradient flow dynamics,
although a few exceptions will be discussed later. However, in practice, GD is often used with
a relatively large stepsize, with behaviors significantly deviating from that of small stepsize GD
or gradient flow. Specifically, notice that small stepsize GD (hence also gradient flow) induces
monotonically decreasing empirical risk, but in practice, good optimization and generalization
performance is usually achieved when the stepsize is large and the empirical risk oscillates [see Wu
and Ma, 2018, Cohen et al., 2020, for example]. Therefore, it is unclear which of the theoretical
insights drawn from analyzing small stepsize GD apply to large stepsize GD used practically.

The behavior of small stepsize GD is relatively well understood. For instance, classical optimization
theory suggests that GD minimizes convex and L-smooth functions if the stepsize 7) is well below
2/ L, with a convergence rate of O(1/(7jt)), where t is the number of steps [Nesterov, 2018]. More
recently, Soudry et al. [2018], Ji and Telgarsky [2018] show an implicit bias of small stepsize GD
in logistic regression with separable data, where the direction of the GD iterates converges to the
max-margin direction. Subsequent works extend their implicit bias theory from linear model to
homogenous networks [Lyu and Li, 2020, Chizat and Bach, 2020, Ji and Telgarsky, 2020]. These
theoretical results all assume the stepsize of GD is small (and even infinitesimal) such that the
empirical risk decreases monotonically and, therefore cannot be directly applied to large stepsize GD
used in practice.
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Figure 1: The behavior of (GD) for optimizing a non-homogenous four-layer MLP with GELU
activation function on a subset of CIFAR-10 dataset. We randomly sample 6,000 data with la-
bels “airplane” and “automobile” from CIFAR-10 dataset. The normalized margin is defined as
mine ) i f (We; %) /|| wel|*, which is close to (3). The blue curves correspond to GD with a large
stepsize 77 = 0.2, where the empirical risk oscillates in the first phase but decreases monotonically in
the second phase. The orange curves correspond to GD with a small stepsize = 0.005, where the
empirical risk decreases monotonically. Furthermore, Figure 1(b) suggests the normalized margins of
both two curves increase and converge in the stable phases. Finally, Figure 1(c) suggests that large
stepsize achieves a better test accuracy, consistent with larger-scale learning experiment [Hoffer et al.,
2017, Goyal et al., 2017]. More details can be found in Section 5.

More recently, large stepsize GD that induces oscillatory risk has been analyzed in simplified setups
[see Ahn et al., 2023, Zhu et al., 2022, Kreisler et al., 2023, Chen and Bruna, 2023, Wang et al.,
2022a, Wu et al., 2023, 2024, for an incomplete list of references]. In particular, in logistic regression
with linearly separable data, Wu et al. [2023] showed that the implicit bias of GD (that maximizes
the margin) holds not only for small stepsizes [Soudry et al., 2018, Ji and Telgarsky, 2018] but also
for an arbitrarily large stepsize. In the same problem, Wu et al. [2024] further showed that large
stepsize GD that undergoes risk oscillation can achieve an O(1/t?) empirical risk, whereas small
stepsize GD that monotonically decreases the empirical risk must suffer from a Q(1/t) empirical risk.
Nonetheless, these theories of large stepsize GD are limited to relatively simple setups such as linear
models. The theory of large stepsize GD for nonlinear networks is underdeveloped.

This work fills the gap by providing an analysis of large stepsize GD for nonlinear networks. In the
following, we set up our problem formally and summarize our contributions.

Setup. Consider a binary classification dataset (x;,y;)™;, where x; € R? is a feature vector and
y; € {£1} is a binary label. For simplicity, we assume ||x;|| < 1 for all 7 throughout the paper. For a
predictor f, the empirical risk under logistic loss is defined as

n

L(w) =+ Uy f(wix), (1) =log(1+ ™). 1)

i=1

Here, the predictor f(w;-) : R? s R is parameterized by trainable parameters w and is assumed
to be continuously differentiable with respect to w. The predictor is initialized from w( and then
trained by gradient descent (GD) with a constant stepsize 7 > 0, that is,

Wil = W — ﬁVL(Wt), t Z 0. (GD)

We are interested in a nonlinear predictor f and a large stepsize 7. A notable example in our theory is
two-layer networks with Lipschitz, smooth, and nearly homogenous activations (see (2)). Note that
minimizing L(w) is a non-convex problem in general.

Observation. Empirically, large stepsize GD often undergoes a phase transition, where the empirical
risk defined in (1) oscillates in the first phase but decreases monotonically in the second phase (see
empirical evidence in Appendix A in [Cohen et al., 2020] and a formal proof in [Wu et al., 2024]
for linear predictors). This is illustrated in Figure 1. We follow Wu et al. [2024] and call the two
phases the edge of stability (EoS) phase [name coined by Cohen et al., 2020] and the stable phase,
respectively.
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Contributions. We prove the following results for large stepsize GD for training nonlinear predic-
tors under logistic loss.

1. For Lipschitz and smooth predictor f trained by GD with stepsize 7, we show that as long as the
empirical risk is below a threshold depending on 77, GD monotonically decreases the empirical
risk (see Theorem 2.2). This result extends the stable phase result in Wu et al. [2024] from linear
predictors to nonlinear predictors, demonstrating the generality of the existence of a stable phase.

2. Assuming that GD enters the stable phase, if in addition the preditor has a bounded ho-
mogenous error (see Assumption 1C), we show that the normalized margin induced by GD,
min; y; f (wy; x;)/||we||, nearly monotonically increases (see Theorem 2.2). To the best of our
knowledge, this is the first characterization of implicit bias of GD for non-homogenous predictors.
In particular, our theory covers two-layer networks with commonly used activations functions
(which are often non-homogenous) that cannot be covered by existing results [Lyu and Li, 2020,
Ji and Telgarsky, 2020, Chizat and Bach, 2020].

3. Under additional technical assumptions (the dataset is linearly separable and the derivative of
the activation function is bounded away from zero), we show that the initial EoS phase must
stop in O(7)) steps and GD transits to the stable phase afterwards. Furthermore, by choosing a
suitably large stepsize, GD achieves a O(1/t?) empirical risk after ¢ steps. In comparison, GD
that converges monotonically incurs an Q(1/¢) risk. This result indicates an optimization benefit
of using large stepsize and generalizes the results in [Wu et al., 2024] from linear predictors to
neural networks.

2 Stable Phase and Margin Improvement

In this section, we present our results for the stable phase of large stepsize GD in training nonlinear
predictors. Specifically, our results apply to nonlinear predictors that are Lipschitz, smooth, and
nearly homogeneous, as described by the following assumption.

Assumption 1 (Model conditions). Consider a predictor f(w;X;), where x; is one of the feature
vectors in the training set.

A. Lipschitzness. Assume there exists p > 0 such that for every w, sup, || Vw f(w;x;)|| < p.
B. Smoothness. Assume there exists 8 > 0 such that for all w, v,

IVfw;x;) = Vf(vixp)|]| <Bllw—=v]|, i=1,...,n.

C. Near homogeneity. Assume there exists k > 0 such that for every w,

|f(W;Xi)—<wa(W;Xi),W>‘SFE, izla“'an'

Assumptions 1A and 1B are commonly used conditions in the optimization literature. Note that
Assumption 1B implies continuous differentiability, thus ruling out networks with ReLU activation
function. The continuous differentiability is only used in our current stable phase analysis. We
conjecture it can be relaxed using subdifferentiability [Lyu and Li, 2020] for allowing ReL.U networks.

If K = 0, then Assumption 1C requires the predictor to be exactly 1-homogenous. Our Assumption 1C
allows the predictor to have a bounded homogenous error. It is clear that linear predictors f(w;x) :=
w | x satisfy Assumption 1 with p = sup;, ||x;|| < 1, 3 =0, and x = 0. Another notable example is

two-layer networks given by
1 & : ;
Fwix) = =3 agex W), wl) eRY,j=1,..m, @
j=1

where we assume a; € {£1} are fixed and w € R™4, the stack of (w(j))?";l, are the trainable
parameters. We define two-layer networks with the mean-field scaling [Song et al., 2018, Chizat
and Bach, 2020, Chen et al., 2022, Suzuki et al., 2023]. However, our results hold for any width.
The effect of rescaling the model will be discussed in Section 4. The following example shows that
Assumption | covers two-layer networks with many commonly used activations ¢(-). The proof is
provided in Appendix F.1.
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Example 2.1 (Two-layer networks). Two-layer networks defined in (2) with the following activation
functions satisfy Assumption 1 with the described constants:

* GELU. ¢(z) = Zerf(1 + (z/V?2)) with k = e V/2/\/2m, B = 2/m, and p = (V21 +
e~Y2)/\/2mm.

* Softplus. ¢(x) :=log(1 + e*) with k = log2, . =1/m, and p = 1//m.
o SiLU. ¢(z) :==z/(1+ e ®)withk =1, 8=4/m, and p = 2//m.
* Huberized ReLU [Chatterji et al., 2021]. For a fixed h > 0,

0 z <0,
plx):=¢8  0<az<h,
h

T—35 T>h,
withk = h/2, 8 =1/(hm), and p = 1/y/m.

Margin for nearly homogenous predictors. For a nearly homogenous predictor f(w;-) (see
Assumption 1C), we define its normalized margin (or margin for simplicity) as

Y(w) =

A large normalized margin 7(w) guarantees the prediction of each sample is away from the decision
boundary. The normalized margin (3) is introduced by Lyu and Li [2020] for homogenous predictors.
However, we show that the same notion is also well-defined for non-homogenous predictors that
satisfy Assumption 1C. The next theorem gives sufficient conditions for large stepsize GD to enter the
stable phase in training non-homogenous predictors and characterizes the increase of the normalized
margin. The proof of Theorem 2.2 is deferred to Appendix A.

min;ep, ¥ f (W3 X;)
[wll

3)

Theorem 2.2 (Stable phase and margin improvement). Consider (GD) with stepsize 1) on a predictor
f(w;x) that satisfies Assumptions 1A and 1B. If there exists r > 0 such that

1
H) = Sy

then GD is in the stable phase for t > r, that is, (L(W));>, decreases monotonically. If additionally
the predictor satisfies Assumption 1C and there exists s > 0 such that

. 1 1
Lws) < min { ent22n’ §j(4p? + 20) } ®

“

we have the following for t > s:

* Risk convergence. L(w;) = O(1/t).

* Parameter increase. ||wyi1| > ||wi| and ||w:]| = ©(log(t)).

* Margin improvement. There exists a modified margin function v¢(w) such that

— v¢(wy) is increasing and bounded.
— v¢(wy) is a multiplicative approximiator of ¥(wy), that is, there exists ¢ > 0 such that

) < 3tw) < (14 s o, o2

As a direct consequence, limy_, o, 3(w¢) = limy_, oo v¢(Wy).

Theorem 2.2 shows that for an arbitrarily large stepsize 7, GD must enter the stable phase if
the empirical risk falls below a threshold depending on 7 given by (4). Furthermore, for nearly
homogenous predictors, Theorem 2.2 shows that under a stronger risk threshold condition (5), the risk
must converge at a ©(1/¢) rate and that the normalized margin nearly monotonically increases. This
demonstrates an implicit bias of GD, even when used with a large stepsize and the trained predictor
is non-homogenous.
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Limitations. The stable phase conditions in Theorem 2.2 require GD to enter a sublevel set of the
empirical risk. However, such a sublevel set might be empty. For instance, let f(w;x) be a two-layer
network (2) with sigmoid activation. Notice that the predictor is uniformly bounded, | f(w;x)| < 1,
so we have

1 n
L I log(1 —yif(Wixi)) > 1oe(1 =1y
(w) ngog( +e ) > log(l+e")
On the other hand, we can also verify that Assumption 1C is satisfied by f(w;x) with x = 1 but no
smaller «. Therefore (5) cannot be satisfied. In general, the sublevel set given by the right-hand side
of Assumption 1C is non-empty if

there exists a unit vector v such that min y; f(Av;x;) — 0o as A — oo.
1

The above condition requires the data can be separated arbitrarily well by some predictor within
the hypothesis class. This condition is general and covers (sufficiently large) two-layer networks
(2) with many commonly used activations such as GeLU and SiLU. Moreover, although two-layer
networks with sigmoid activation violate this condition, they can be modified by adding a leakage to
the sigmoid to satisfy the condition. Furthermore, this condition can be satisfied for some nonlinear
problems like XOR (or k-parity problems) since they can be realized by two-layer networks.

In the next section, we will provide sufficient conditions such that large stepsize GD will enter the
stable phases characterized by (4) or (5).

Comparisons to existing works. Our Theorem 2.2 makes several important extensions compared
to existing results [Wu et al., 2024, Lyu and Li, 2020, Chizat and Bach, 2020, Ji and Telgarsky, 2020].
First, Theorem 2.2 suggests that the stable phase happens for general nonlinear predictors such as
two-layer networks, while the work by Wu et al. [2024] only studied the stable phase for linear
predictors. Second, the margin improvement is only known for small (and even infinitesimal) stepsize
GD and homogenous predictors [Lyu and Li, 2020, Chizat and Bach, 2020, Ji and Telgarsky, 2020],
while we extend this to non-homogenous networks. To the best of our knowledge, Theorem 2.2 is the
first implicit bias result covering large stepsize GD and non-homogenous predictors.

From a technical perspective, our proof uses techniques introduced by Lyu and Li [2020] for analyzing
homogenous predictors. Our main innovation is the construction of new auxiliary margin functions
that can deal with errors caused by large stepsize and non-homogeneity. More details are discussed
in Appendix A.3.

3 Edge of Stability Phase

Our stable phase results in Theorem 2.2 require the risk to be below a certain threshold (see (4)
and (5)). In this section, we show that the risk can indeed be below the required threshold, even when
GD is used with large stepsize. Recall that minimizing the empirical risk with a nonlinear predictor is
non-convex, therefore solving it by GD is hard in general. We make additional technical assumptions
to conquer the challenges caused by non-convexity. We conjecture that these technical assumptions
are not necessary and can be relaxed.

We focus on two-layer networks (2). We make the following assumptions on the activation function.

Assumption 2 (Activation function conditions). In the two-layer network (2), let the activation
function ¢ : R — R be continuously differentiable. Moreover,

A. Derivative condition. Assume there exists 0 < o < 1 such that o < |¢/(z)]| < 1.
B. Smoothness. Assume there exists 5 > 0 such that for all z,y € R, |¢/(z) — ¢/ (y)] < Blz — y|.
C. Near homogeneity. Assume there exists > 0 such that for every z € R, |¢(z) — ¢/(2)z] < k.

Recall that sup;, ||x;|| < 1. One can then check by direct computation that, under Assumption 2,
two-layer networks (2) satisfy Assumption 1 with p = 1/y/m, 8 = /m, and k = &.

Assumptions 2B and 2C cover many commonly used activation functions. In Assumption 2A, we
assume |¢’(z)| < 1. This is just for the simplicity of presentation and our results can be easily
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generalized to allow |¢'(z)| < C for a constant C' > 0. The other condition in Assumption 2A,
|¢'(2)| > «, however, is non-trivial. This condition is widely used in literature [see Brutzkus et al.,
2018, Frei et al., 2021, and references thereafter] to facilitate GD analysis. Technically, this condition
guarantees that each neuron in the two-layer network (2) will always receive a non-trivial gradient in
the GD update; otherwise, neurons may be frozen during the GD update. Furthermore, commonly
used activation functions can be combined with an identity map to satisfy Assumption 2A. This is
formalized in the following example. The proof is provided in Appendix F.2.

Example 3.1 (Leaky activation functions). Fix 0.5 < c¢ < 1.

« Let ¢ be GELU, Softplus, or SilU in Example 2.1, then its modification ¢(x) == cx+(1—c)/4-¢(x)
satisfies Assumption 2 with k = 1, a = 0.25, and 8 = 1. In particular, the modification of softplus
can be viewed as a smoothed leaky ReLU.

« Let ¢ be the Huberized ReLU in Example 2.1, then its modification ¢(x) := cx 4 (1 — ¢)/4 - ¢(x)
satisfies Assumption 2 with k = h/2, « = 0.5, and 8 = 1/4h.

* The “leaky” tanh, ¢(x) = cx + (1 — ¢)tanh(z), and the “leaky” sigmoid, ¢(z) = cx +
¢/(1+ e™%), both satisfy Assumption 2 with k = 1, = 0.5 and 5 = 1.

For the technical difficulty of non-convex optimization, we also need to assume a linearly separable
dataset to conduct our EoS phase analysis.

Assumption 3 (Linear separability). Assume there is a margin v > 0 and a unit vector w, such that
yix;rw* >~ foreveryi=1,...,n.

Assumption 3 serves as a sufficient condition for two-layer neural networks, regardless of width, to
reach the initial bound of the stable phase under large stepsizes. We remark that our stable phase
results do not need this assumption.

The following theorem shows that when GD is used with large stepsizes, the average risk must
decrease even though the risk may oscillate locally.

Theorem 3.2 (The EoS phase for two-layer networks). Under Assumption 3, consider (GD) on
two-layer networks (2) that satisfy Assumptions 2A and 2C. Denote the stepsize by 1 := mn, where
m is the network width and n can be arbitrarily large. Then for every t > 0, we have

o L4 8log’(y*nt)/a® +8k%/a® + 1 |wol® _ ) (log®(nt) +n”
- vt mt nt '

t—1

&+ | =

L(wy)
k=0
Theorem 3.2 suggests that the average risk of training two-layer networks decreases even when GD
is used with large stepsize. Consequently, the risk thresholds (4) and (5) for GD to enter the stable

phase must be satisfied after a finite number of steps. This will be discussed in depth in the next
section.

Compared to Theorem 1 in [Wu et al., 2024], Theorem 3.2 extends their EoS phase bound from linear
predictors to two-layer networks.

4 Phase Transition and Fast Optimization

For two-layer networks trained by large stepsize GD, Theorem 3.2 shows that the average risk must
decrease over time. Combining this with Theorem 2.2, GD must enter the stable phase in finite steps,
and the loss must converge while the normalized margin must improve.

However, a direct application of Theorem 3.2 only leads to a suboptimal bound on the phase transition
time. Motivated by Wu et al. [2024], we establish the following sharp bound on the phase transition
time by tracking the gradient potential (see Lemma C.3). The proof is deferred to Appendix C.

Theorem 4.1 (Phase transition and stable phase for two-layer networks). Under Assumption 3,
consider (GD) on two-layer networks (2) that satisfy Assumption 2. Clearly, the two-layer networks
also satisfy Assumption | with p = 1/\/m, B = 3/m, and k = k. Denote the stepsize by 1) :== mn),
where m is the network width and n > 0 can be arbitrarily large.

https://doi.org/10.52202/079017-2278 71311



 Phase transition time. There exists s < T such that (5) in Theorem 2.2 holds, where
128(1 + 4k) { con + cin con+cin (can+cin)  ||woll }
T = —————— max €17, C2n, €, log , . ,
n n n vm

where ¢y := 4e"*2 and cy 1= (8 + 43) Therefore (GD) is in the stable phase from s onwards.

(67

* Explicit risk bound in the stable phase. We have (L(w));>s monotonically decreases and
2
L <—— t > s.
T N

Theorems 2.2, 3.2 and 4.1 together characterize the behaviors of large stepsize GD in training two-
layer networks. Specifically, large stepsize GD may induce an oscillatory risk in the beginning; but
the averaged empirical risk must decrease (Theorem 3.2). After the empirical risk falls below a certain
stepsize-dependent threshold, GD enters the stable phase, where the risk decreases monotonically
(Theorem 4.1). Finally, the normalized margin (3) induced by GD increases nearly monotonically as
GD stays in the stable phase (Theorem 2.2).

Our intuition behind the phase transition phenomenon is as follows. The initial EoS phase occurs
when gGD oscillates within a steep valley, transitioning to a stable phase once it navigates into a
flatter valley. We believe this insight generalizes to broader nonlinear models. Moreover, our theory
of large step sizes aligns with the celebrated flat minima intuition [Keskar et al., 2016].

Fast optimization. Our bounds for two-layer networks are comparable to those for linear predictors
shown by Wu et al. [2024]. Specifically, when used with a larger stepsize, GD achieves a faster
optimization in the stable phase but stays longer in the EoS phase. Choosing a suitably large stepsize
that balances the steps in EoS and stable phases, we obtain an accelerated empirical risk in the
following corollary. The proof is included in Appendix C.2.

Corollary 4.2 (Acceleration of large stepsize). Under the same setup as in Theorem 4.1, consider
(GD) with a given budget of T steps such that

256(1 + 4 2
7 200 +4%) e, acz, 2wl 1
a?~? vm

where ¢y := 4e"t2 and ¢y := (8 + 45) are as in Theorem 4.1. Then for stepsize 1 := nm, where
2,2
= Lﬂ
256(1 + 4k)co
we have 7 < T/2 and

2048(1 + 4Kk)ca 1 1

Theorem 4.1 and Corollary 4.2 extend Theorem 1 and Corollary 2 in Wu et al. [2024] from linear
predictors to two-layer networks. Another notable difference is that we obtain a sharper stable phase
bound (and thus a better acceleration bound) compared to theirs, where we remove a logarithmic
factor through a more careful analysis.

Corollary 4.2 suggests an accelerated risk bound of O(1/T?) by choosing a large stepsize that
balances EosS and stable phases. We also show the following lower bound, showing that such accel-
eration is impossible if (GD) does not enter the EoS phase. The proof is included in Appendix C.3.

Theorem 4.3 (Lower bound in the classical regime). Consider (GD) with initialization wy = 0 and
stepsize 11 > 0 for a two-layer network (2) satisfying Assumption 2. Suppose the training set is given

by
x1 =1, V1=9%), x2=(7,—V1-72/2), y1=yp=1 0<vy<0.L

It is clear that (X, i), , satisfy Assumption 3. If (L (W¢)) > is non-increasing, then
L(wi) >coft, t>1

where ¢y > 0 is a function of (o, ¢, X1, X2, 7, K, 3) but is independent of t and 1.
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Effect of model rescaling. We conclude this section by discussing the impact of rescaling the
model. Specifically, we replace the two-layer network in the mean-field scaling (2) by the following

1 « ,
fwix) =b- — ;W(xTw“)),

and evaluate the impact of the scaling factor b on our results. By choosing the optimal stepsize that
balances the EoS and stable phases as in Corollary 4.2, we optimize the risk bound obtained by GD
with a fixed budget of 7" steps and get the following bound. Detailed derivations are deferred to
Appendix D.

_(o(/T?)  ifb>1,
Llwr) = {O(b‘3/T2) ifh<1.

This suggests that as long as b > 1, we get the same acceleration effect. In particular, the mean-field
scaling b = 1 [Song et al., 2018, Chizat and Bach, 2020] and the neural tangent kernel (NTK) scaling
b= +/m [Du et al., 2018, Jacot et al., 2018] give the same acceleration effect. An NTK analysis of
large stepsize is included in [Wu et al., 2024] and their conclusion is consistent with ours. Finally, we
remark that our analysis holds for any width m and uses techniques different from the mean-field or
NTK methods. However, our acceleration analysis only allows linearly separable datasets.

5 Experiments

We conduct three sets of experiments to validate our theoretical insights. In the first set, we use a
subset of the CIFAR-10 dataset [Krizhevsky et al., 2009], which includes 6,000 randomly selected
samples from the “airplane” and “automobile” classes. Our model is a multilayer perceptron (MLP)
with four trainable layers and GELU activation functions, with a hidden dimension of 200 for each
hidden layer. The MLP is trained using gradient descent with random initialization, as described in
(GD). The results are shown in Figures 1(a) to 1(c).

In the second set of experiments, we consider an XOR dataset consisting of four samples:
X1 = (_1a _1)>y1 = 1; X2 = (17 1)1y2 = 1; X3 = (17_1)7y3 = _1; X4 = (_1»1)72/4 = -1

The above XOR dataset is not linearly separable. We test (GD) with different stepsizes on a two-layer
network (2) with the leaky softplus activation (see Example 3.1 with ¢ = 0.5). The network width is
m = 20. The initialization is random. The results are presented in Figures 2(a) to 2(c).

In the third set of experiments, we consider the same task as in the first set of experiments, but we test
(GD) with different stepsizes on a two-layer network (2) with the softplus activation. The network
width is m = 40. The initialization is random. The results are presented in Figures 2(d) to 2(f).

Margin improvement. Figures 1(b), 2(c) and 2(f) show that the normalized margin nearly mono-
tonically increases once gradient descent (GD) enters the stable phase, regardless of step size. This
observation aligns with our theoretical findings in Theorem 2.2.

Fast optimization. From Figures 1(a), 2(a) and 2(d), we observe that after GD enters the stable
phase, a larger stepsize consistently leads to a smaller empirical risk compared to the smaller stepsizes,
which is consistent with our Theorem 4.1 and Corollary 4.2. Besides, Figures 2(b) and 2(e) suggest
that, asymptotically, GD converges at a rate of O(1/(7jt)) = O(1/(nt)) (The width of networks is
fixed), which verifies the sharpness of our stable phase bound in Theorem 4.1.

Margin of individual neurons. It is important to note that while the normalized margin behaves as
expected, the margin for individual neurons may not increase and can remain negative, even when
the dataset is linearly separable. A detailed example illustrating this is provided in Appendix E.

6 Related Works

In this section, we discuss related papers.
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Figure 2: Behavior of (GD) for two-layer networks (2) with leaky softplus activation function (see
Example 3.1 with ¢ = 0.5). We consider an XOR dataset and a subset of CIFAR-10 dataset. In both
cases, we observe that (1) GD with a large stepsize achieves a faster optimization compared to GD
with a small stepsize, (2) the asymptotic convergence rate of the empirical risk is O(1/(7jt)), and (3)
in the stable phase, the normalized margin (nearly) monotonically increases. These observations are
consistent with our theoretical understanding of large stepsize GD. More details about the experiments
are explained in Section 5.

Small stepsize and implicit bias. For logistic regression on linearly separable data, Soudry et al.
[2018], Ji and Telgarsky [2018] showed that the direction of small stepsize GD converges to the
max-margin solution. Their results were later extended by Gunasekar et al. [2017, 2018], Nacson
etal. [2019c,a,b], Ji et al. [2021], Lyu and Li [2020], Ji and Telgarsky [2020], Chizat and Bach [2020],
Chatterji et al. [2021], Kunin et al. [2022] to other algorithms and non-linear models. However,
in all of their analysis, the stepsize of GD needs to be small such that the empirical risk decreases
monotonically. In contrast, our focus is GD with a large stepsize that induces non-monotonic risk.

Two papers [Nacson et al., 2019a, Kunin et al., 2022] studied margin maximization theory for a
special form of non-homogenous models. Specifically, when viewed in terms of different subsets of
the trainable parameters, the model is homogeneous, although the order of homogeneity may vary.
Compared to their setting, our non-homogenous models only require a bounded homogenous error
(see Assumption 1C). Therefore, our theory can cover two-layer networks (2) with non-homogeneous
activations such as GELU and SiLU that cannot be covered by [Nacson et al., 2019a, Kunin et al.,
2022].

Large stepsize and EoS. In practice, large stepsizes are often preferred when using GD to train
neural networks to achieve effective optimization and generalization performance [see Wu and Ma,
2018, Cohen et al., 2020, Barrett and Dherin, 2020, and references therein]. In such scenarios, the
empirical risk often oscillates in the beginning. This phenomenon is named edge of stability (EoS) by
Cohen et al. [2020]. The theory of EoS is mainly studied in relatively simplified cases such as one-
or two-dimensional functions [Zhu et al., 2022, Chen and Bruna, 2023, Ahn et al., 2022, Kreisler
et al., 2023, Wang et al., 2023], linear model [Wu et al., 2023, 2024], matrix factorization [Wang
et al., 2022a, Chen and Bruna, 2023], scale-invariant networks [Lyu et al., 2022], linear networks
under MSE loss [Ren et al., 2024, Andriushchenko et al., 2023], for an incomplete list of references.
Compared to them, we focus on a more practical setup of training two-layer non-linear networks
with large stepsize GD. There are some general theories of EoS subject to subtle assumptions [for
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example, Kong and Tao, 2020, Ahn et al., 2022, Ma et al., 2022, Damian et al., 2022, Wang et al.,
2022b, Lu et al., 2023], which are not directly comparable to ours.

In what follows, we make a detailed discussion about papers that directly motivate our work [Lyu
and Li, 2020, Ji and Telgarsky, 2020, Chatterji et al., 2021, Wu et al., 2024].

Comparison with Lyu and Li [2020], Ji and Telgarsky [2020]. Both results in [Lyu and Li, 2020,
Ji and Telgarsky, 2020] focused on L-homogenous networks. Specifically, Lyu and Li [2020] showed
that a modified version of normalized margin (see (3)) induced by GD with small stepsize (such
that the risk decreases monotonically) increases, with limiting points of {w;/||w|| }$2, converging
to KKT points of a margin-maximization problem. Under additional o-minimal conditions, Ji and
Telgarsky [2020] showed that gradient flow converges in direction. Our work is different from theirs
in two aspects. First, we allow GD with a large stepsize that may cause risk oscillation. Second, our
theory covers non-homogenous predictors, which include two-layer networks with many commonly
used activation functions beyond the scope of [Lyu and Li, 2020, Ji and Telgarsky, 2020]. Compared
to Lyu and Li [2020], Ji and Telgarsky [2020], we only show the improvement of the margin, and
our theory is limited to nearly 1-homogenous predictors (Assumption 2C). It remains open to show
directional convergence and to extend our near 1-homogenity condition to a “near L-homogeneity”
condition for a general L.

Comparison with Chatterji et al. [2021]. The work by Chatterji et al. [2021] studies the conver-
gence of GD in training deep networks under logistic loss. Their results are related to ours as we both
consider networks with nearly homogeneous activations and we both have a stable phase analysis (al-
though this is not explicitly mentioned in their paper). However, our results are significantly different
from theirs. Specifically, in our notation, they require the homogenous error x (see Assumption 2C)
to be smaller than O(log(1/L(ws))/||ws||) = O(F(ws)), where s is the time for GD to enter the
stable phase. Note that the margin when GD enters the stable phase could be arbitrarily small. In
comparison, we only require the homogenous error to be bounded by a constant. As a consequence,
we can handle many commonly used activation functions (see Example 2.1) while they can only
handle the Huberized ReLLU with a small /& in Example 2.1. Moreover, they require the stepsize 7 to
be smaller than O(r/||w||®) , thus they only allow very small stepsize. In contrast, we allow 7} to be
arbitrarily large.

Comparison with Wu et al. [2023, 2024]. The works by Wu et al. [2023, 2024] directly motivate
our paper. In particular, for logistic regression on linearly separable data, Wu et al. [2023] showed
margin maximization of GD with large stepsize and Wu et al. [2024] showed fast optimization of
GD with large stepsize. Our work can be viewed as an extension of [Wu et al., 2023, 2024] from
linear predictors to non-linear predictors such as two-layer networks. Besides, our results for margin
improvement and convergence within the stable phase (Theorem 2.2) hold for the general dataset,
while their results strongly rely on the linear separability of the dataset.

7 Conclusion

We provide a theory of large stepsize gradient descent (GD) for training non-homogeneous predictors
such as two-layer networks using the logistic loss function. Our analysis explains the empirical
observations: large stepsize GD often reveals two distinct phases in the training process, where the
empirical risk oscillates in the beginning but decreases monotonically subsequently. We show that
the phase transition happens because the average empirical risk decreases despite the risk oscillation.
In addition, we show that large stepsize GD improves the normalized margin in the long run, which
extends the existing implicit bias theory for homogenous predictors to non-homogenous predictors.
Finally, we show that large stepsize GD, by entering the initial oscillatory phase, achieves acceleration
when minimizing the empirical risk.
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A Stable Phase Analysis

In this section, we will prove results for a general smooth predictor f(w;x) under the logistic loss in
the stable phase. Before the proof, we introduce some notations here.

Notation. We use the following notation to simplify the presentation.

* qi(t) =y f(We;Xi), Guin(t) = minepy) ¢i ().
* Ly = L(wy), pr = ||wella.

Then, we have the following expression:

n

Liw) = =3~ tai(0)

i=1
Here, we give a summary of this section. The proofs are organized into 5 parts.

* In Appendix A.l, we characterize the decrease of loss L;.

* In Appendix A.2, we characterize the change of the parameter norm p;.

* In Appendix A.3, we show the convergence of the normalized margin 7 (wy).

* In Appendix A.4, we characterize the sharp rates of loss L; and parameter norm p;.
* In Appendix A.5, we give the proof of Theorem 2.2.

A.1 Decrease of the Loss
In this section, we will show that the loss L; decreases monotonically in the stable phase. To begin
with, we introduce the following definition which is another characterization of 5-smoothness.

Definition 1 (Linearization error). Given a continuously differentiable function f : R? — R and two
points w, v € RY, the linearization error of f(v) with respect to w is:

EfYw,v) = f(v) = f(w) = Vf(w) " (v —w).
For a S-smooth function, standard convex optimization theory gives the following linearization error

bound.

Fact A.1 (Linearization error of -smooth function). For a 3-smooth function f : R* — R, we have
B
AW, v) = f(v) = [(w) = VI (W) (v = w) < S|Iv = W[}, for everyw and v.

We first show a stable phase bound for general smooth and Lipschitz predictors. The following is an
extension of Lemma 10 in [Wu et al., 2024]. Since we do not require f to be twice differentiable,
extra efforts are needed.

Lemma A.2 (Self-boundedness of logistic loss). For the logistic loss £(z) := log(1 + exp(—z)), we
have
0<l(z2)—l(x) =0 (x)(z —x) < 2(2)(2 — x)*

for|z—z| < 1.

Proof of Lemma A.2. See the proof of Proposition 5 in [Wu et al., 2024]. The lower bound is by the
convexity of £(-). O

The next lemma controls the decrease of the risk L;.

Lemma A.3 (Decrease of L;). Suppose Assumptions 1A and 1B hold. If L(w;) < ﬁ;Q’ then we have
—(1+ BAL(W))IVL(we)|[* < L(Wiir) — L(wy) < (1 = (2p° + B)L(w)) [ VL(wo)[|.

Particularly, this indicates that if L(w;) < m, then L(wiy1) < L(wy).
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Proof of Lemma A.3. By Assumptions 1A and 1B, we have ||V f||2 < p and f(w;x) is 3-smooth as
a function of w. Therefore, for every i € [n] we have

|qi(t +1) = :(B)] = [yi (f (Wepa;%0) = f (W x0))]
= |Vf (Wi +0(Wes1 —Wi) ;%) | (Wegr — wy)| by intermediate value theorem

< pllwitr — wi|
< || VL since w1 = w; — VL
< p*iLy < 1. since ||V Li|| < Lyp
Then by Lemma A.2, we have
Ugi(t+1)) < L(qi(t) + 0 (qi() (@it +1) = q;(t)) + 20(qi(8)) (s (t + 1) — q:(1))?
< Uqi(t) + ' (qi(®) iV F (Wi %), Wer — W) + [€(g5(8)] - [E[F](We, W)
+20(qi (1)) (@it +1) — ai(1))?
since q;(t + 1) — qi(t) = (¥ V f(We; Xi), Wir1 — W) + yil[f1(We, Wiir)
< Uqi() + (@) WiV F(Wes i), Weir = We) +(qi(8)) (B + 20°) [Wer — we|.
by Fact A.1 and the previous inequality
Taking an average over all data points, we have
Liyr < Ly = | VL |* + (20% + B) Le |V Le %,
which is equivalent to
Lg1 — Ly < =ij(1 = (2p° + B)7Le) [V Le|*.

We complete the proof of the right hand side inequality. The left hand side inequality can be proved
similarly. In detail, we can show that:

Uqi(t+1)) = Uqi(t) + £(qi(0) (@it + 1) — ¢i(t)
> U(gi(t) + 0 (qi(8)) (Wi Vf (Wi %), e — W) — [0 (gi(8))] - [ELf](We, Wi
Taking the average over all data points, we have
Lit1 > Ly — (1 + BiLe) |V Le ||
Now we have completed the proof. O

A.2 Increase of the Parameter Norm

In this section, we demonstrate that the parameter norm, p;, increases monotonically during the
stable phase. We introduce a crucial quantity, v, defined as the inner product of the gradient and the
negative weight vector:

V= <VL(Wt), _Wt>~
This quantity, v, plays a key role in controlling the increase of the parameter norm. Notably, v,
appears as the cross term in the expression ||w¢1]|? = ||w; — 7V L(w;)||?. By managing v;, we can
effectively characterize the increase in the parameter norm.

Recall that our loss function is £(z) := log(1 4 e~). Inspired by Lyu and Li [2020], we define the
following two auxiliary functions for the logistic loss:

P(x) = —log(l(x)) = —loglog(l+e™%), z€R,
o(z) =y Hx) = —log(e®  —1), zeR.
One important remark is that if we change the loss to the exponential loss, both v and ¢ will be the

identity function. Since the logistic loss and the exponential loss have similar tails, our ¢)(z) and ¢(z)
are close to the identity function, i.e.,

(©)

Y(x) ~ 1(x) = x, forzx large enough.
Then, we have an exponential-loss-like decomposition of L;:

1 & 1 & _
Ly=—3 Ha(h)=—> e v, )
i=1 i=1

These two functions 1, ¢ will help us to analyze the lower bound of v;. First, we list some properties
of 1) and ¢ here.
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Lemma A.4 (Auxiliary functions of ). The following claims hold for ¢, 1), and ¢.
o U(z) = e V@),

* ( is monotonically decreasing, while 1 and 1 are monotonically increasing.
(@) = oy

» ' (x)x is increasing for x € (0, +00).

Proof of Lemma A.4. The first two properties are straightforward. For the third property, we apply
chain rule on ¥ (¢(x)) = x to get
¥ (e(2))e () = 1.

For the fourth property, notice that

W (x)z =

T
(1+e®)log(l+e )

The denominator is positive and decreasing since

d
T [(1+e")log(l+e )] =€"log(l+e ) —1<e"e ™ —1=0.

Combining this with the fact that x is positive and increasing, we have the desired result. O

Besides, we have the following property of ¢. This is the key lemma to handle the homogeneous error.
Actually, this lemma is another way to show +() is close to the identity function.

Lemma A.5 (Property of ¢). For every x € R, we have

Hz) > x + loglog 2.
V(x)
Proof of Lemma A.5. Recall that
ox) = —loge” " —1), J(2)= "
ec " —1
Lety = e~*. We have
Wz)  —log(e® " —1)(e® " —1) —log(e¥ —1)(e¥ —1)
J(z) e e N evy '
Define s(y) = LL,((?) — 2 — loglog 2. Then,
—log(e? —1)(e¥ —1
s(y) = 8l X )y log(y) — loglog 2,
evy
vy 1
/ _ Yy . € y
s'(y) = log(e’ — 1) T
—_———
>0

Note that the sign of s’ is determined by log(e¥ — 1). For 0 < e¥ < 2, s'(y) < 0 and s(y) is
decreasing; for e¥ > 2, s(y) is increasing. Therefore,

min s(y) = s(log2) = 0.
€

0,00)

Since z = — log y, we have the desired result. O

Another important property of ¢ is that it can provide a lower bound for gy, (2).
Lemma A.6 (¢ bound g,in). For everyt > 0, we have

Gmin (t) > L( - log(Lt) — 10g TL) .

https://doi.org/10.52202/079017-2278 71321



Proof of Lemma A.6. We use (7) to get

1 1
~Ugin(1)) < Ly = e W) <
n n

= (qmin(t)) > —logn —log Ly
= Gmin(t) > ¢( —log(L¢) — logn). by Lemma A.4
Then, we complete the proof. 0

Now, we are ready to give a lower bound of v;. The following lemma is an extension of Corollary
E.6 in Lyu and Li [2020], where they dealt with a homogeneous model and the exponential loss; we
extend this to a non-homogeneous model. The key ingredient is Lemma A.5.

Lemma A 7 (A lower bound of v;). Suppose Assumption 1C holds. Consider vi := (VL(W¢), —Wy).
Ith then

= 2,,“9»{ ’

Vt > —Lt IOg(QTlGHLt) > 0.

Proof of Lemma A.7. By definition, we have
= (VL(wy¢), —wy)

_ _% SO (i f (W x0) )iV f (Wi %), we)

i=1

= **Zﬁ/ i f (Wi x:))yi f(we; x;) ZE’ yif (Wi x; )(yi<Vf(Wt;xi),Wt> *yif(WtQXi))
=1

> —% Z C(yi f(We; xq))yi f (We; i) — KLy

i=1
since |[¢/(z)] < £(z) and |(V f(wy;%;), wi) — f(Wy;%;)| < k by Assumption 1C

= %Z e V@Y (qi(1))qs(t) — kL. since () = exp(—(-))
1=1

Applying Lemma A.6 and Lemma A .4, we have

¢i(t) > quin(t) > 1( —log(nLy)) := —log(e™"* — 1) > —log(e> — 1) > 0.
Then we can apply Lemma A.4 to get
¥ (ai()ai() > ' (o~ log(nL.)) )o( — log(nLy) = ((__llggm
Invoking Lemma A.5, we have
t( —log(nLy))
V(—log(nLy)) ~
Putting the above two inequalities together, we have
¥ (qi(t))qi(t) > —log(2nL;), foreveryi=1,...,n.
Plugging this back to the bound of v;, we get

—log(nL) +loglog2 > —log(nL:) + loglog e = — log(2nLy;).

1~ v
ve > - Zl e V@) log(2nL;) — kL,
= _Lt IOg(QTZLt) - K}Lt
= _Lt 10g(27’l€nLt) > 0.

This completes the proof. O

Right now, we get a lower bound for v, which is the cross term in the expression of ||w;1]|%. The
next lemma controls the increase of the parameter norm p; using v; and L.
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Lemma A.8 (The increase of p;). Suppose Assumptions [IA and 1C hold. If Ly <
: 1 1
min {W’ W}, then
0 < 20wy < p2, — p2 < iy - o1
= ST =Pl T P = ST 2log(2nerLy) )
Proof of Lemma A.S. By definition, we have
Pier = P} = 20V Lo, —we) + 77| VL
= 2fjv; + 77||V L¢||* > 27w, > 0,
where the last inequality is by Lemma A.7. Besides,
. 7l[VL|?
Pi1 — Pi = 20 (1 + o,
nLip°
< 27, (1 + 2t ) by ¢ < ¢, Assumption 1A, and Lemma A.7
Ut
Ly 1
<2fu | 14 — by I} < ————
= "”t< * 21),5) VS a2 1 28)
1

<2qu 1l — ———— ). by Lemma A.7

< 77Ut< 210g(2ne"“Lt)> y Lemma
This completes the proof. O

A.3 Convergence of the Margin

In this section, we show that the normalized margin of a general predictor converges in the stable
phase. Recall that we define the (normalized) margin as

T (w) = min;e ) ¥ f (W5 X;)
o Iwll

However, this normalized margin is not a smooth function of w. Instead, we consider a smoothed
margin v as an easy-to-analyze approximator of the normalized margin [Lyu and Li, 2020]

,Ya(w) — logL(Wt) )
[wliz

We see that v is a good approximator of 4. We can then use 7 to analyze the convergence of

the normalized margin since they share the same limit (if it exists). While v is relatively easy to

analyze for gradient flow [Lyu and Li, 2020], analyzing that for GD with a large (but fixed) stepsize

is hard. To mitigate this issue, we construct another two margins that work well with large stepsize

GD following the ideas of Lyu and Li [2020].

Under Assumption 1, we define an auxiliary margin as

. ©))
and a modified margin as

(L(w)) Lt (457 4 98V
yo(w) = 67, where ®(z) := log(— log(2ne”z)) + W

(10)
[w

These two margins provide a second-order correction when viewing large stepsize GD as a first-order
approximation of gradient flow. In the following discussion, we will show that 7(w) ~ v%*(w) =~
vt (w) = v¢(w). At last, we will use the convergence of v¢(w;) to prove J(w;) converges.

The following lemma shows that 7(w) ~ v*(w).

Lemma A.9 (Smoothed margin). For the smooth margin v*(wy) defined in (8) and the normalized
margin y(wy) defined in (3), we have
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e When L; < ﬁ, we have
qmin(t) S - IOg Lt S IOg(QTl) + qmin(t)a

and
log(2n)

Pt

F(we) <7 (we) <3(we) +
* Assume Assumption 1C holds. If Ly — 0, then |y*(wy) — 7(wy)| — 0.

Proof of Lemma A.9. To prove the first claim, notice that

N |

1
Lt S % - E(Qmin(t)) = log(l +eXp(7Qmin(t))) § nLt S
Therefore we have
emamin(t) < o3 1 <1,
Using § <log(l +2) <z for0 <z <1, we get

1
5e_‘lmin(t) S Z(len(t)) — log(l + e_Qmin(t)) S e_Qmin(t).

Then we can bound L; by

1 ) 1 g
%efqmm(t) < Eé(Qmin(t)) <L, < e(qmin(t)) <e qmm(t)’
which is equivalent to

Qmin(t) S - 1Og Lt S log(Zn) + QGmin (t)

Dividing both sides by p; proves the second claim:
_ Gmin(t) —log L; log(2n)  1og(2n) + Gumin(t)

F(wy) = ——= < A%(wy) = < ~(wy) + .
(we) Pt (we) Pt (we) Pt Pt

For the last claim, we only need to show that p; — oo. This is because if L; — 0, we have for
any i € [n], yif(Wy;2;) — 00. Using y; f(wy; ;) < Cr xl|w|| + C, from Lemma G.2, we have
Pt = ||WtH2 —r OQ. ]

The following lemma shows that v¢(w) = 7(w).
Lemma A.10 (Modified and auxiliary margins). Suppose that Assumption 1 holds. For the modified
margin v°(w;) defined in (10) and the auxiliary margin v°(w;) defined in (9), we have

e IfL; < m%ﬁ, there exists a constant ¢ such that

c

(W) <9 (we) < F(w) < (1 * log(1/L(wy)

)t

Proof of Lemma A.10. To prove the first two inequalities, notice that

L+ (4p* +2B)7

*i) = —log(ne" L) - exp ( log(2ne~Ly)
t

) using (10)

1+ (4p2 + 2B)7 _
< —log(2ne”Ly). since Ly < ——, ex M < 1, and log(2ne"L;) > 0
2ne~ log(2ner~Ly)
< —log(L:) — log(2n)
< Gmin(t)- By argument | in Lemma A.9

Using the above, (8) to (10), we have

e®(LwW))  _og(2ne”Ly)
Iwill = fwil

V(W) = = 7b(wy) <
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Then, we will prove the remaining inequality. First, we have
Ywe)  A(we) 7 (wy)
Ye(we) A (we)  ye(we)
Qmin(t) . exp 1+ (4/72 + 25)77
—log(2nerLy) —log(2nerLy)
“log(Ly) (14 (49* + 2B)i
~ —log(2ne~Ly) P —log(2nerLy)
K 2 ~
(14 log(2ne”) exp 1+ (4p* 4+ 28)7 .
—log(2nerLy) —log(2ne” L;)

To simplify the notation, we let ¢1 == 1+ (4p* 4 23)7 and ¢, = log(2ne”). Since Ly < 5—rz =
—log(2ne®L;) > 2 > 1, we have

By the definitions of 7, 4 b e

/

Since quin(t) < log(—L;) by Lemma A.9

1+ (4p* +28)7 c oy
—log(2ne® Ly) —log(2nesLy) — 1'
Besides, given x < ¢, we have ¥ < 1 4 e®x. Therefore,
1 4p% + 28)7
exp + (4p* + 28)7 — exp c1 <14 c1exp(cy) '
—log(2ne~Ly) —log(2ne~Ly) —log(2ne~Ly)

Plugging this into the bound for 5(w)/v°(w;), we get
Y(We) C2 c
—(1+—"2 ). I S
7e(wi) ( h—1og<2ne~Lt>> P <~—1og(2ne*Lt>>

Co exp(c1)er
<(1+— ) (14+ —
- ( + —log(2ne"‘Lt)> ( + —log(2ne"‘Lt)>

¢ + exp(cr)er + cacr exp(er)
—log(2ne~Ly)

14 c2 4 exp(cr)er + cacq exp(cr)
N —logLi — ¢ ’
Note that — log L; — co > 2 > 1. Because wfcz is decreasing when z > ¢ + 1, we have
—log L, 1 co+1
— < 1l = < .
—log Ly — ¢ set —log Ly —coy = —log L,

<1+ Since — log(2ne”L;) > 1

Plug this inequality into the previous bound for 5 (w;)/v¢(w;) and we get

Y(we) <14 (ca +exp(ci)er + cacyexp(cr))(e2 + 1).

Yo (we) —log Ly
Let ¢ := (c2 + exp(c1)c1 + cacq exp(cr))(e2 + 1). We complete the proof. O

The next lemma shows the convexity of ® defined in (10). The convexity will help us analyze the
change of v¢(w;) in the gradient descent dynamics. Specifically, we are going to use the property
that

(x) — B(y) = ¥(y)(x —y), forallz,y.
Lemma A.11 (Convexity of ®). The function ®(x) defined in (10) is convex for 0 < r < 5—

Proof of Lemma A.11. Check that
L- log(QiLe'fx) (1 + (4[)2 + 26)ﬁ>

&' (z) =
() x log(2nerx)

)

and that

(1+ (4p% 4 2B)7) - (2 + log(2ne”z)) — log? (2nerx) — log(2ne” )

(P// ) =
@) 22 log® (2ner )
1

Note that when x < we have log(2ne”z) < —2, which implies

Tner TR
2 +log(2ne”z) <0, log(2ne"z) < 0, and — log?(2ne”z) — log(2ne”z) < 0.
Plugging these into the previous equality, we have ®”(x) > 0 when 0 < z < m O
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Before we dive into the proof of the monotonic increasing v¢(wy), we show that v¢ is bounded first.

The convergence of 7€ is a direct consequence of the monotonic increasing and the boundedness of
Cc

~C.
Lemma A.12 (An upper bound on +°, v, v* and 7°). When L; < {
there exists By such that

1 1
e T | ort 2 5

log 2n

(W) < AP (W) <% (wy) < F(wy) + < By.

Ps

Proof. Apply lemma A.8, we have ||w|| > p; > ps. Then we can apply lemma G.2 and there exists
a constant C,,_ ,; such that for all 7,

yif (Wi %) < Cp Wil

Hence,
_ arg min;e ) yif (we; X;)
’Y(Wt) = ||WtH < Cpsw“i‘
Besides, by Lemma A.9, we have
_ log 2n log 2n
(W) < A(W) + 2R <O+
pt ps
By Lemma A.10, we have
log 2n

Ye(wi) < AP (we) < v (W) < Cp e +

S

Let By = C), . + logpﬂ. Then, we complete the proof. O

The following lemma is a variant of Proposition 5, item 1, in [Wu et al., 2024]. Before the lemma, we
need some auxiliary definitions. let us define
Wi

0,5 = VvV == gtgj(—VLt% M = (I — BtOtT)(—VLt)

[[wel|”

Therefore, we have
IVL|? = llwel|® + [lpee]*.

The key point of this decomposition is that we consider the gradient of the loss function as a sum of
two orthogonal components. The first component v, is the component in the direction of w, and the
second component p; is the component orthogonal to w;. We will show that the modified margin
~¢(w;) is monotonically increasing. And the increase of v¢(w;) is lower bounded by a term that
depends on || |2

Lemma A.13 (Modified margin is monotonically increasing). Suppose Assumption I holds. If there
exists s such that

1 1
L? < i ) ~ 3
= { ert22n’ 0j(4p* + 28) }

then for t > s, we have

e Liy1 < Ly

o v > —L;log(2ne”Ly) > 0.

* Pl — Pp = 200
 10g7"(Wis1) — log 1 (we) > 2 ||pa[|* log 22,

As a consequence, ¢ (wy) admits a finite limit.
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Proof of Lemma A.13. The first claim is by Lemma A.3 and induction. The second and the third
claims are consequences of Lemmas A.7 and A.8, respectively. We now prove the last claim. By
Lemma A.3, we have

Liy1 — Ly = L(wig1) — L(wy) < =ij(1 = (2p° + B)iiLy) ||V Le |-

-1
ZTog(2neF Ly)

Multiplying both sides by 2”% > 0, we get

[ 1
2log(2ne” Ly) ~ 2
20 (Lyy1 — Ly) < =2 1— —— | ||VL]|*.
T= (02 + Byl ot en L) < ””t< 2log<2neﬂLt>> [VZ
From Lemma A.8 we have
1
0< gy —pf <2 (1- 5o ).
S Pipr — Py S 4NVt 2 log(2ne" Ly)
Using the above we get
1—-— 1
2log(2ne” Ly) 2 2 2
2vi(Lyg1 — Ly) < — — VL~ 11
1— (202 + B)iLs vt(Lis1 — Le) < —(pia — pi)IIVL| )
Recall that
2 2 2
VL = [[vell” + el
For v, we have
1 V¢
[ve]| = —(wi, =V L) = —.
Pt Pt
Then we can decompose ||V L ||? as
2
v
IV Ll = el + llpeel* = ,Tt? + [l e (12)
t

Plugging this into (11) and dividing both two sides by 2v?, we have

[ B . L
2log(2ner~ Ly) 9 ) 2 )
Lisi — Le) € —— (02, — o) = + 24 .
(1—(2p2 +5)77Lt)vt( t+1 t) < 2 (P¥+1 Pt)<2 + 2vt2||m|| )
By Lemma A.7, we have v; > —L;log(2ne~L;). Define
1
W(z) = — 1~ siognes)
. (1 —(2p% + B)fx)xlog(2nerz)’
Then we have
11
1 ner Ly
V(L) (L1 — Lt) = — 2log(2ne~Ly) (Loss — L)

(1= (20 + B)ilL¢) Ly log(2ne” L)
1
L- 2log(2ne~Ly)

< =

(1= (207 + B)iLe)ve
1, 2 1 P? 2

< _;%(Pt - Pt+1)(2 + 2”? ||Ht|| .

We are going to show that ¥(z) < —®’(x). Note that when 0 < 2 < min {ﬁ, m}, we
have log(2ne®z) < 0 and 1 — (2p* + B)ijz) > 3 > 0. Therefore, we have

(Lt41 — L) (13)

1 — o -1
2log(2nerx)
U(z) = : . 14
(@) 1— (2024 B)ijz  xlog(2nerzx) (14)
=J>0 >0
To get an upper bound of ¥(z), we just need an upper bound of J. Let a := W}w%) > (0 and

b:= (2p% + B)ijz € (0,1/2]. Then we invoke Lemma G.4 to get
1+a

1
Ji=——— <1420 +2=1——— + (4p> + 28)7z.
1-b~ et log(2nerx) + "+ 28)i
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Recall that z < ——— < and 2ne” > 1. Then we apply Lemma G.3 to get x <

ert22n — 2ne*‘ log(2ne"x)'
Plugging this into the bound of J, we get
1
J<l— ———— + (4p* +28)x <1 — ———— (1 + (4p> + 28)7). 15
S fog@nera) + (4p” +28)7x < 1Og(gmw)( + (4p° +28)7) (15)
Plugging (15) into (14), we have
1 2 =
-1 1 = oxrmrergy (1 + (4p° + 28)7)
\I’(l’) —J. < — log(2ne~x) _ 7@/(‘%)’
xlog(2nerx) xlog(2nerx)

which verifies that ¥(z) < —®’(x). By this and (13), we have
(Le)(Lerr = Le) + ' (01) (pigr — ) 5 + 5 5 llmell™ ) 20,
t

where p(z) = —logz = log(1/x). Recall that for 0 < # < 5—=z, ®() is convex by Lemma A.11.
By convexity of ¢ and ®, we have

LN A
O(Liy1) — (L) + | log 5— —log — 5t F\\Nt” > 0.
Pt Uy

Pi+1

By the definition of v in (10), this can be rewritten as

(®(Let1) — D(Le)) + (log LI log 1)

log v“(Wey1) — log v“(we)

Pt+1 Pt
1 1

>~ (log—— —log & ) P

( P§+1 P 207

2

P P
= 5L pa]? log FE

Uy
>0,

where the last inequality is because of Lemma A.8. We have shown that v¢(w) is monotonically
increasing. By Lemma A.12, y°(w;) is bounded. Therefore v¢(w;) admits a finite limit. This
completes the proof. O

A.4 Sharp rates of Loss and Parameter Norm

Right now, we have already proved that v¢(w;) is monotonically increasing and bounded, which
indicates v¢(w;) converges. However, if we want to show that 5(w;) converges, we still need to
verify that L; — 0, which is the crucial condition for v¢(w;), v’ (w;), v*(w;), and 5(w;) to share
the same limit, by Lemma A.9 and Lemma A.10.

Fortunately, with the monotonicity of v¢(w;), we can prove that L; converges to zero and even
characterize the rate of L;.

Lemma A.14 (Rate of L, in general model). Suppose Assumption I holds. If there is an s such that

1 1 }
e t22n” f(4p% + 26) 7’

L(w) < min {

then for every t > s we have
1
Towyy T 31P2(t — )
That is, L(w;) = ©(1/t) = 0 ast — oco.

=S

Proof of Lemma A.14. By Lemma A.3 and (12) in the proof of Lemma A.13, we know L; is decreas-
ing and

] 7 nv
Liys— L < —§||VLt||2 < —§||Vt|\§ s—3

t
% (16)
07
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We will establish an upper bound for p; first. Note that v¢(w ) is increasing for ¢ > s by Lemma A.13
and v*(w;) > v¢(w;) by Lemma A.10. By (9), we have
—log(2ne~Ly) o= log(2ne" Ly) <= log(2ne" Ly)
Plwe) T fw) T f(we)
Combining this with Lemma A.7, we have

v _ —Lilog(2ne” Ly) .
; > T log(@nenly) = Ly (Ws)'
! Taewa)

Pt =

Plugging this into (16), we have
Liy1— Ly < —gLf’YC(Ws)Q’
which implies
iy (ws)? < Lt = Lin
> = 2
< Ly — Lyt
LiLiyq
1 1 >
= - —, > s.
Liy L

Telescoping the sum from s to ¢, we have

Since L1 < Ly

1

< —.
= L,

ne(ws)? 1 1
) LA o <
(t=s)=— L, L.

Therefore we have 9
(t = s)iye(ws)?

Next we show the lower bound on the risk. By Lemma A.3 we have

L, <

- - ~3
List = Lo 2 =1+ BIL)IV L 2 Z5n| VL.

Observe that under Assumption 1A,

V2= |53 a0 i) < oL
i=1

Then we have 3
Lig1— Ly > —77592[37 t>s.
Foo._ 3ip’ 7 37> 1 3 1
Let L; = %}t, W~e have L, < %W <3< 3
monotonically, L; < Ly < % The inequality becomes

Furthermore, since L; decreases

it+1 — L > —f/?
1

Therefore, let ¢ = 7 and apply Lemma G.1, we have for any ¢ > s,

~ 1

Ly > ———.

c+2(t—s)
This is equivalent to
1
L, > — .
L% + 37p%(t — )

We have completed the proof. O

Furthermore, we can characterize the order of p; in the stable phase.

https://doi.org/10.52202/079017-2278 71329



Lemma A.15 (Order of p, in general model). Suppose Assumption I holds. If there is s such that

L(w,) < mi 1 1
min
W) = ert22n’ [(4p2 +28) )’

then for t > s we have
pr = O(log(t)).

Proof of Lemma A.15. Note that y¢(wy;) is increasing for ¢ > s by Lemma A.13 and 7°(w;) >
~¢(w;) by Lemma A.10. Therefore,
—log(2ne~Ly) < —log(2ne”Ly) < —log(2ne” Ly)
Ylw) T w) T y(we)
Combining this with Lemma A.14, we have

pr <

1/L(w5)2+31"7p2(t75)
nes = O(log(7jt)).
e (wy) (log(77t))

Besides, we have g, > L(log% — logn) by Lemma A.9 and ¢umin < Bpp: by Lemma A.12.
Therefore we have

log

pr <

1 1 t—5)iy°(ws)?
og ;) | log;  log Mot Q(log(1))
By - 2B 2B |

where the second inequality is because for +(z) defined in (6), ¢(x) > § for 2 > 0.6, and the third
inequality is by Lemma A.14. Combining them, we get

pr = ©(log(t)).
This completes the proof. O

Pt >

A.5 Proof of Theorem 2.2

Proof of Theorem 2.2. We prove the items one by one.

* The monotonicity of L; comes from the result of Lemma A.3 directly.
 Item 1 is due to Lemma A.14 .

* For item 2, the monotonicity of p; comes from the result of Lemma A.8 and the order is due
to Lemma A.15.

* For item 3, we first know that L; — 0 by Lemma A.14. Then, by Lemma A.13 and
Lemma A.12, we know that v¢(w;) converges. Combining these with Lemma A.9 and
Lemma A.10, we know that v*(w¢) is an (1 + O(1/(log ﬁ))—multiplicative approxi-

mation ofy(w;), and 7(wy;) shares the same limit as y¢(wy).

O

B EoS Phase Analysis

In this section, we focus on the linearly separable case, that is, we work under Assumption 3. We

mainly follow the idea of [Wu et al., 2024] for the proof. In detail, we consider a comparator
u:=u; + ug,

where where

o) ., Jos(*nT) +
= ay

u; = . s with uy * Wy, j:l,...,m, (17)
ay
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and
o)
w o= | ih u@) — g -
9 1= : , with ug .—aj2’y Wy, J=1,...,m. (18)

uf
Consider the following decomposition,
[Wesr =l = [[we = ul® + 2mi(VL(W:),u = we) +m*n?|[VL(we) ||

= [|lwy — ul|®> + 2mn (VL(wy), u; — wy) +mn( 2(VL(W;), uz) + mn|[VL(w,)[* ).

=:I1(wy) =:I(wy)

We aim to prove I1 (w;) < % — L(wy) and I(w;) < 0. Then we can get a bound for the average
loss by telescope summing the decomposition. Here we also introduced the following vector w,:

A1 Wy
W= |
AWy
We can observe that u; = WV‘V and uy = 2’; Wi
Lemma B.1 (A bound on I (w) in the EoS phase). For u; defined in (17), we have
1
Li(w):=(VL(w),u; —w) < — L(w).
(w) :==(VL(w) ) T (w)

Proof. Since L is averaged over the individual losses incurred at the data (x;, y;)"_; and gradient is
a linear operator, it suffices to prove the claim assuming there is only a single data point (x, y). Then
by Assumption 3, we have

(yx, W) 27> 0.

Then the loss becomes

m

Lw) = (v5)) = (1 D 0y w0 ).

Now we expand I (w):
I (w):=(VL(w),u; — w)
=V (yf(w;x))(yVf(w;x),u; — w)

m

_K’(yfw X 1 Za"v‘y¢ T W(k)) ( ()_W(k))

(yfw X [ Zaky(¢ x ! wl ) T (k)+¢(x w(k)) qg’(xTW(k))xTw(k))

::.]1
1 m
Tm ZakymxTw““))]. (19)
k=1
::Jz
By definition we have J, = yf(w;x). As for J;, using ¢’ > « and akym—rugk) > 0 by Assumption 3,
we have
1 m
e 13 (9 w0 ) g ) — (T w ) wl)
m
k=1
1 ¢ (k) T (k) N T (BN T (k))
> _
*m; apoyx ' uy” 4+ = kz:laky( x' w)—¢'(x'w)x'w
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L~ o log(v*nT) + 5+ RS
> A N A — = —
> E ap yx'w — 321 lax |k

k=1 Y
since |¢(xw)) — ¢/ (xTw*))xTw®)| < k by Assumption 2C
> log(v*nT) + K — K
m
since yxTwz.z > v and Z (If, =m
k=1

= log(y*nT). (20)
Plugging in Jo = y f(w;x) and (20) into (19), we get

L(w) =(VL(w),u; —w) =l (yf(w;x))(J1 — J2)

<V (yf(w;x)) {log('y%]T) —yf(w; x)} since ¢ < 0
< L(log(v*nT)) — L(yf(w;x)) since ¢ is convex
1
— L(w).
T ™)
where in the last inequality, we use £(z) < exp(—x) and we only consider a single data point. This
completes the proof. O

Lemma B.2 (A bound on I5(w) in EoS). For us defined in (18), for every w,
I(w) := 2(VL(w),us) + mn||VL(w)||? < 0.

Proof. For simplicity, we define
gi(wD) = 0 (yif (wxi)¢/ (x] wD).
Note that —1 < ¢/(-) < 0and 0 < a < ¢'(+) < 1, we have
—1 < gi(wh) <.
Under this notation, we have

OL(w) 1

8wi

Z v (yif(W§ Xi))yiajm_l(b/ (XZTW(J'))Xz

i=1

1 — .
— 7§ A w10
n gi (w )ajm YiXi.

So we have

Iy(w) := 2{VL(w), uz) + mn||VL(w)|®

I |2 &
:lenzgi(W” a;Y; - X; u2)+77H Zg Najyix;
j=1 i=1

For the term inside the bracket, we have

n n 2
2 |
= gi(wD)azyi x, u(])+nH > gi(w)azyix;

i

2

2 ¢ j TN 1¢ j () na
:E;gi(w(a))ajyrxi Zajw*Jrn E;gi(w(”)ajyixi since uf/) := TA,/ by (18)
9 1 n , 2
fZ w))a? —v+n ~ > ai(w)ajyix; since g;(-) < 0and y;z; w, > 1
n
z:l

2
. 2
> since aj = 1

At 0

Z g szz
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gi(-)| < land [lyx[| <1

1 & ‘ 1 <& . .
STEOIWICCIRES D) since |

i=1 i=1
<0. since —1 < g;(+) <0

Hence, we prove that Iz(w) < 0. O

Theorem B.3 (A split optimization bound). For every n > 0 and u = uy + us such that

ul?)
; log(v?nt
u; = , with ugj) ::ajw'w*, j=1...,m,
o “
1
and
o) |
up = : , with ugj) = ajzl we, j=1...,m
ugrn)
we have:
[wr —ul? 1 EL(w<k>) _ 148log’(1’nT)/a? + 862 [a® + i | [[wol?
2mnT T~ - v2nT mnT "’
forall T.

Proof. By Lemma B.1 and Lemma B.2, we have
[Weir —ul® = [|wy —ul|l? + 2mnli(wy) + gmls(we)

< [lwe —ull* + 2mnIy (wy)

1
< —ul*+2 —L :
< fwi = P + 2~ D))

Telescoping the sum, we get

[wr — ulf? [wo — ul?

2mn 2mn

By (17)and (18), we have
[wo —ulf? < 2[lwol|* + 2[|ul|®

< 2| woll3 + 4fw]|* + 4] uz |

8mlog(y2nT)? + 8mk? n mn?

=2 2
||W0||2 + OZQ’)/z 72 )
which implies that
9 T-1 2/ 2 2 2/, 2 2 2
[wr —ul| n 1 ZL(W(k)) < 1 +8log”™(v*nT)/a® + 8k*/a” + 1 n [lwoll .
2mnt T~ ~2nT mnT
We complete the proof. O

B.1 Proof of Theorem 3.2

Proof of Theorem 3.2. By Theorem B.3, we have

T-1 2/.2 2 2/.2 2 2
lZL(W(k)) < 1 +8log”™(v*nT)/a” + 8k /a® + 1 N [[woll*
T &~ ~2nT mnT

This completes the proof. O
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C Phase Transition Analysis

In this section, we will analyze the phase transition. In detail, we follow the idea of [Wu et al., 2024]
and apply the perceptron argument [Novikoff, 1962] to locate the phase transition time. Compare to
the previous EoS phase analysis, we need an extra assumption on the smoothness of the activation
function, which is the Assumption 2B.

To proceed, let us define the following quantities for the GD process:

G(w) = lz 1 ’ Zexp (w;x;)).

n =1+ exp (yif(w;x;))

Due to the self-boundedness of the logistic function, we can show that G(w), L(w), F'(w) are
equivalent in the following sense.

Lemma C.1 (Equivalence of G, L, F).
1. G(w) < L(w) < F(w).
2. anG(w) < /m|VL(W)| < G(w).
3. IfG(w) < ﬁ then F(w) < 2G(w).

Proof. The first claim is by the property of the logistic loss. For the second one,
2

IVL(w)I* = Z 2S5 Vi fwix) - g agm o] WO )xg
m 1 n 2
Z( Zé'(yif(w;xi)) ~m1> since ||y;a;o(x] w))x;|| < 1
n
1
*GQ( ).
Besides, we have
Vm|VL(w)| > (=VL(w), w.) since ||[w.| < vm
1 n m
- gliQii/T*T*
nm;; (i f (Wi xi))yid' (x; W )x; w
> since ¢’ > o and y;x; w* > 4
=% Z 1+ exp yzf(W;xi)) N ! o
zch( )
For the third claim, by the assumption, we have
1 1 1
n 1+ exp (yif(w;x;)) 2n

which implies that
yif(w;x;) >0, Vié€[n].
Therefore,

n

1 1 1 1 1
Glw) = n ; 1+ exp(yif(w;xi)) 2 n ; 2€Xp(yif(w;xi)) B §F(W)

We complete the proof. O
The key ingredient of the phase transition analysis is the following lemma. The main idea is to

consider the gradient potential G(w) instead of the loss function L(w) in EoS phase. And this will
decrease the order of the bound of phase transition time from O(n?) to O(n).
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Lemma C.2 (A bound of |w¢||). For every n, we have

2 + 8log(~+2nt)/a + 8k /a + 4
vl < V- g(v*nt)/ Jo+4n

+2[[wol|-
v

Proof of Lemma C.2. By Theorem B.3, we have

[[woll”

2 2 2
el fwe—ul? | 1850y L Slog’ 0700/ 4 862 a? o
2mnt 2mnt tk

Besides, we know that
2

dmlog(v?nt)? +4mr?®  mn
2 <2fjuy||? 4 2||ug|? = :
[ull® < 2fjaa || + 2[uz|| a2q2 + 272

Combining them, we have

2 + 24log? (v?nt) /a® 4 24K2 /a? + 3n?
m .

72 +2[woll*.

[well? < 2[lwe — )] +2|[ulf* <
Hence, we can get a bound for ||w||.

2+ 8log(~v2nt) /o + 8k /v + 4
will < V- g(v*nt)/ Jo+4n

v

+ 2[|wol|.

Lemma C.3 (Gradient potential bound in the EoS phase). For every 1, we have

)

t—1 _ _
}ZG(WUC)) < {we W) = (wo, W) Vml|wel — {wo, W)
P marynt marynt

Additionally, we have

L3 wiy < 2 8los (1) /o -+ 8/er+ 4 3]lwol
ay?nt aynt '

This

Proof. This is from the perceptron argument [Novikoff, 1962]. Specifically,

(Wip1, o) = (Wi, W) — mi(VL(w), W)

n m

= (we, W) =0 > O a2l (yif (wes xi))wio (] wit) (i, w)

i=1 k=1

> (W, W) UE:EI%EM (Wesxq))ay

=1 k=1
> (Wi, Wa) + maynG(we).

Telescoping the sum, we have

~
|

1
G(W(k)) <
0

<W1‘/7V_V*> — <W07V_V*>

~+ | =

maorynt

< Vmlwi|l = (wWo, W)

- maoynt

- 2+ 8log (v*nt) /a + 8k/a+4n  3||wol|
ay?nt Vmanynt

=
i

by Lemma C.2

We have completed the proof.
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Besides, we can make use of the equivalence between GG and L to get a bound for the loss function
which is independent of the initial margin at s.

Lemma C.4 (A risk bound in the stable phase for Two-layer NN). Suppose that there exists a time s

such that ) )
L(w,) < min{ —, 5 }
n(4+2p) 2e7n

Then for everyt > s + 1, we have

Proof. By Lemma A.3 and f(x) is ﬁ Lipschitz and % smooth, we have

Lit1 < L —mn(1 — (2 + B)nL(wi)) |V L.

. P ——
By Lemma C.1 and L; < SETTIR we have
2,2
o
Lin < Ly - 213,
Multiplying 7 in both sides, we have
k
2,2 _
a’y <Lt Lk+1< 1 _i.
2 = L3 T Lpyr Ly
Taking summation for k = s,...,¢t — 1, we have
1 1 1 (t—s)a?y?
- > = —>—— = ;< —.
L, L, L~ 2 b= (t — s)a2y?

O

At last, we will use the bound for the gradient potential to get an upper bound for the phase transition
time.

C.1 Proof of Theorem 4.1

Proof of Theorem 4.1. Applying Lemma C.3, we have

T—1 2
1 2+ 81 +8 + 4 3
- Z G(w®) og (v 777)2/0‘ K/a+4n n [[woll
T ay?nr Vmaynt
- 2+ 8k/a + 8log(v21) /o + (4 + 8/a)n N 3||wol|
- ay?nr maynt
Let ¢; = 4e"t2 ¢y = (8 4 4f3). Note that we have
24 8k/a <
ay?nr T 4(ein + can)
8log(v27)/a <
ay2nr = 4(cin + cam)
(4-+8/a)n _
ay?nr T 4(ein + can)
Bwol 1 12(entan) [wl
maynT ~ 4(cin + can) ! 7 vm
and that the two conditions are satisfied because

o 128(1 + 4k) { conten . conten (6277+61n)|Wo||}
YT = ————— max a1, 11, €, log )
o 7 n nvm

since log(n) < n,

com +cin

o2
if y*7 > 4(2 + 8k) o2

com + c1n
na?

com + c1n

if 27 > 128 log ,since Lemma G.5

48
if ")/27' > ?(0277 + c1n),
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48 12
> ma {42+ 80) 2L 1o LR 1o AR, ey oy, 2200 0]
no na 7 e @ 7 vm
So there exits s < 7 such that
1 1
G(wb) S mln{ 2 ) > }
"2 dn (8 + 45)
Then we have L(w,) < F(w,) < 2G(w,) < {ﬁ, m} We complete the proof. O

C.2 Proof of Corollary 4.2

Proof of Corollary 4.2. The main idea is to show that 7 < % Note that by Theorem 4.1, we have

128(1 + 4k) { can+en ., contcn (con—+cin)  |woll }
= ————5— max{ c21), c17n, €, log ) : )
! 7 7 n vm
in which expression ¢; = 4¢"t2 and c; = (8 + 403). We can verify that,
128(1 + 4k) 128(1 + 4k) a?y? T
3 C2l) = 2 C2- 50
e 256(1 + 4k)co 2
128(1 + 4k)ean T
_— < —.
a? -2
Furthermore, we have n < 256'(17% Hence,
2 2T (XZ 2T
con+can 256(?—1—45) +an < 2 256(Y+4n) <9
n - a?~y2T — a2~2T S ac2.
256(1+4kK)ca 256(1+4K)ca
We get that:
128(1+4 128(1+4 128(1+4 T
( ;r K) 0277+cmlog can +cin <9 ( ;r ”)c21n(2c2) < #405 <L
« n n «a 2
128(1+4k) (con+cin) |[[woll 128(1 +4r) 96 [Iwoll < T
a? n \/> - a? ym T2
Hence, we have 7 < % Applying Theorem 4.1, we have
2 4 2048(1 + 4K)co o
L < < = 0(1/T%).
(wr) < a?yPn(T —71) = T = atytT? /T
We have completed the proof. O

C.3 Proof of Theorem 4.3

Proof of Theorem 4.3. The main idea is to construct an upper bound of 7 and apply the analysis in
Theorem 2.2. Note that give wy = 0, we have

F(woix,) = Zamx wi) = 526(0),

where s, = > -, ai/m. Therefore,

g

(VL) ®) = 1e’<sa¢<0>> G (0 + 0 (509(0)) - 2

X1 + Xo

= %0 (540(0))6 (0)
V=7,

4

¢’ (0)x2

= —{'(540(0))¢'(0)(v,
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Let x := %E'(sdb(()))(b'(O)(’y7 V1=7? ), we have

1
ng) =0 —nV[L(wo)]*¥ = —nazx.

Therefore,
flwiix;) = Zam § (naxXx)).
We can notice that —x{ % < 0 and —xJ X > 0, when v < 0.1. Furthermore, we have

flwisx) = Zd) —x] (%)) +— Z —o(x] (%))

= LS o) = a0 @]+~ 3 [6(0) — x] (1) ()]
— 500(0) — %[ dle) + Y @)
< 546(0) — x| X @' (€;) > a

Note that

S U(5a0(0) — 1] x0) < SH(F(wiixa) < L(wi) < L(wo) = Us6(0)).

We apply Lemma G.7 to get
|sa¢( )| +1113
x?ia

— |80 ¢(0)|+In3

We use c3 oyl Now we know 7 < c3. Furthermore, notice that
1

IVL(wy)|| < Lt < Lo.
We get that ||wi1 — we|| < nLo < e3Lg. Hence,
|f(Wt+1;Xi) — f(we;x;)] < ezLo.

Assume that [, = min { ———1 and

ex+24n7 8+46
L3,1 2 lln Ls S lbc
We know that

b > mi { 1 1 } l
min , — = [.

P et (8 + 45)

We want to show that there is an lower bound for L. Now that

Lo = S [ 0)) + 07 (wai2))]

Applying Lemma G.6, we can get that
L > exp(—c3Lo)Ls—1 > exp(—c3Lo)lp.
Recall that by Lemma A.14, we have
1

L > . . t>s.
7+ 3ip%(t — s)

Combine this with p = ﬁ, 77 =mnm and Ls > exp(—csLo)l, and we get

1
Lez & ( Lo) tzs
plate) 1 3y(t — )
Note that when t < s, L; > [,. We can get a lower bound for L; by
1 1 Cq

L > > > -
tfmt+3ntfmt+303tiexp(f#0)t+3€3t t

where ¢4 = depends only on {a;}7L,, ¢(0), &, 3 and n. O

1
cxp(c3L0)
— . T
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D Scaling and Homogenous Error

In this section, we consider different scaling of two-layer networks. We add a scaling factor b into the
model, i.e.,

Fwix) = 23 aj0(xTw)
j=1

We will show that given a limited computation budget 7" (total iterations), larger b and a corresponding
best 77 = 1 - m will achieve the same best rate as b = 1, i.e., O(1/T?). While for smaller b, the rate
is O(b=3/T?). Before we present the analysis, here are the bounds with b and 7j = m - 1) following
the process of Lemma C.3:

b

IS < LS00/ @) 852 fa? £ 478wl
e vt mat

t—1

2
% Glwy) < 2+ 8log(y*nt)/(ab) + 8k/a+2nb  3||wol|

— avy2bmt /mnbt’

Case when b > 1. Given the previous bounds, we have the following results following the idea in
Appendix C:

* Gradient potential bound: G(w;) < % forall ¢t > 0,
* Phase transition threshold: G(w) < min {1/46“*271, 1/n(8p%b° + 431))},

* Stable phase bound: L(w;) < #@_s),

where C' depends on «,y. Combine the first two arguments and assume 7(8p*b” +- 46b) > 4e" 2,
We get s < Cn(8p?b? + 4/3b). Plug this into the third bound. We have

2
L(WT) S = .
C2(T — Cn(8p2b% + 450))
It’s obvious that the best n= m Hence,
8(8p%b2C + 45bC) 1
Liwr) < =z =O\72)

Then, the rate is still O(1/T?).

Case when b < 1. Similarly, we can get the following bounds:

* Gradient potential bound: G(w;) < sz forall ¢t > 0,

e Phase transition threshold: G(wg) < min {1/4@"""271, 1/n(8p%b° + 4Bb)},

* Stable phase bound: L(w;) < #(f—@)

where C' depends on o, . Without loss of generality, we can assume 7(8p2b% + 43b) > 4e"t2p,
since 77 can be small enough. Then, we have

s < Cn(8p* + 43[)‘1).

Then, we can get
2

L(WT) S = .
Co2(T — Cn(8p? + 46b—1))

It’s obvious that the best n = Hence,

T
16p2C+8B8b—1C "
8(8p2CH~2 +45b3C) o (b—3>

L(WT) S

CT? T2
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Combining the analysis for two cases, we observe that when b > 1, the fast loss rate is O(1/ T2)
given finite budget 7. While b < 1, the rate is O(b=3/T?). In our main results, we set b = 1 for
the mean-field scaling. Under the mean-field regime, all bounds are independent of the number of
neurons since we consider the dynamics of the distributions of neurons. Alternatively, if we set
b = y/m, then the model becomes:

flw;x) = % iajqﬁ(x—rw(j)).
j=1

The model falls into the NTK regime. The loss threshold will be related to m, but the loss rate is the
same as that of the mean-field scaling.

E Extra Experiments

Here we provide additional experiments to support our theoretical results. In Figure 3, we show
the test accuracy of two-layer networks for CIFAR-10 under the same setting of Figure 2. We can
observe that large stepsizes lead to stronger implicit biases with “nicer” features.

In Figure 4, we show the training loss and margins of a two-layer network with leaky softplus
activations on a synthetic linear separable dataset. We can observe that both neurons have negative
margins during the training, while the network’s margin increases and becomes positive. This
indicates that even the two-layer networks can have complicated dynamics. It remains an open
question to understand each neuron’s dynamics in deep networks.

0.80 -
0.75

>

(@]

C 0.70 - H’

]

(O]

(@]

©

+ 0.65 4

[%2]

S — f=
0.60 - n=1

— A =0.5
0.55 - — A =0.25
0 2000 4000 6000 8000 10000

t

Figure 3: Test accuracy of two-layer networks for CIFAR-10 under the same setting of Figure
2(d)-(f).The results support our intuition that large stepsizes lead to stronger implicit biases with
“nicer* features.

F Additional Proofs

F.1 Proof of Example 2.1

Proof of Example 2.1. Recall that the two-layer neural network is defined as:
R . T (@)
)= 13w,

We can verify that if ¢(z) is 8-smooth and p-Lipschitz with respect to z, then f(w;x) is 3/m-smooth
and p/+/m-Lipschitz with respect to w. This is because:

VL(w) = B (y f(w; x))yV f(w; %),
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Loss Normalized margins

10° 4 0.0 A ﬁ

ol | - ﬁ
10% 4 ‘ — LW, ~0.4 1
— L(Wynt
10° 4 _ d
0-6 —— Neuron 1
Neuron 2
1071 4
—0.8 1 —— Model
Maximal margin
1077 4 -1.0
0 10000 20000 30000 40000 50000 ’ 0 10000 20000 30000 40000 50000
Iterations Iterations
(a) Training loss, synthetic dataset. (b) Normalized Margins, synthetic dataset.

Figure 4: Training loss and margins of a two-layer network with leaky softplus activa-
tions on a synthetic linear separable dataset. There are five samples in the dataset, which
are ((0.05,1,2),1), ((0.05,—-2,1),1), ((—1,0,2),-1), ((0.05, -2, —2),1), ((0.05,1, —2),1). The
max margin direction is (1, 0, 0) with a normalized margin of 0.05. The network only has two neurons
with fixed weights 1/2 and —1/2. The leaky softplus activation is ¢(z) = (x + ¢(x))/2, where ¢ is
the softplus activation. The stepsize is 3. We can observe that both neurons have negative margins
during the training, while the network’s margin increases and becomes positive.

V2L(w) = B (yf (w; %)V f (w3 %) 9% + € (y f (w; %) )y V7 £ (w; x),

and that
: . 0 0
Vf(w;x) = %ajdy’(xTW(j))x , Vifw;x)=1]0 %ajgb”(xTw(j))xxT 0
0 0

Now, we will focus on the parameters of each activation function.

» GELU. ¢(z) = x - erf(1 + (z/V/2))/2 = x - F(x).
¢'(z) = Flz) + = f(x),
¢"(x) = 2f(z) +x - f'(z),
where F(x), f(x) are the CDF and PDF of standard normal distribution. Note that x f (z) =

\/%e*ﬁ/Q and (zf(z)) = \/%(1 — 22)e=*"/2. We can find the maximum of z f(z) is
\/%6*1/2. Besides, we know that F'(z), f(z) < 1 and z - f’(z) < 0. Combining them, we

have p = 1 + e~ /2/y/2m and 8 = 2. For k, ¢ — ¢/ (x)x = —x - f(x). So the bound of x
ise1/2/\/2m.

* Softplus. ¢(z) = log(1 + €®). Therefore,

’ . e
d)(x)*l_i_el_ ’

U em
PO =ree =t

Besides,

(9(a) = e = (tost1+e) = 155 ) =~

So the maximum is ¢(0) — ¢’(0)0 = log 2. Besides, when z > 1, ¢(z) > = > f_:_?z When
x — —o0, ¢(x) — ¢'(x)x — 0. Therefore, k = log 2.
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* Sigmoid. ¢(z) =1/(1 + e~ *). Hence,

—x

’ _ e
¢ (QL') - (1 —|—6_w)2 S ]-7
g B 672[6 —e 2
¢ (z) = Ate <1

As for x, we know that

1+e ™ —xze ™™ 1+e ™+ |zle™

o(0) - o/ (a)el =

(I+e )2 | = (14e%)2
Note that |z|e~® < e~2% + 1. We have
1 —x —2x 1
o)< T Tl oy

(1+e%)2

e Tanh. ¢(z) = £=¢— < 1. Note that

et+4e—*
¢'(z) =1-¢(z)* <1
¢ (x) = 2¢(x)* — ¢(x) < 2.

Besides, we know that

ooy Azl
26/ ()| = [y gy <4
Hence
[p(x) — ¢'(x)| < |p(2)] + |z¢(x)] < 5.
e SiLU. Note that

_I4+etze™™

/
(b (Z‘) - (1 + e,w)z )
o' () = (2—z)e ™ re 2
(1+e )2  (1+e )3
Because |z]e™* < e72% 4+ 1 and |z]e 2" < e73% + 1. We get |¢/(z)| < 2 and ¢ (2)| < 4.
At last,
o~ Tle™
6a) 0/ (@) = 1 3z <

Huberized ReLU. It’s obvious that ¢’ (x) < 1 and 3 = 1/h. Note that ¢ is not second-order
differentiable. At last,

0 r <0,
|p(x) — 2¢ (z)] = < 22/2h 0 <2 < h,
h/2 x> h.

Hence, it’s upper bounded by h/2.

F.2 Proof of Example 3.1

Proof of Example 3.1. Because for activation functions in Example 2.1, § < 4 and p < 2. Hence,
for p(z) = cx + (1 — ¢)¢p(x)/4, B = 1 and p = 1. Besides, since 0.5 < ¢ < 1, we must have
(¢p(x)) > 0.25. O
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G Additional Lemmas

Lemma G.1. If > Ly > L and Ly > Ly — L3, we have
1
c+2°

Ly >

Proof. For function g(z) = z — 22, ¢’(z) = 1 — 2z. If z < 1, then g(x) is increasing. Then

1 c—1 c4+c-2 1
L) >g(-)= = > .
9(L) _g(c) c2 (c+2) " c+2

O

Lemma G.2. Given a continuous function f(z) s.t. |f(z) — (Vf(z),z)| < k, then for a fixed
constant v > 0 there exists Cy.,; and Cy s.t. for any ||z|| >,

|f(@)] < Crxll]],

and for any x,
|f(2)| < Crullz]l + C.

Proof. Since f is continuous, let

C, = max |f(z)|/r.

llzll=r

f(sy)

S

(Vf(sy),sy) — f(sy)

52

Now for any ||z|| > r, lety = 77 and consider g(s) = . Then we have

g'(s) =

Therefore, — % < ¢'(s) < %&. Let s = [[z]| /7,

= gl9) =90+ [ g0

f@)r

]

1
'K
<o)+ [ fde<g(1)+x

1
<rC, + k.

Therefore, f(z) < (Cy + £) - [|||. Similarly, we can show that — f(z) < (C, + £) - ||z||. Therefore,
for any ||z| > r,
K
If(2)] < (Cr + ;) |zl

Let D = max|j,| <, | f(z)], we have for any z,

f(2)] < (Cr + g) ||l + D.

We have completed the proof. O
Lemma G.3. Fixing ¢ > 1, then for every 0 < x < % we have
< -1
x .
~ log(cx)

Proof of Lemma G.3. This is equivalent to show that
zlog(cx) > —1.
Let s(z) = zlog(cz), then s'(z) = 1 + log(cx). Hence s(z) is decreasing when 0 < z < - and is

increasing when z > . The minimum of s(z) is achieved at z = L, which is

1
1 =—-——2>-1L
s(1/(ce) = = >
This completes the proof. O
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Lemma G.4. Given(0 < b < % and a > 0, we have

1+
1-b

< (14 2a +2b).

Proof. This is equivalent to show that
(14+a) < (1+2a+2b)(1—b) =14 2a+b—2ab— 2b>.

This is equivalent to

2b(a +b) < (a + ).
Since a +b > 0 and b < 1, this is true. O
Lemma G.5. Given c > e, we have for any x > 2clogc,

logz < 1

xr c

Proof. It’s equivalent to show that z — clogz > 0. Let g(z) = = — clog z. ¢'(z) = 1 — ¢/x. When
x > 2cloge > 2¢, ¢'(z) < 0. Hence, the minimal is g(2¢log ¢). Note that

g(2clogc) = 2clogc—cloge—clog2 — cloglog ¢ = clog ¢ — clog 2 — cloglog ¢ = clog 71 .
ogc

Now we want to show that ¢ > 2loge. Let h(y) = y — 2logy. A'(y) =1 —2/y > 0 wheny > e.
h(e) = e—2 > 0. Hence h(c) > h(e) > 0 and g(2clogc) > 0. This leads to g(z) > 0. Then, we
complete the proof. O

Lemma G.6. Given {(z) = log(1 + e~%) and ¢ > 0, we have for any x,
Uz + c) > exp(—c)l(z).

Proof. Let g(x) = £(z + ¢) — exp(—c)£(z). Then, we have

J(@) ! !

= + <0.
1+exp(z+c) exp(e) +exp(x+c)

Therefore, g(z) is monotonically decreasing. When 2 — oo, we have

lim g(z) = ml;rr;o[f(x + ¢) — exp(—c)l(x)] = exp(—z — ¢) — exp(—c) exp(—z) = 0.

Tr—0o0
Therefore, g(x) > 0 for any x. Now, we complete the proof. [
Lemma G.7. Assume ((x) = log(1l + e~ %). If {(z + ¢) < 2¢(x), we have
¢ <In3+|z|.

Proof. Note that

1+eac+c
/ 4 =log——— <0
(.’I}—‘rC) (3?) 0g 1+26x+62z -

Then,
1 r+c
# <1 = e <2+e" <2+ el*l <3¢l
14 2e® + e2®
Therefore, ¢ < In3 + |z|. O
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The claims are accurate and reflect the contributions and scope of the paper.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In Sections 6 and 7, we compare our results with existing works and discuss
the limitations of our approach and future directions.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: All the theoretical results in the paper are accompanied by a full set of
assumptions and proofs. We put all the proofs in the Appendix due to space constraints.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All the experimental results are reproducible, and we provide all the necessary
information to reproduce the results in section 5.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: Our experiments are easy to reproduce, and we provide all the necessary
information in the paper. We focus on the theoretical analysis in this paper, and the code is
not provided. The dataset CIFAR-10 can be found online.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All the training and test details are provided in section 5.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Our experiments are completely deterministic and it’s not necessary to plot er-
ror bars. We provide the convergence plots of different models and show that the convergence
rates are consistent with our theoretical results.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: We focus on the theoretical analysis in this paper, and we only provide some
illustrative experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics and ensured that our research
conforms to it.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This is a theoretical paper, and we do not discuss societal impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not release any data or models that have a high risk for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We only use the CIFAR-10 dataset. It does not have any license restrictions.
Guidelines:

e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We don’t introduce any new assets in this paper.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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