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Abstract

Current universal segmentation methods demonstrate strong capabilities in pixel-
level image and video understanding. However, they lack reasoning abilities
and cannot be controlled via text instructions. In contrast, large vision-language
multimodal models exhibit powerful vision-based conversation and reasoning
capabilities but lack pixel-level understanding and have difficulty accepting visual
prompts for flexible user interaction. This paper proposes OMG-LLaVA, a new
and elegant framework combining powerful pixel-level vision understanding with
reasoning abilities. It can accept various visual and text prompts for flexible user
interaction. Specifically, we use a universal segmentation method as the visual
encoder, integrating image information, perception priors, and visual prompts into
visual tokens provided to the LLM. The LLM is responsible for understanding the
user’s text instructions and providing text responses and pixel-level segmentation
results based on the visual information. We propose perception prior embedding
to better integrate perception priors with image features. OMG-LLaVA achieves
image-level, object-level, and pixel-level reasoning and understanding in a single
model, matching or surpassing the performance of specialized methods on multiple
benchmarks. Rather than using LLM to connect each specialist, our work aims
at end-to-end training on one encoder, one decoder, and one LLM. The code and
model have been released for further research.

1 Introduction

With the development of transformer models [94; 6; 93; 40; 71; 92; 64; 126; 49; 87; 10; 19; 58],
recent works in both natural language processing (NLP) and computer vision raise one common
trend: adopting one unified model to solve multiple tasks. For example, large language models
(LLMs) [93; 40; 92] adopt scale-up models to solve multiple NLP tasks and achieve better results
than previous expert models. In vision, we have also seen a similar trend [19; 58; 100; 99; 47; 112],
adopting one model to solve multiple tasks or sub-tasks, including detection, segmentation, video
analysis, low-level vision, pose estimations, and more tasks. Different methods adopt different
transformer designs, including visual-in-context learning [99; 100], unified decoder [19; 58], and
unified tokenizer [86; 16; 58]. In summary, benefiting from the scalability and flexibility of the
transformer, adopting one model for all tasks has made a great progress [19; 71; 72; 70; 126; 88; 87].
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Instance Segmentation Panoptic Segmentation

Iteractive Segmentation Semantic Segmentation

Referring Segmentation

Please segment the 
train that is furthest 
from the camera.

Please segment what 
helps the person to 
stand on the ocean.

Reasoning Segmentation

Grounded Conversation Generation

The image features a 
red double-decker bus. 
This bus is parked on a 
road. The bus is 
positioned in front of 
trees, with the sky 
overhead.

A zebra is 
standing on the 
grass. The zebra 
is drinking from 
a puddle.

A book is placed on top 
of a laptop. It is titled 
"Europe". The book is 
positioned on the right 
side of the laptop.

Region-level Caption

Instruction: Please describe the 
<Region>.
Answer: A man, dressed in a 
green shirt, is sitting on the 
floor. He is holding a dog in his 
arms, showing affection and 
care.
Instruction: Please describe 
what the <Region> is standing 
on?
Answer: The man is standing 
on a rug.
Instruction: Please segment 
what is playing with <mark>.
Answer: It is [SEG].

Visual Prompt-based Conversation

Image-level Caption

The image features a white pickup truck parked on 
a street. The truck is a large, full-size vehicle, and 
it is parked in front of a residential home. The 
truck is positioned on the street, and it appears 
to be parked in front of the home's driveway. The 
truck is also parked next to a curb, which is a 
common feature on streets in many cities.

Instruction: What is the number on 
this man's shirt?
Answer: The number on the man's 
shirt is 11.
Instruction: What sport is this man 
playing?
Answer: The man is playing baseball.
Instruction: Why is there a red stain 
on this man's pants?
Answer: The red stain on the man's 
pants could be due to several reasons. 
One possibility is that the stain is dirt 
or mud from 
the playing field, which can easily get 
on the player's pants when they slide 
or dive into the dirt while playing 
baseball.

Image-level Conversation

Segmentation and Captioning
1. A small, young lamb, 
sitting on the grass in a field
2. A large, adult sheep, 
standing in the grassy area of 
the field 
3. A large grass filed.

Multiple Visual Prompts Description

Instruction: Please 
describe the 
<Region> and 
<Region>.
Answer: The man is 
swinging a bat.

In the image, a woman is standing next to a 
zebra, holding its reins. She is also petting the 
zebra, showing affection towards the animal. 
The scene takes place in a zoo, with the 
woman standing in front of a tree. The zebra 
is standing on dirt, and the woman appears to 
be enjoying her interaction with the animal.

Instruction: How many scissors on 
the table?
Answer: Three.
Instruction: What the color of 
the middle scissor?
Answer: It is black.

Figure 1: The comprehensive capabilities of OMG-LLaVA. OMG-LLaVA can handle a variety of pixel-level,
object-level, and image-level understanding and reasoning tasks.

Meanwhile, by combining vision models and language models [71; 72; 70; 64; 65; 107], research on
multi-modal models also adopts transformer-based design. One representative work, LLaVA [71;
72; 70], treats visual tokens as the inputs of LLMs and makes LLMs understand visual contents.
Several works adopt similar designs [3; 13; 64; 18; 25], and all of them are termed Multi-modal Large
Language Models (MLLMs). After that, most research focuses on improving MLLM benchmarks in
various ways, including increasing data sizes [14; 18; 70] and enhancing the visual encoders [131;
24; 18] and visual resolutions [110; 18; 65; 25]. However, LLaVA-like models cannot output precise
location information since they only carry out image-level analysis. Thus, recent works [126; 133; 11;
82; 13; 119; 128; 87; 67] try to fill this gaps by adding extra detection models for object level analysis,
mask decoder for pixel-level analysis, visual prompts, and also propose task-specific instruction
tuning with various datasets. By providing extra detection data and a decoder, the updated MLLMs
can perform localization output. However, these models [135; 96; 49] are specifically tuned on
specific tasks, losing the ability of LLaVA for image level analysis, such as caption and visual
question answering. Meanwhile, several works [126; 49; 87; 78] adopt LLMs as agents to collaborate
with various visual models or generation models. Despite the works being simple and effective, the
inference and parameter costs are huge due to the multiple visual encoders and decoders. Moreover,
there are no specific designs for task unification.

Motivated by the previous analysis, we ask one essential question: Can we bridge image-level,
object-level, and pixel-level tasks into one MLLM model with only one LLM, one visual encoder,
and one visual decoder? Back to the universal perception models, we can leverage these models to
help us build a stronger MLLM to unify three-level inputs, including image, object, and pixel levels.
In particular, we adopt OMG-Seg [58] as our universal perception model due to its simplicity and
effectiveness in various segmentation tasks.

In this work, we present OMG-LLaVA, an elegant MLLM that bridges image-level, object-level,
and pixel-level reasoning and understanding tasks in one model. We preserve the basic pixel-level
segmentation ability of OMG-Seg by freezing the visual encoder and decoder, as shown in the
bottom left of Fig. 1. Since the LLM processes text input, OMG-LLaVA can also perform referring
segmentation, reasoning segmentation, and grounded conversation and generation, shown in the top
left of Fig. 1. Moreover, as shown in Fig. 1, with the help of LLMs, OMG-LLaVA can also perform
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Figure 2: Summary of Current MLLM Architectures: (a) MLLMs with only image-level capability, including
[71; 72; 70; 65], etc., (b) MLLMs with object-level capability, including [126; 87], (c) MLLMs with pixel-level
capability, including [49; 88], etc., (d) MLLMs with both object-level and pixel-level capabilities but with a very
complex system, such as [87], (e) OMG-LLaVA’s architecture, which possesses an elegant and simple design
while having image-level, object-level, and pixel-level capabilities.

image-level understanding as LLaVA, including caption and conversation, where most MLLMs for
grounding lose such ability. In addition, OMG-LLaVA also supports the visual prompts as inputs,
which results in object level understanding, such as visual prompt-based conversation and region-level
captions. We achieve all these abilities using one LLM, one encoder, and one decoder.

In particular, to better encode the visual segmentation outputs, we propose a perception prior
embedding module to absorb the object queries into object-centric visual tokens, which are the inputs
of LLMs. We present a unified instruction formation strategy, which lets the model accept visual
images, texts, and visual prompts as inputs and generate the response of text, segmentation tokens,
segmentation masks, and labels. Following the LLaVA [71], we adopt pretraining and instruct tuning
pipelines. Extensive experiments show the effectiveness of our components and training strategy.
In addition to visual segmentation, OMG-LLaVA can also achieve good enough performance on 6
datasets, including COCO panoptic segmentation, VIPSeg video panoptic segmentation, refCOCO,
refCOCO+, refCOCOg referring expression segmentation, GranDf grounded conversation generation,
and refCOCOg region caption datasets. We hope our research can inspire the research on MLLM
design in a more elegant way for the community.

2 Related Work

Multimodal Large Language Models. Early multimodal models [53] explore better fusion strate-
gies, various feature extractors, and different meta-architectures. Most works focus on single tasks,
such as caption and VQA. With the development of the large language models [6; 93; 40], recent
works [52; 3; 92; 71; 17] mainly explore building an instruction-tuning pipeline for multiple multi-
modal benchmarks [39; 74; 62; 32]. LLaVA [71; 70; 69; 106; 136; 30; 28] is one earlier work that
treats visual features as tokens. After that, several works [126] explore visual cues to enhance the
visual inputs of LLaVA. On the other hand, several works [129; 127; 88; 131; 24; 25; 66; 130; 83;
38; 49] add extra components to adapt LLaVA for visual grounding, detection, segmentation, and
video analysis. In particular, several works explore language-driven grounding and segmentation.
However, these works are all trained with a specific purpose. We aim to build the simplest model to
unify segmentation, instruction tuning, and prompt-driven segmentation in one model. To the best of
our knowledge, we are the first model to achieve this goal.

Unified Segmentation Models. The vision transformers [10; 26; 79; 94] have led to research interest
in universal segmentation. Recent works [95; 19; 123; 56; 21; 117; 115; 73; 91; 124; 122; 139; 111;
54; 141] have developed mask classification architectures with an end-to-end set prediction approach,
outperforming previous specialized models [12; 46; 36; 57; 34; 60; 140] in both image, video and
generalization segmentation tasks [45; 61; 59]. In particular, several works explore open-world
segmentation, including entity segmentation [85; 84], open-vocabulary segmentation [125; 105].
Meanwhile, several works [58; 41; 111; 112; 33; 2] adopt one model with shared parameters to
perform various segmentation tasks. One recent work, OMG-Seg [58], first unifies image, video,
open-vocabulary, and interactive segmentation in one simple model. However, all of these works
focus on visual segmentation and cannot generate interactive text and visual prompts, like MLLMs.
Our work builds such a bridge to align MLLMs, visual segmentation, and prompt-driven segmentation
models from joint co-training and model sharing, which serves as a new baseline for this field.

Language-driven Location and Segmentation. Early works [120; 68; 44; 23; 104; 135] in this
direction mainly define the various language-driven tasks, including referring segmentation and
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Table 1: Comparison of capabilities of different models. We include several representative methods here.
Our OMG-LLaVA offers the most comprehensive capabilities, encompassing image-level, object-level, and
pixel-level understanding and reasoning. Compared to [87; 35], OMG-LLaVA features an elegant and simple
system architecture with only a single visual encoder.

Method Visual Image-level Object-level Pixel-level
Encoder Caption Conversation Visual Prompts Caption Conversation Universal Seg RES GCG

LLAVA [71] 1 ✓ ✓
MiniGPT4 [142] 1 ✓ ✓

mPLUG-Owl [118] 1 ✓ ✓
LLaMA-Adapter [132] 1 ✓ ✓

Mini-Gemini [65] 2 ✓ ✓
InternVL 1.5 [18] 1 ✓ ✓
VisionLLM [97] 1 ✓ ✓ ✓

Shikra [13] 1 ✓ ✓ Point & Box ✓ ✓
Kosmos-2 [82] 1 ✓ ✓ Box ✓ ✓
GPT4RoI [133] 1 ✓ ✓ Box ✓ ✓

Ferret [119] 1 ✓ ✓ Point & Box & Mask ✓ ✓
Osprey [126] 1 ✓ ✓ Mask ✓ ✓

SPHINX-V [67] 1 ✓ ✓ Point & Box & Mask ✓ ✓
LISA [49] 2 ✓ ✓ ✓ ✓

GLAMM [87] 2 ✓ ✓ Box ✓ ✓ ✓ ✓
Groundhog [134] 4 ✓ ✓ Point & Box & Mask ✓ ✓ ✓ ✓

AnyRef [35] 2 ✓ ✓ Box ✓ ✓ ✓
PixelLM [88] 1 ✓ ✓ ✓
GSVA [109] 2 ✓ ✓ ✓
Groma [78] 1 ✓ ✓ Box ✓ ✓

VIP-LLaVA [8] 1 ✓ ✓ Point & Box & Mask ✓ ✓
PSALM [135] 1 Point & Box & Mask ✓ ✓
LaSagnA [102] 2 ✓
OMG-Seg [58] 1 Point ✓
OMG-LLaVA 1 ✓ ✓ Point & Box & Mask ✓ ✓ ✓ ✓ ✓

referring localization. Most works [31; 5; 116; 77; 103; 105] design effective fusion modules to
achieve better performance. Meanwhile, several works [55; 103; 108; 49; 87; 126; 81] explore more
complex language-driven tasks from various aspects, including robustness, reasoning, and region-level
caption. LISA [114] involves reasoning-based segmentation. Then, GLaMM [87] annotates a new
dataset and proposes region-level caption and segmentation tasks. Meanwhile, several works [29; 72]
use LLMs as agents to assign different visual experts. In contrast to these works, our method is a
more elegant baseline, which contains only one visual encoder, one LLM, and one decoder.

Visual Prompts. With the prompting ability of LLMs, several works [100; 99; 4; 138; 90; 51; 81] also
explore visual prompting methods in vision. According to the design and purposes, these works can
be divided into different aspects, including learnable tokens [138], mask-visual-modeling for different
tasks [100; 27; 98], and various visual prompting encoders for visual outputs [99; 101; 125; 47]. Our
OMG-LLaVa also supports visual prompts for better interaction with the user’s inputs, showing the
potential for product purposes.

3 Methodology

3.1 Task Unification

Motivation and Our Goals. The LLMs unify most NLP tasks as token generation tasks and
exhibit strong reasoning and instruction-following capabilities. As shown in Fig. 2 (a), LLaVA-
like models [71; 70; 69; 110; 65; 131; 24; 25; 18; 64] further introduce visual tokens into LLMs,
enabling LLMs to understand visual information and perform visual-based reasoning. However,
they cannot accomplish fine-grained visual tasks like object-level and pixel-level understanding
and reasoning. As shown in Fig. 2 (b), [126; 133; 11; 82; 13; 119] introduce region-level visual
embeddings, allowing LLMs to achieve object-level understanding and reasoning tasks. However,
these models rely on complex region embedding extraction designs. In addition, most cannot perform
pixel-level understanding tasks. Thus, as shown in Fig. 2 (c),[49; 88; 35] introduce segmentation
tokens, enabling LLMs to output segmentation masks and thus handle pixel-level understanding and
reasoning tasks. Nonetheless, they require a large segmentation module, such as SAM [47], making
the system highly redundant. As shown in Fig. 2 (d), GLAMM [87] combines the above pipelines to
handle object-level and pixel-level tasks. However, this significantly increases the system’s complexity
and redundancy. Additionally, GLAMM relies on explicit instructions from the user, losing the
perception ability to handle basic pixel-level understanding tasks such as instance segmentation,
semantic segmentation, panoptic segmentation, and interactive segmentation.
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Question: <Image>\n 
Please describe the  
<Region> and respond 
with interleaved 
segmentation masks.

LLM

Visual Projector
Tokenize

Answer: It’s a wooden <p> pier </p> [SEG], surrounded by the <p> lake </p> [SEG] and the <p> 
forest </p> [SEG]. A blue <p> sky </p> [SEG] is above the pier and the <p> mountains </p> [SEG].

Decode

Text Projector

Pixel-centric
Visual Tokens

Object-centric
Visual Tokens

OMG-Seg

OMG Decoder

Visual Prompts
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Perception Prior 
Embedding

Image
Encoder
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Figure 3: The Overview of OMG-LLaVA. OMG-LLaVA consists of OMG-Seg and LLM. OMG-Seg tokenizes
the image into pixel-centric visual tokens, the detected objects, and inputs visual prompts into object-centric
visual tokens. Additionally, the [SEG] token output by LLM is decoded by OMG-Seg into segmentation masks.
OMG-Seg remains frozen at all stages.

In this paper, we focus on addressing all the challenges above in a more simple yet elegant way. Our
OMG-LLaVA unifies image-level (such as image caption and image-based conversation), object-level
(such as region caption and visual prompt-based conversation), and pixel-level (such as universal
segmentation, referring segmentation, reasoning segmentation, and grounded conversation generation)
visual understanding and reasoning tasks into token-to-token generation. The framework follows
a simple and elegant system design, including only one visual perception module and one large
language model.

Unified View of Different Tasks. We model various tasks as the token-to-token generation to
bridge the gap between image-level, object-level, and pixel-level understanding and reasoning. To
support these tasks, we define three types of tokens: text tokens Tt, pixel-centric visual tokens Tpv,
and object-centric visual tokens Tov. Text tokens encode textual information. Pixel-centric visual
tokens represent dense image features, providing the LLM with comprehensive image information.
Object-centric visual tokens encode the features of specified objects, offering the LLM object-centric
information, and can be easily decoded into segmentation masks.

Then, all the tasks can be unified as:

T out
t , T out

ov = LLM(T in
pv , T

in
ov , T

in
t ) (1)

For example, in the classic image-level understanding task, i.e., image caption, a text response T out
t

is generated based on text instruction T in
t and image features T in

pv . In the object-level understanding
task, region captioning, the text response T out

t is generated based on text instruction T in
t , image

features T in
pv , and specified object-centric visual tokens T in

ov . The pixel-level reasoning task, referring
segmentation, involves generating object-centric visual tokens T out

ov based on text instruction T in
t

and image features T in
pv . Additionally, OMG-LLaVA can support various mixed-level tasks, such as

providing grounded descriptions around specified objects.

Pixel-centric visual tokens can be obtained by tokenizing images using a CLIP backbone as the
tokenizer. However, object-centric visual tokens require encoding object information to be easily
decoded into segmentation masks. Therefore, methods like mask pooling in Osprey [126] and ROI
pooling in GLaMM [87] fail to meet these requirements. We found that a universal perception decoder
can meet all the requirements. Thus, we chose the OMG-Seg decoder [58] as the object-centric
tokenizer due to its comprehensive capabilities.

3.2 OMG-LLaVA Framework

The framework of OMG-LLaVA is shown in Fig. 2 (e). OMG-LLaVA comprises a large language
model (LLM) and a frozen universal perception module. The universal perception module encodes
images and visual prompts from users into pixel-centric and object-centric visual tokens. It obtains
object-centric visual tokens output by the LLM into explicit segmentation mask responses. The LLM
accepts text instruction tokens and pixel-centric and object-centric visual tokens from the universal
perception module as inputs and then outputs text responses along with object-centric visual tokens.
The detailed architecture of OMG-LLaVA is illustrated in Fig. 3. The universal perception module
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Figure 4: The Architecture of the OMG Decoder. A simple attention mask generation strategy enables
the OMG decoder to encode point, box, and mask prompts.

comprises an image encoder, an OMG decoder [58], and a non-trainable perception prior embedding
component.

Image Encoder. To maximize the perception capabilities of the universal perception module, we
use the ConvNeXt-L [75]-based CLIP [86] model as the image encoder and employ a high image
resolution (1024×1024). However, the large image resolution results in excessive visual tokens
input into the LLM, leading to significantly higher computational costs than using lower-resolution
images (such as 224×224 or 336×336). We address this issue by utilizing the lowest resolution
image features (32× downsampling). Additionally, we use the pixel shuffle operator to further reduce
the image features’ resolution. Ultimately, the downsampling factor for the image features used to
generate visual tokens is 64, meaning that a 1024×1024 image produces 256 visual tokens.

OMG Decoder. We utilize the OMG decoder [58] to generate object-centric visual tokens, furnishing
the LLM with information regarding the primary objects in the image and those mentioned by the
user’s input visual prompts. As shown on the left side of Fig. 4, the OMG decoder comprises masked
cross-attention [19] and self-attention layers. The OMG decoder’s input includes a set of learnable
object queries [20; 19; 10] for automatically capturing all objects of interest and visual prompt queries
derived from encoded input visual prompts [47]. The visual prompt queries and learnable object
queries are collectively termed object queries. The OMG decoder probes feature for object queries
from the image features by employing masked cross-attention and models relationships between
objects through self-attention. The object queries can be decoded into segmentation masks and object
categories via a simple FFN layer. With the OMG decoder, OMG-LLaVA can efficiently tokenize
object information into object-centric visual tokens, thereby equipping the LLM with information
about objects in the image and those referenced by the user.

The OMG decoder can accept point prompts as input. While box and mask prompts can be easily
converted into point prompts, this crude conversion significantly loses prompt information, compli-
cating the explicit encoding of the user’s intent. To address this, we can impose constraints on the
attention masks of the masked cross-attention layers based on the visual prompt to precisely encode
the object information referenced by the prompt. As depicted on the right side of Fig. 4, we utilize
the box coordinates to define attention masks for all pixel features outside the box for box prompts.
Similarly, we directly employ the provided object mask to generate attention masks for mask prompts.
With this straightforward attention mask modification strategy, OMG-LLaVA can accurately capture
the user’s visual prompts, encompassing point, box, and mask prompts.

Image Feature

Object Queries
Mask Score

(��, ��)
Predcit

(��, �)

Query
Embedding

Visual Tokens

Filter background queries

C

Figure 5: The process of the perception prior embedding strategy. The per-
ception prior embedding strategy integrates object queries into image features
based on segmentation prior.

Perception Prior Embed-
ding. We find that directly
combining a frozen per-
ception module with LLM
doesn’t perform well, as
also observed in LISA [49].
To retain the full capabili-
ties of the universal percep-
tion module, OMG-LLaVA
doesn’t fine-tune the percep-
tion module to adapt to the
output of the large language
model. Instead, we propose
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a perception prior embed-
ding strategy to tackle this challenge. Fig. 5 illustrates the perception prior embedding strategy.

First, we fuse the image features F ∈ RHW×C outputted by the image encoder with the object
queries Q ∈ RNq×C outputted by the OMG decoder D. Specifically, we utilize the segmentation
mask M ∈ RNq×HW obtained from the object queries and the corresponding confidence score
S ∈ R1×Nq to derive a mask score MS ∈ RHW×Nq for each pixel for the object queries:

MS = Softmax(M⊙S, dim = −1) (2)

Then, we compute a weighted average of the object queries Q based on the mask score MS and
obtain the corresponding weighted object queries for each pixel. Pixel-centric visual tokens Tpv are
obtained by adding the weighted object queries to the image features F :

Tpv = MS · Q+ F (3)

Additionally, we treat the foreground object queries as object-centric visual tokens Tov. The object-
centric visual tokens Tov are concatenated with the pixel-centric visual tokens Tpv to form the visual
tokens Tv = (Tpv, Tov), which are input to the LLM to provide rich perception prior information.

Visual Projector and Text Projector. Following [71], we use an MLP as the visual projector, which
is responsible for mapping visual tokens to the LLM’s text embedding space. Since our visual tokens
are pixel-centric and object-centric tokens, the visual projector comprises two MLPs, each handling
one type of visual token separately. Inspired by [49; 87], we also use a simple MLP to map the LLM
output’s hidden states of the [SEG] token to the visual space.

Instruction Formulation. OMG-LLaVA can accept visual input, text input, and visual prompt
input and output text responses and segmentation token, segmentation masks and labels. Thus, it
can handle tasks such as image captioning, image-based conversation, region captioning, visual
prompt-based conversation, referring segmentation, reasoning segmentation, grounded conversation,
etc. We use a unified instruction formulation to support these functionalities. As shown in Fig. 3,
there are three special tokens: <Image>, <Region>, and [SEG]. Before being fed into the LLM, the
<Image> token is replaced by visual tokens Tv, and the <Region> token can be replaced by any
object-centric visual token encoded by the visual prompt. The [SEG] token in the LLM’s output is
sent to the frozen OMG decoder to be decoded into a segmentation mask.

3.3 Training and Testing Setup

Training. Following LLaVA [71], our OMG-LLaVA performs two-stage training: pretraining and
instruction tuning. During the pretraining stage, the perception model and LLM are frozen, and
only the visual and text projectors can be tuned. In addition to the text regression loss, we apply
regularization penalties to the visual projector Pv and text projector Pt to preserve object-centric
information as much as possible.

Lpretrain = Ltext + Lreg, Lreg = (Tov − Pt(Pv(Tov)))
2 (4)

During instruction tuning, in addition to finetuning the visual projector and text projector, we use
LoRA [37] to finetune the LLM. Following [87; 58], besides the text regression loss, we apply
cross-entropy loss and dice loss [80] to supervise the segmentation mask decoded by the [SEG] token,
as shown in following (We set α = 5 β = 2 by default):

Lintruction = Ltext + Lmask, Lmask = αLCE + βLDICE (5)

Testing. The image-level, object-level, and pixel-level understanding and reasoning tasks can all
be encompassed within the Eq. 3.1 paradigm. During the inference stage, we encode the necessary
task requirements, such as text prompts, visual prompts, and image features, into tokens to input
into the LLM. The output tokens of LLM are then decoded into text responses and segmentation
mask responses according to the task definition. We refer the readers to check the more details in the
appendix.
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Table 2: The comprehensive comparison of OMG-LLaVA and other MLLMs regarding pixel-level and object-
level understanding and reasoning capability and performance. "-" indicates that the method does not handle this
task. † indicates that the method used the GranD dataset [87] for pretraining, which is significantly larger than
the datasets used by other methods.

Method Visual COCO VIPseg refCOCO refCOCO+ GCG refCOCOg(C)
Encoder Num PQ VPQ cIoU cIoU METEOR AP50 METEOR

OSprey [126] 1 - - - - - - 16.6
LISA [49] 2 - - 74.1 62.4 13.0 25.2 -

NeXT-Chat [128] 2 - - 74.7 65.1 - - 12.0
LaSagnA [102] 2 - - 76.8 66.4 - - -

GSVA [109] 2 - - 76.4 64.5 - -
AnyRef [35] 2 - - 74.1 64.1 - - 16.2

GLaMM† [87] 2 - - 79.5 72.6 15.2 28.9 15.7
PixelLM [88] 1 - - 73.0 66.3 - - -
OMG-LLaVA 1 53.8 49.8 78.0 69.1 14.9 29.9 15.3

Table 3: Performance on referring expression segmentation datasets. The evaluation metric is cIoU. "ft"
indicates finetuning on the referring expression datasets.

Method Freeze Visual refCOCO refCOCO+ refCOCOg
Decoder Encoder Val TestA TestB Val TestA TestB Val Test

LISA [49] × 2 74.1 76.5 71.1 62.4 67.4 56.5 66.4 68.5
LISA(ft) [49] × 2 74.9 79.1 72.3 65.1 70.8 58.1 67.9 70.6
PixelLM [88] × 1 73.0 76.5 68.2 66.3 71.7 58.3 69.3 70.5

GSVA(ft) [109] × 2 77.2 78.9 73.5 65.9 69.6 59.8 72.7 73.3
OMG-LLaVA ✓ 1 75.6 77.7 71.2 65.6 69.7 58.9 70.7 70.2

OMG-LLaVA(ft) × 1 78.0 80.3 74.1 69.1 73.1 63.0 72.9 72.9
OMG-LLaVA(ft) ✓ 1 77.2 79.8 74.1 68.7 73.0 61.6 71.7 71.9

Table 4: Performance on grounded conversation generation datasets. “ft” indicates finetuning on the GranDf [87]
dataset. † indicates that the method used the GranD dataset [87] for pretraining.

Methods ft Visual Val Test
Encoder METEOR CIDEr AP50 mIOU METEOR CIDEr AP50 mIOU

Kosmos-2 [82] ✓ 1 16.1 27.6 17.1 55.6 15.8 27.2 17.2 56.8
LISA [49] ✓ 2 13.0 33.9 25.2 62.0 12.9 32.2 24.8 61.7

GLaMM† [87] ✓ 2 15.2 43.1 28.9 65.8 14.6 37.9 27.2 64.6
OMG-LLaVA × 1 13.8 36.2 26.9 64.6 13.5 33.1 26.1 62.8
OMG-LLaVA ✓ 1 14.9 41.2 29.9 65.5 14.5 38.5 28.6 64.7

Table 5: Ablation study on RES and GCG datasets.

Methods refCOCO refCOCO+ refCOCOg GCG
cIoU gIoU cIoU gIoU cIoU gIoU METEOR mIoU

Baseline (M0) 58.7 61.0 52.6 55.0 55.8 58.1 13.2 51.0
+ Perception prior embedding (M1) 72.5 74.3 63.2 65.4 67.8 70.6 13.6 62.1
+ Object query input (M2) 74.4 75.9 64.4 66.2 68.5 71.5 13.8 63.6

4 Experiment

Dataset Setup. During the pretraining stage, we use the LLaVA pretraining dataset [71] to perform
visual-text alignment, following LLaVA. The instruction tuning process of OMG-LLaVA involves a
diverse range of tasks and datasets. For image-level understanding and reasoning tasks, we use the
LLaVA dataset [71; 72; 70], which includes 665K descriptions, reasoning, and conversation data. For
object-level understanding and reasoning, we use the object-level description and conversation data
from the Osprey dataset [126] and the object-level point-prompt data from the MDVP dataset [67],
which contain approximately 74K and 200K data, respectively. For pixel-level understanding
and reasoning, we use the referring segmentation datasets, including refCOCO, refCOCO+ [42],
refCOCOg [121], and refClef, totaling 74K data. Additionally, semantic segmentation datasets,
including ADE20k [137] and COCO-stuff [7], totaling 26K data, and the grounded conversation
generation dataset GranDf [87], containing 200K data, are used.
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Implementation Details. We use the pre-trained ConvNext-L [75] OMG-Seg [58] as the universal
perception module and InterLM2-7B [9] as the LLM for OMG-LLaVA. We adopt xtuner code-
base [22] to build our model and data pipeline. The image is resized to 1024×1024. During the
pretraining stage, only the visual projector and text projector are trained, with an initial learning rate
set to 1e-3. During the instruction tuning stage, the initial learning rate is set to 2e-4, with only the
perception model kept frozen, and the LLM is fine-tuned using LoRA [37]. The maximum sequence
length in the LLM is set to 2,048. All training is conducted on four NVIDIA A800 GPUs with 80GB
of memory. The pretraining stage and instruction tuning stage took 7 hours and 48 hours, respectively.

4.1 Main Results

Comparison with MLLMs. OMG-LLaVA is comprehensively compared with current MLLMs
with perception capabilities, and the results are shown in Tab. 2. OMG-LLaVA demonstrates the
most comprehensive capabilities. It achieves performance comparable to the SOTA in referring
segmentation, grounded conversation generation, and region captioning. Additionally, OMG-LLaVA
retains basic segmentation ability, enabling it to handle universal image and video segmentation tasks.
Compared to other MLLMs, OMG-LLaVA features a simple and elegant system design, incorporating
only a single visual encoder.

Referring Expression Segmentation. We evaluate OMG-LLaVA on refCOCO, refCOCO+, and
refCOCOg, with the results shown in Tab. 3. OMG-LLaVA outperforms LISA [49] by 1.5 cIoU, 3.2
cIoU, and 4.3 cIoU on the validation sets of refCOCO, refCOCO+, and refCOCOg, respectively, while
keeping the OMG decoder frozen and using only a single visual encoder. When we unfreeze the OMG
decoder and finetune OMG-LLaVA on the referring expression segmentation task, OMG-LLaVA
achieves 78.0, 69.1, and 72.9 cIoU on refCOCO, refCOCO+, and refCOCOg, respectively, surpassing
LISA by 3.1, 4.0, and 5.0 cIoU. Compared to PixelLM [88], OMG-LLaVA shows performance
improvements of 5.0 cIoU and 3.6 cIoU on refCOCO and refCOCOg, respectively.

Grounded Conversation Generation. Grounded conversation generation is a comprehensive and
complex task that involves both image-level and pixel-level understanding and reasoning. MLLMs
need to have the ability to provide fine-grained image descriptions and pixel-level understanding,
linking the objects in the image captions to the corresponding segmentation masks. As shown in
Tab. 4, when trained with comparable data, OMG-LLaVA surpasses LISA [49] by 1.9 METEOR
and 7.3 CIDEr in image description ability. In terms of pixel understanding, OMG-LLaVA also
outperforms LISA by 4.7 AP50 and 3.5 mIoU, even though LISA uses SAM and finetunes its
segmentation decoder. Despite GLaMM [87] using much more training data than OMG-LLaVA,
OMG-LLaVA demonstrates comparable pixel-understanding capabilities, outperforming GLaMM
with 0.6 CIDEr, 1.4 AP50 and 0.1 mIoU on the test set.

4.2 Ablation and Analysis

A horse jumping over a hurdle A horse is jumping over a hurdle A woman is riding a brown 
horse in a competition 

Please describe the image and respond with interleaved segmentation masks

Please segment the hurdle

    Please segment the left fence

Figure 6: Visualization of the effectiveness of the pro-
posed strategies. The left part shows the baseline (M0 in
Tab. 5), the middle part shows the model with perception
prior embedding (M1 in Tab. 5), and the right part shows
the model with both perception prior embedding and
object query input (M2 in Tab. 5).

Ablation Study. We conduct ablation studies on
referring expression segmentation and grounded
conversation generation datasets, with all train-
ing and testing settings consistent with the main
experiments. We use a simple combination of
OMG-Seg [58] and LLaVA [71] as our baseline,
similar to LISA [49], where the [SEG] tokens
output by the LLM were input into OMG-Seg
to obtain segmentation masks, with OMG-Seg
kept frozen.

As shown in Tab. 5, the baseline performed
poorly on the RES datasets. Similarly, it ex-
hibited low segmentation quality on the GCG
dataset. This is because the LLM did not ac-
quire any segmentation priors and needed to
generate segmentation queries based on image
features and adapt them to the input of the frozen
perception module, which is a challenging task.
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When using our proposed perception prior em-
bedding strategy, OMG-LLaVA exhibits perfor-
mance gains of 13.8 cIoU, 10.6 cIoU, and 11.7
cIoU on refCOCO, refCOCO+, and refCOCOg, respectively. Additionally, the perception prior
embedding strategy also brings a performance improvement of 11.1 mIoU on the GCG dataset and a
slight improvement in image description capability (0.4 METEOR). When foreground object queries
were provided to the LLM, OMG-LLaVA further improved its performance by 1.9 cIoU on refCOCO
and 1.5 mIoU on GCG.

We conducted a visualization analysis of the proposed strategies. As shown in the left part of Fig. 6,
the simple baseline has poor capability in associating text and segmentation, which is the crucial
reason for its poor performance on RES. When using our proposed perception prior embedding
strategy, the object query and pixel features are explicitly integrated according to the perception prior,
resulting in significantly enhanced text-segmentation association capability. By adopting the object
query input strategy, the quality of some challenging segmentation cases, such as the lower right
corner of the fence in Fig 6, slightly improves.

Qualitative Results. We provide visualization results of OMG-LLaVA on multiple image-level,
object-level, and pixel-level tasks in Fig. 1. Additional qualitative visualization results or compara-
ble visual results for referring expression segmentation and grounded conversation generation are
presented in the appendix.

5 Conclusion

We present a new MLLM, OMG-LLaVA, which bridges image-level, object-level, and pixel-level
understanding and reasoning in one model. Our method only contains one image encoder, one LLM,
and one decoder. With proposed perception prior embedding and unified task instruction tuning,
OMG-LLaVA can perform over 8 different multi-modal learning tasks, as well as preserving the visual
perception ability of the OMG-Seg baseline. Our method can achieve comparable results compared
with previous combined works with much fewer trainable parameters and computation costs. We
hope our work can inspire the community to rethink the design of the MLLM meta-architecture to
minimize the model components and maximize the MLLM’s functionalities.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We outlined the contributions in the abstract, specifically proposing an elegant
MLLM architecture that achieves image-level, object-level, and pixel-level understanding
and reasoning capabilities using only a single visual encoder.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discussed the limitations of the paper in the appendix, including the
inability to segment part-level objects due to the constraints of OMG-Seg.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All details of the proposed method are included in the paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: All the code and model weights will be released upon paper acceptance.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: All details is included in the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: NA.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All the experiments are conducted on 8 A800 80G GPUs.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Yes.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [No]

Justification: No potential societal impacts.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: No such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Yes.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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Table 6: Performance on image-level benchmarks.

Method MME [32] MMBench [74] SEED-Bench [50] POPE [63] AI2D [43]

Training only with LLaVA dataset
LLaVA 1.5 [69] 1422/267 68.5 65.9 86.7 56.6
OMG-LLaVA 1448/282 67.5 68.9 89.7 61.7

Co-training with LLaVA dataset and segmentation datasets
LISA [49] 1/1 0.4 - 0.0 0.0

PixelLM [88] 309/135 17.4 - 0.0 0.0
LaSagnA [102] 0/0 0.0 - 0.0 0.0
GLaMM [87] 14/9 36.8 - 0.94 28.2
OMG-LLaVA 1177/235 47.9 56.5 80.0 42.9

Table 7: Performance with different LLMs.

LLM refCOCO refCOCO+ MME MMBench SEED-Bench POPE AI2D MMstar SQACIoU GIoU CIoU GIoU perception reasoning

Phi3-3.8B [1] 76.5 78.0 67.8 70.0 1291.6 265.0 59.6 60.6 86.7 56.9 37.1 64.7
InternLM2-7B [9] 76.3 77.8 67.7 69.9 1177.1 235.4 47.9 56.5 80.0 42.9 33.1 57.8
Qwen2-7B [113] 76.7 78.2 69.1 71.2 1215.7 251.1 62.8 60.7 84.3 52.6 37.2 66.4

A Appendix

Overview. In this appendix, we will first give more implementation and training details of our method.
Then, we present more detailed ablation studies on several component designs. Next, we present
more detailed visualization results. In the end, we discuss the limitations and future work.

A.1 More Implementation Details

Pre-training. Following LLaVA, OMG-LLaVA first performs pre-training to learn the projector that
projects visual tokens into the text space. During the pre-training stage, we freeze the visual encoder,
OMG head, and LLM to train the visual projector for projecting visual tokens into the text space and
to train the text projector for restoring the projected object-centric visual tokens to the segmentation
embedding. The training data used in the pre-training stage is the same as that used in LLaVA. In
this stage, the OMG-LLaVA is trained for 1 epoch. The batch size is 256, with 32 per GPU, and the
learning rate is 0.001.

Supervised fine-tuning. During the instruction tuning stage, we freeze the visual encoder and
OMG head, finetune the LLM using LoRA, and fully finetune the text and visual projectors. We
train OMG-LLaVA for 1 epoch on all instruction tuning datasets, including the LLaVA instruction
tuning dataset, referring expression segmentation datasets, semantic segmentation datasets, grounded
conversation generation datasets, mask-based visual prompt datasets, and point-based visual prompt
datasets. The batch size is 128, with 16 per GPU, and the learning rate is 2e-4.

Inference details for each task. OMG-LLaVA generates answers token by token during the inference
stage based on the given question. We use a fixed template for the referring expression segmentation
task to create the question: “Please segment {EXPRESSION} in this image." In rare cases where
OMG-LLaVA does not predict the [SEG] token, we use an empty mask as the segmentation result.
We use the fixed question for the grounded conversation generation task: “Could you please give me
a detailed description of the image? Please respond with interleaved segmentation masks for the
corresponding parts of the answer." For other tasks, we remove special tokens such as <p>, </p>, and
[SEG] from OMG-LLaVA’s responses to ensure the answers contain only text.

A.2 More Experiment Results.

Evaluation results on image-level benchmarks. We evaluate OMG-LLaVA on several image-level
benchmarks, including MME [32], MMBench [74], SEED-Bench [50], POPE [63], and AI2D [43]
benchmarks. The evaluation results are shown in Tab. 6. When jointly Co-training with image-
level and pixel-level datasets, OMG-LLaVA achieves 1412, 47.9, 46.5, 80.0 and 42.9 on MME,
MMBench, SEED-Bench, POPE and AI2D benchmarks, respectively. Compared with GLaMM [87],
PixelLM [88], and LISA [49], OMG-LLaVA demonstrates significant performance improvement.
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Table 8: Ablation study of projector for object-centric visual tokens.

Methods Cross Attn. Individual refCOCO refCOCO+ refCOCOg refCOCOg(C)
cIoU gIoU cIoU gIoU cIoU gIoU METEOR

Baseline (M0) 74.5 75.9 63.6 65.9 68.7 71.0 13.6
M1 ✓ 72.3 73.7 60.6 63.0 66.5 69.2 13.2
M2 ✓ 72.3 74.1 60.8 63.5 65.4 68.6 13.1

Table 9: Ablation study on answer format of segmentation-based tasks. The first row represents the RES task
using the fixed answer: “Sure, it is [SEG]." and the GCG task using “<p> Expression </p> [SEG]." The second
row represents the segmentation tasks’ answer format being unified as “<p> Expression </p> [SEG].

Format refCOCO refCOCO+ refCOCOg GCG
cIoU gIoU cIoU gIoU cIoU gIoU METEOR AP50 mIOU

It is [SEG]. 75.5 76.5 65.8 67.8 70.6 72.3 13.8 27.3 64.4
<p> Expression </p> [SEG]. 75.6 76.8 65.6 67.6 70.7 72.6 13.8 26.9 64.6

Table 10: Ablation study on segmentation embeddings.

refCOCO refCOCO+ refCOCOg
cIoU gIoU cIoU gIoU cIoU gIoU

Last layer’s hidden state 74.3 75.5 64.5 66.4 70.0 71.9
Mean of all layers’ hidden states 74.3 75.8 64.5 66.4 68.7 71.4
Concatenate of all layers’ hidden states 70.0 71.1 61.8 63.6 62.3 64.4

When training only with the LLaVA [69] dataset, OMG-LLaVA achieves 1730, 67.5, 68.9, 89.7, and
61.7 on MME, MMBench, SEED-Bench, POPE, and AI2D benchmarks. OMG-LLaVA outperforms
LLaVA-1.5 [69] with 41, 3.0, 3.0, 5.1 on MME, SEED-Bench, POPE, and AI2D benchmarks with
the same training data.

Performance with diverse LLMs. We construct the OMG-LLaVA using diverse LLMs. The
performance is shown in Tab. 7. In addition to InternLM2 [9], we have tried using PHI-3.8b [1] and
Qwen2-7B [113], which achieved better performance on pixel-level and image-level benchmarks than
InternLM2. When using the stronger Qwen2-7B, OMG-LLaVA achieves 76.7 cIoU and 69.1 cIoU
on RefCOCO and RefCOCO+ benchmarks, and 1466.8, 62.8, 60.7, 84.3, 52.6, 37.2, and 66.4 on
MME [32], MMBench [74], SEED-Bench [50], POPE [63], AI2D [43], MMstar [15] and SQA [76]
benchmarks.

A.3 More Detailed Ablation Studies.

Projector for object-centric visual tokens. We conducted ablation experiments on the vision
projector. The results are shown in Tab. 8. We use a simple MLP projector as the baseline for
object-centric visual tokens. When we added a cross-attention layer to the projector, performance
on segmentation and visual prompt-based tasks decreased. This is because the introduction of the
cross-attention layer caused the object-centric visual tokens to incorporate too many pixel-centric
visual tokens, leading to interference with the object information. Furthermore, when the projector
for object-centric visual tokens generated from visual prompt input and object queries is not shared,
performance declines on segmentation and visual prompt-based tasks. Therefore, a shared MLP
projector can effectively project object-centric visual tokens into the text space.

Answer format for segmentation-based tasks. In LISA [49], the response for the referring expres-
sion segmentation task is fixed as “Sure, it is [SEG]." However, this fixed answer may interfere with
the instruction-following ability of the LLM, leading it to respond with “Sure, it is [SEG]." for new
instructions. In GLaMM [87], for the grounded conversation generation task, the response is typically
“<p> Expression </p> [SEG]." Since the “Expression" is flexible and variable, the LLM is less likely
to overfit to a fixed response.

We conduct ablation experiments on the answer format for segmentation tasks, and the results are
shown in Tab. 9. We find that unifying the answer format for segmentation tasks (including RES
and GCG) as “<p> Expression </p> [SEG]" yields better performance. This more flexible answer
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Ours

LISA

GLaMM

the grass the sand

Image

Express: the table 
beside the black sofa

the smallest chair

Figure 7: Qualitative comparison on the referring expression segmentation task. LISA uses the 13B LLM,
while GLaMM and our proposed OMG-LLaVA use the 7B LLM.

format not only achieves better performance in the referring expression segmentation task compared
to the fixed answer but also avoids the damage to the LLM’s instruction-following ability.

Segmentation embeddings. We conduct ablation experiments on the generation strategy of segmen-
tation embedding, and the results are shown in Tab. 10. We explore whether the hidden states of the
intermediate layers corresponding to the [SEG] token are helpful for segmentation. Compared to
using the hidden states of the last layer of the [SEG] token as the segmentation embedding, using the
mean of the hidden states from all layers as the segmentation embedding resulted in negligible im-
provement on refCOCO but led to a significant performance drop on the more challenging refCOCOg.
Concatenating the hidden states from all layers of the [SEG] token as the segmentation embedding
resulted in a significant performance drop across all RES tasks. Therefore, the hidden state of the last
layer already contains sufficient features to generate the segmentation mask, and introducing hidden
states from other intermediate layers does not yield better segmentation results.

A.4 More Visualization Results

Qualitative comparison with SOTA methods. We conduct qualitative comparisons and analyses on
various tasks, including referring expression segmentation, grounded conversation generation, and
image-based conversation, against the SOTA methods LISA [49] and GLaMM [87]. Fig. 7 shows the
visualization results of the RES task for LISA, GLaMM, and our proposed OMG-LLaVA. OMG-
LLaVA demonstrates a more stable segmentation performance than LISA and GLaMM. Additionally,
OMG-LLaVA exhibits better image and text understanding capabilities than LISA (13B) and GLaMM,
as illustrated in the fourth column with the example of "the smallest chair".
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Fig. 8 shows the visualization results of the GCG task for GLaMM [87] and OMG-LLaVA. Our
proposed OMG-LLaVA provides more detailed and accurate descriptions of the scene, such as “light-
house" and “bear." Additionally, OMG-LLaVA demonstrates more stable segmentation capabilities,
as seen in the “mountain" in the bottom-right corner image.

Fig. 9 shows the visualization results of the visual prompt-based description task for GLaMM [87]
and OMG-LLaVA. Compared to GLaMM, OMG-LLaVA supports more flexible visual prompts,
including point, box, and mask prompts. Additionally, OMG-LLaVA can generate more detailed
object captions and demonstrate a more accurate image understanding.

Fig. 10 shows the visualization results of the image-based conversation task for LISA [49],
GLaMM [87], and OMG-LLaVA. Compared to LISA and GLaMM, OMG-LLaVA has stronger
instruction-following ability. For example, when answering the question, “What is the number on the
jersey of the athlete squatting on the ground?" both LISA and GLaMM incorrectly segmented “the
jersey of the athlete squatting on the ground." Compared to GLaMM, OMG-LLaVA can provide more
detailed and accurate answers to user questions. Compared to LISA, OMG-LLaVA demonstrates
stronger scene understanding and reasoning abilities. For instance, in question 3 of Fig. 10, LISA
gave an utterly incorrect answer despite using a larger LLM (13B).

Visualization results of RES. We provide additional visualization results of OMG-LLaVA on the
RES task in Fig. 11. OMG-LLaVA demonstrates a strong understanding of spatial relationships and
human actions, enabling it to accurately and reliably segment the specified objects based on these
descriptions. Furthermore, even without training on any reasoning segmentation data, OMG-LLaVA
exhibits the ability to perform reasoning segmentation. As shown in Fig. 12, OMG-LLaVA can infer
the target based on the question and accurately segment the corresponding object.

Visualization results of GCG. As depicted in Fig. 13, our method performs well on the grounded
conversation generation task. OMG-LLaVA demonstrates strong scene understanding and object
segmentation capabilities. Although some objects are overlooked, this is due to the omission of many
objects in the image captions of the Grandf dataset. We believe that using higher-quality data for
training would result in even better performance for OMG-LLaVA.

Visualization results of visual prompts-based description. Fig. 14 shows more visualization results
for the visual prompt-based description task. OMG-LLaVA supports input of point, box, and mask-
based visual prompts and provides detailed descriptions. These descriptions include information
about the objects and their relationships with other objects in the scene.

A.5 Limitation and Future Work Discussion

Limitations of OMG-LLaVA. Although OMG-LLaVA achieves image-level, object-level, and pixel-
level capabilities with a concise and elegant architecture, much room still exists for improvement.
Firstly, joint training with pixel-level understanding data often leads to decreased image-level capa-
bility, a phenomenon widely observed in LISA [49] and GLaMM [87]. This challenge could be ad-
dressed by organizing the data to eliminate this conflict. Secondly, due to the lack of multi-granularity
segmentation capability in OMG-Seg, OMG-LLaVA cannot perform part-level segmentation. This
challenge could be addressed using a more powerful and universal perception module by adding
part-level visual inputs.

Future Works. Several future directions can be explored with our new meta-architecture. We list two
potential directions, including video and more instruction-tuning data. Although OMG-Seg [58] can
acquire the video inputs, OMG-LLaVA still cannot perform pixel-level spatial-temporal reasoning.
This is due to the lack of such datasets. Moreover, more instruction-tuning data involve more
localization outputs, and multiple round conversations can be used to build a stronger MLLM model.
For example, we plan to use full GLaMM datasets [87] and more detection datasets [48; 89] for joint
co-training as future work if more computation resources are available.
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A black truck is driving on a 
dirt road. The truck is also 
parked on the same dirt road. 
The sky is visible over the 
truck.

A black Jeep is parked on a 
dirt road, surrounded by a 
vast sandy landscape. The 
scene is set in a desert 
environment with a clear blue 
sky visible.

The image features a 
building standing on 
grass . The sky is 
overarching the 
building.

The image 
features a 
lighthouse with 
a sky overhead. 
The sky is also 
seen over grass.

The image showcases a living room with 
a chair and a potted plant placed on a 
rug . A window is situated beside the 
chair and a wall . The rug is positioned 
on the wooden floor.

The image showcases a living room with a large 
window and a wooden floor with rug. A potted 
plant is placed on the wooden floor. A chair is 
positioned beside the potted plant. The chair is 
also situated on the wooden floor. The wooden 
floor is connected to the wall and the window 
and the door is embedded in the wall.

Image

GLaMM

Ours

The image showcases a book 
and a cabinet placed on a rug . 
The cabinet is situated beside 
a wall . A light is also visible, 
positioned beside the book.

The image showcases a vintage, wooden 
cabinet with a built-in bookshelf. The 
cabine is positioned on a rug, and a 
light fixture is hanging from the 
ceiling . The cabinet is also situated 
beside a table, which is also placed on 
the rug. Book is on the table. The rug 
is on the wooden floor.

The image features a dog 
standing on grass . The dog is 
positioned in front of a 
mountain . The grass is 
attached to the mountain.

The image shows a bear 
standing on grass. The bear is 
positioned in 
front of a mountain. The sky  
is visible over the mountain.

A woman stands in 
front of a waterfall in 
a mountainous region, 
surrounded by tall 
snowy cliffs and 
greenery, creating a 
beautiful and serene 
scene.

A woman in a 
black shirt and 
black pants is 
walking in the 
mountains .

Image

GLaMM

Ours

Figure 8: Qualitative comparison on the grounded conversation generation task.
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A coffee cup is prominently positioned in the image. 
It's a large cup with a brown handle, and it's placed 
on a saucer. The cup is filled with a warm beverage, 
likely coffee, and it's the main focus of the scene.

A small, round pastry is located in the middle of the 
plate. It's the second pastry from the left and is the 
second row from the bottom.

a cup of coffee

a macaroon 
on the left 
of the plate

A small monkey is seen in 
the image, hanging from a 
branch. The monkey appears 
to be a baby, possibly a baby 
monkey, and is positioned 
towards the left side of the 
image.

monkey 
hanging 
from tree 
branch

A large, leafy tree is situated in 
the foreground of the image. It 
appears to be a mature tree, 
possibly a pine tree, and is located 
near a house. The tree is the main 
focus of this region, and it stands 
out against the backdrop of the 
house.

A silver car is parked on the 
side of the road, occupying a 
significant portion of the image. 
The car's color is white, and it 
appears to be a sedan. The car 
is positioned in front of a blue 
house, which is also visible in 
the scene.

a tree in 
front of a 
house

a grey car 
parked on 
the side of 
the road

OMG-LLaVA GlaMM

Figure 9: Qualitative comparison on the visual prompt-based description task.
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Could you please give me a 
detailed description of the image? 

The image captures a baseball game in progress, with a batter swinging a bat at a pitch. The batter is 
wearing a baseball uniform, and the catcher is positioned behind him, ready to catch the ball. 
There are several other people in the scene, including a few more players on the field and a couple of 
spectators. Some of the spectators are standing closer to the field, while others are further away. A 
bench is also visible in the background, likely for players to rest or spectators to sit.

OMG-LLaVA

GLaMM

A baseball player holding a bat on a field.

LISA(13B)
The image captures a baseball game in progress, with a batter standing at the plate, holding a baseball 
bat. The batter is wearing a uniform and appears to be preparing for a swing. There are several people 
in the scene, including teammates and opponents, all focused on the game. A total of six people can be 
seen in the image, with some standing close to the batter and others positioned further away. A 
baseball glove is visible in the scene, likely held by one of the players. The atmosphere is lively, with 
everyone engaged in the game.

What is the number on the jersey of the athlete squatting on the ground?

The number on the jersey of the baseball player squatting on the ground is 52.

OMG-LLaVA

GLaMM
Sure, [SEG].

LISA(13B)Sure, the segmentation result is [SEG].

Why is the athlete in the middle squatting?

The athlete in the middle squatting is likely in the process of catching a ball. In baseball, when a 
player is on base, the opposing team tries to score runs by hitting the ball and running around the 
bases. The catcher's role is to receive the ball thrown by the pitcher and attempt to tag out the 
base runners, preventing them from advancing. In this image, the catcher is squatting in front of the 
batter, ready to catch the ball if the batter misses or if the ball is hit into the dirt.

OMG-LLaVA

GLaMM
The athlete in the middle squatting is the catcher, who is preparing to catch the ball thrown 
by the pitcher.

LISA(13B)
The baseball player in the middle is squatting because he is preparing to hit the ball during the game. 
As a batter, his position is crucial for making contact with the pitched ball and potentially scoring runs 
for his team. By squatting, the player lowers his center of gravity, increases his stability, and improves 
his ability to react quickly to the pitch. This position also allows the player to generate more power in 
his swing, which can result in a stronger hit and potentially longer distances for the ball to be hit.

Figure 10: Qualitative comparison on the image-based conversation task.
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Please segment who is 
holding the baseball bat.

Please segment the fence.

Please segment out the pizza 
that is closer to the man.

Please segment the person 
raising the arm.

Please segment the right girl.

Please segment the middle 
beer bottle.

Please segment the person 
with red hat.

Please segment the tree in the 
background.

Please segment out the 
person holding a fork.

Referring
Segmentation

Figure 11: More visualization results of referring expression segmentation.

Please segment out what is 
separating the spectators 
from the athletes.

Please segment out what the 
man is most likely to eat to fill 
his stomach.

Please segment out what 
this woman will use to hit 
the tennis ball.

Please segment out what is 
helping the woman block 
the sunlight.

Please segment out what can 
help the little boy feel cooler.

Please segment out the 
food with the most fiber.

Reasoning
Segmentation

Figure 12: Visualization results of reasoning segmentation.
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The image shows a zebra 
standing on dirt. A bird is 
also present on the dirt. 
The dirt is attached to a 
rock.

A skateboarder is grinding 
his board on a ramp

The image shows a bench 
situated on snow. The bench is 
located in front of a tree. The 
sky is visible over the tree.

The image shows a cake 
placed on a dining table. 
The cake is attached to 
a bowl.

a giraffe standing behind another 
giraffe. a giraffe standing in front 
of another giraffe 

A boy in a blue uniform kicks 
a soccer ball

Figure 13: More visualization results of grounded conversation generation.

Visual Prompts
Understanding

The athlete wearing a blue 
helmet is the batter in the 
baseball game. He is in the 
process of swinging the bat, 
attempting to hit the ball that is 
coming towards him. The batter 
is likely focused on the ball's 
trajectory and timing his swing to 
make contact with it.

The purple umbrella in the 
image is a large umbrella, 
providing protection from 
the falling snow. It is held 
by the man, who is walking 
alongside the woman. The 
umbrella is likely 
waterproof, allowing them 
to stay dry while they walk 
through the snow.

The sheep in the image is 
a large, wooly animal with 
a thick coat of wool. It is 
lying down on the grass, 
appearing to be relaxed 
and comfortable. The 
sheep is 
being sheared by a man, 
who is carefully removing 
the wool from its body.

Point-prompt Box-prompt Mask-prompt

Figure 14: More visualization results of grounded conversation generation.
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