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Abstract

Current parameter-efficient fine-tuning (PEFT) methods build adapters widely
agnostic of the context of downstream task to learn, or the context of important
knowledge to maintain. As a result, there is often a performance gap compared
to full-parameter fine-tuning, and meanwhile the fine-tuned model suffers from
catastrophic forgetting of the pre-trained world knowledge. In this paper, we pro-
pose CorDA, a Context-oriented Decomposition Adaptation method that builds
learnable task-aware adapters from weight decomposition oriented by the context
of downstream task or the world knowledge to maintain. Concretely, we collect a
few data samples, and perform singular value decomposition for each linear layer of
a pre-trained LLM multiplied by the covariance matrix of the input activation using
these samples. The inverse of the covariance matrix is multiplied with the decom-
posed components to reconstruct the original weights. By doing so, the context of
the representative samples is captured through deciding the factorizing orientation.
Our method enables two options, the knowledge-preserved adaptation and the
instruction-previewed adaptation. For the former, we use question-answering
samples to obtain the covariance matrices, and use the decomposed components
with the smallest r singular values to initialize a learnable adapter, with the others
frozen such that the world knowledge is better preserved. For the latter, we use
the instruction data from the fine-tuning task, such as math or coding, to orientate
the decomposition and train the largest r components that most correspond to the
task to learn. We conduct extensive experiments on Math, Code, and Instruction
Following tasks. Our knowledge-preserved adaptation not only achieves better
performance than LoRA on fine-tuning tasks, but also mitigates the forgetting of
world knowledge. Our instruction-previewed adaptation is able to further enhance
the fine-tuning performance to be comparable with full fine-tuning, surpassing the
state-of-the-art PEFT methods such as LoRA, DoRA, and PiSSA.

1 Introduction

Large language models (LLMs) have shown remarkable abilities in a wide range of challenging tasks,
including questing-answering [ I, 51], common sense reasoning [6], and instruction following [85].
While being powerful, LLMs demand exorbitant computation and memory cost when fine-tuning
the whole model on downstream tasks due to the huge model capacity. To enable resource-friendly
adaptation on downstream tasks, parameter-efficient fine-tuning (PEFT) methods are proposed to
largely reduce the number of trainable parameters, by only fine-tuning the newly added adapters
[20, 21, 17] or tokens [31, 37, 53], with the original pre-trained weights frozen.
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Among these PEFT methods, LoRA [21] is increasingly attractive because it is able to keep the model
architecture unchanged after fine-tuning so does not induce extra burden in inference. LoRA suggests
that the weight change in fine-tuning presents a low rank structure, and employs low-rank matrices
with a low hidden dimension to approximate the adaptation [2 | ]. Following studies introduce adaptive
low rank choice among different layers [78, 59, 75], decouple the learning of magnitude and direction
[42], combine LoRA with pruning or quantization [10, 65, 38, 77], and further reduce the number of
trainable parameters [26, 55]. However, existing studies build learnable adapters without considering
any data context. As a result, these initialized adapters are task-agnostic, and may not be the optimal
choice for the downstream task to learn. Moreover, even if PEFT methods only train a small number
of parameters, the fine-tuned model will still suffer from catastrophic forgetting, losing much of
the world knowledge contained in the pre-trained LLM [13, 61, 83]. As shown in our visualization
(Figures 4 and 5 in Appendix C) for the covariance matrices with input from different datasets, similar
outlier patterns can be observed for inputs belonging to the same kind of task, which implies that
the responsive parts of the LLM pre-trained weights are different when different tasks are triggered.
Therefore, the adapter should be built upon the components most associated with the task of concern,
e.g., anew ability to learn or the QA ability to maintain pre-trained world knowledge.

To this end, we propose a task-aware PEFT method named as CorDA, based on Context-oriented
Decomposition Adaptation. It adopts the same low-rank design as LoRA [21], namely introducing
two low rank matrices for each linear layer as a learnable adapter, but associates the context of
world knowledge or fine-tuning task with the process of building these adapters. First, we randomly
collect a few data samples and assume that they contain representative context of the corresponding
task. For example, the question from a question-answering dataset well indicates the ability of
preserving the corresponding knowledge, and the query to write a code carries the context of the
coding task. We feed these samples into a pre-trained LLM, and obtain the covariance matrix of the
input activation of each linear layer, i.e., C = X X7 € R%n*din_where X is the input of this layer.
We then perform singular value decomposition (SVD) for the weight W € R%wut*din multiplied by
the covariance matrix, i.e., SVD(WC) = UXVT, where U and V are singular vectors and ¥ is the
diagonal matrix with the singular values arranged in descending order. In this way, the representative
context expressed by these covariance matrices is able to direct the factorizing orientation. Finally,
the inverse of these covariance matrices is multiplied with the decomposed components to hold the
same inference result with the original model at initialization, i.e., W =USVTC-! , where W is
the weight after decomposition and reconstruction.

Our method supports two optional modes for practitioners, knowledge-preserved adaptation and
instruction-previewed adaptation. LLM fine-tuning on downstream tasks is always accompanied
by the damage of world knowledge acquired from massive pre-training data [13]. Our knowledge-
preserved adaptation enables to learn new tasks effectively while keeping world knowledge as sound
as possible. In this mode, we use questions from question-answering dataset, such as TriviaQA
[23] and Natural Questions [27, 29], to obtain the covariance matrices whose pattern corresponds
to the LLM ability in retrieving knowledge. After SVD with these covariance matrices, we use
the components with the smallest r singular values, i.e., U, _,.}, ¥[_,.}, and (VTC”l)[_,.:,:] I to
initialize a learnable low-rank adapter, and the other components that are key to preserving knowledge
are frozen. Alternatively, when one only aims to achieve performance as high as possible on the fine-
tuning task without concern for world knowledge maintenance, our instruction-previewed adaptation
is suggested. In this mode, we use the instruction and response from the fine-tuning task, e.g. query
to write a code and its answer, to produce the covariance matrices. Similarly, the pre-trained weights
will be decomposed in an orientation such that the context of the fine-tuning task dominates in the
principal singular values and vectors. Therefore, we use the largest 7 components, i.e., U .1}, X[.r],
and (VTC *1)[:,.7:] , to initialize a learnable low-rank adapter, with the other components frozen. The
adapter built upon the context of the fine-tuning task well accommodates the new ability, and thus
leads to a better fine-tuning performance.

Our method brings flexibility in choosing between stronger fine-tuning performance or more preserved
world knowledge, and can be adopted according to the practical demand. Both the two modes are
as efficient as LoRA [21]. After fine-tuning, the adapter can be merged with the frozen part in the

IU[:,,T:], ¥[—r, and (VTCA)[,T:,:] represent the last  columns of U, the last r diagonal elements of X,
and the last r rows of VT C' 71, respectively. Uy. .., X[.r], and (VTC’_l)[:T,:] represent the first  columns of U,
the first r diagonal elements of X, and the first 7 rows of V7' C' ™!, respectively.
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same manner as LoRA. In experiments, CorDA in knowledge-preserved adaptation not only enjoys
better fine-tuning performance than LoRA on Math [9, 71], Code [8, 3], and Instruction Following
[80], but also largely mitigates the deterioration of performance on world knowledge benchmarks
including TriviaQA [23], NQ open [29], and WebQS [4]. The instruction-previewed adaptation is
able to further strengthen the performance on fine-tuning tasks, surpassing the state-of-the-art PEFT
methods including LoRA [21], DoRA [42], and PiSSA [47].

2 Related Work

Parameter-Efficient Fine-Tuning. Since large language models (LLMs) have tens and even hundreds
of billions of parameters [, 5], full-parameter fine-tuning will cause unbearable computation and
memory cost [79, 67]. Parameter-efficient fine-tuning (PEFT) is developed to reduce resource
consumption by only fine-tuning a small number of learnable parameters [12, 64]. Adapter-based
methods introduce additional modules into LLMs and only fine-tune them during fine-tuning [20, 17,

, 45,49, 24]. Another line of research appends extra soft prompts into the input or hidden layers

and only train these learnable vectors [31, 37, 53, 84]. However, most of these methods change the
model architecture or increase the inference burden. Based on the insight that the weight change
after fine-tuning possesses a low rank structure [32, 2], low-rank adaptation (LoRA) [21] proposes

to use two low-rank small matrices as the learnable adapter, without modifying model architecture
or bringing inference cost after fine-tuning. LoRA has inspired a range of variants that employ
adaptive low rank in different layers [78, 59, 75], explore the adapter design [42, 7, 50, 79], combine
LoRA with pruning [77], quantization [10, 65, 38], and mixture-of-expert [4], 13], and introduce
alternative way to initialize the adapter [47]. Nevertheless, existing PEFT methods rarely consider
data context when building the learnable adapter. Data context has been proved to be instrumental in
guiding quantization and compression [40, 73, 28]. In our study, we utilize data context for PEFT,
building adapters based on context-oriented decomposition to better maintain world knowledge or
accommodate new ability.

Knowledge Forgetting. Deep learning models are prone to drastically forgetting the acquired
knowledge when adapting to a new task, known as catastrophic forgetting [14, 54, 25, 52, 44, 70, 36].
A series of methods has been proposed to mitigate this issue using knowledge distillation [39, 19, 33],
rehearsal [56, 69], and dynamic architecture [66]. In the era of large models [62], however, world
knowledge is acquired by pre-training on massive data, which could be intractable to re-use in
fine-tuning [34, 35]. The huge model capacity also hinders the feasibility of knowledge distillation
and dynamic architecture, especially in the case of continuous fine-tuning [16, 74, 57, 15, 22]. Some
studies introduce extra LLaMA layers [01] or mixture of experts [13] with the pre-trained layers
frozen to strike a balance between keeping world knowledge and learning new tasks. Alternative
approaches adopt merging schemes to enable diverse abilities [76, 72, 83]. Different from these
studies, our method enables to achieve world knowledge maintaining in the process of parameter-
efficient fine-tuning, without changing model architecture or relying on a post-merging step.

3 Method

We review the LoRA method in Sec. 3.1. We develop our context-oriented decomposition in Sec. 3.2,
which provides the basis of our knowledge-preserved adaptation and instruction-previewed adaptation
introduced in Sec. 3.3 and Sec. 3.4, respectively.

3.1 Preliminaries on Low-Rank Adaptation

LoRA suggests that the weight change in LLM fine-tuning presents a low rank structure, and thus
proposes to use the product of two low rank matrices to learn the weight change with the pre-trained
weights frozen during fine-tuning [21]. Given the pre-trained weight W € R%ut*din from an LLM,
the weight after fine-tuning can be formulated as:

W* =W + AW =W + BA, (1)

where W* is the weight after fine-tuning, AW is the weight change, and BA is the low rank
decomposition of AW into two smaller matrices B € R%ut*" and A € R"*%» with an intrinsic
rank of r < min (dyy¢, diy)- In this way, the number of learnable parameters can be largely reduced
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Figure 1: An overall illustration of our proposed method. We perform singular value decomposition
oriented by the covariance matrix to aggregate task context into the principal components (up), which
are frozen for maintaining world knowledge (down left) or utilized to initialize the learnable adapter
for better fine-tuning performance (down right). The dark-colored adapter refers to the components
with the largest r singular values, while the light one is composed of the smallest » components.

by freezing the pre-trained weight W and only fine-tuning the matrices B and A. LoRA adopts
the Kaiming initialization [18] to randomly initialize A, and B is initialized as an all-0 matrix such
that AW = 0 at the start of training to circumvent a deviation from the pre-trained model. After
fine-tuning, the learnable adapter B A can be merged into the pre-trained weight W without changing
the original model architecture and introducing extra inference burden.

Despite the success of LoRA-based methods, when building the learnable adapter, existing studies
widely ignore the data context from the target ability that users are particularly concerned with.

3.2 Context-Oriented Decomposition

Pre-trained large language models are endowed with multi-faced abilities, such as answering the
question regarding world knowledge, common sense reasoning, and instruction following. When
different kinds of input messages are fed into an LLM, e.g., a question in some domain and a query
to solve a math problem, even though they are processed by the same pre-trained weights, different
abilities are triggered. The covariance matrix of each layer’s activation will exhibit different outlier
patterns as they are responsive to the task triggered to highlight different aspects of the pre-trained
weight. Therefore, the covariance matrix is able to capture task context. Inspired by this insight, we
leverage the covariance matrix inside LLM to build adapters catering to a certain ability.

The process of our context-oriented decomposition is shown in Figure 1. First, we randomly collect
some samples from the training data of some task with interest, e.g., question answering or Math,
and feed these samples into the LLM used to fine-tune. Denote X € R%n*BL a5 the input activation
of a linear layer where d;,, is the input dimension, B is the number of samples we collect, and L
represents the sequence length. We have the covariance matrix C = X X7 € R%n*din We then
perform singular value decomposition for the weight multiplied by the covariance matrix as:

R
SD(WC) =USV" =Y ouv], 2)
i=1
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where W € RoutXdin 5 the weight of this linear layer, U € RutXdout and VV € R%nXdin are
orthogonal matrices containing singular vectors u; € R%ut and v; € R, 3 € RdoutXdin jg g
diagonal matrix with singular values o; on its diagonal arranged in descending order, and R is the
rank (the number of non-zero singular values) of WC, i.e., R < min{dyys, din }-

To not change the inference result at the initialization of fine-tuning, we reconstruct W by:
R
W =swWC)C™ =Un(ViC™) =) o], 3)
i=1

where C~1 denotes the inverse of C, and v/ is the i-th row vector of V7' C'~1. In case the covariance
matrix C'is not invertible, we adopt a strategy to dynamically add positive values on the diagonal
elements of C' to ensure invertible. Concretely, we multiply a positive coefficient with the average
value of the diagonal elements of C, and add it on the diagonal. Then we calculate the ¢y distance
between CC~! and an identity matrix. If it is higher than a threshold, we double the coefficient and
perform this step again, until the distance reaches below the threshold.

After our context-oriented decomposition, the first several components of u; and ¥; with the largest
singular values o; depict the dominant characteristics of the task associated with C. We can decide
either to maintain these key components to not sacrifice the corresponding ability, or to adapt them
for better performance on the task, which leads to our two implementation modes in the following
two subsections, respectively.

3.3 Mode 1: Knowledge-Preserved Adaptation

We introduce knowledge-preserved adaptation that enables to learn new tasks while maintaining
world knowledge. In this mode, we use the question data from question-answering training data, such
as TriviaQA [23] and Natural Questions [27, 29], to obtain the covariance matrices whose pattern
corresponds to the knowledge retrieving ability of the LLM. When fine-tuning on a new task, as
shown in Figure 1, we use the last 7 components with the smallest r singular values in Eq. (3) to
build learnable adapters as:

W’ =W — BA, B = U[:7_7.:]\/§[_7.:]7 A= \/i[_T.:](Vchl)[_T:7:]’ (4)

where B € R%utX" and A € R"*%n are the initialized matrices in the learnable adapter, BA =

ZiR—m—l o;u;¥1 corresponds to the last r components in Eq. (3), \/i[_r:] is a diagonal matrix
with the squared root of the smallest r singular values on the diagonal, and W’ corresponding to
the first R — r components in Eq. (3) is frozen during fine-tuning. We have W' as the difference
between W and BA instead of summing the first R — r components to avoid the numerical error
between W and W introduced by the decomposition and inversion operations. After fine-tuning, the
learned matrices B* and A* can be merged into W’ as W* = W' 4+ B* A*. This mode is featured
by preserving world knowledge as the knowledge retrieving ability captured by the principal R — r
components is frozen. It is also more effective than a zero-initialized adapter in learning new abilities
as verified by our experiments.

3.4 Mode 2: Instruction-Previewed Adaptation

In the circumstance that pursuing a higher performance on the fine-tuning task is the priority, our
instruction-previewed adaptation will be favorable. In this mode, we collect instruction and response
from the training data used for fine-tuning, e.g. the query to solve a math problem and its answer
shown in Figure | as an example. The prompts are fed into the LLM to produce the covariance
matrices whose pattern is associated with the task to learn. We use the first » components with the
largest r singular values in Eq. (3) to build learnable adapters as:

W'=W - BA, B= U[:,:r] \/E[:rb A= \/E[:r](VTC_l)[:T,:]a ®)]

where B and A are the initialized matrices in the learnable adapter, BA = Y "'_, o;u; ¥/ corresponds
to the first » components in Eq. (3), V2 -] 18 the squared root of the largest r singular values in a

diagonal matrix. Similar to knowledge-preserved adaptation, W' containing the remaining R — r
components is frozen during fine-tuning. This mode enables the initialized adapters to pre-capture
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Figure 2: Perplexity (lower is better) on (a) Wikitext-2 and (b) Penn TreeBank (PTB) after decompos-
ing the LLaMA-2-7B weights and reconstruction discarding the smallest r singular values and their
singular vectors. We compare our context-oriented decomposition (CO-SVD) with plain SVD and
ASVD. The perplexity of plain SVD on PTB at r = 1024 is 763.4, which is out of the shown range.

the main characteristics of the fine-tuning task, leading to stronger performance after training. A
recently proposed method [47] also performs SVD and uses the first » components to initialize an
adapter for fine-tuning. However, their decomposition is agnostic with respect to any data context.
Our adapter capturing the task context in advance can well accommodate the new ability and lead to
better fine-tuning performances in our experiments.

4 Experiments

In experiments, we fine-tune the pre-trained large language model LLaMA-2-7b [58] on Math, Code,
and Instruction Following tasks, and also apply our method to the General Language Understanding
Evaluation (GLUE) benchmark with RoBERTay, ¢ [43]. The world knowledge is evaluated by the
exact match scores (%) on TriviaQA [23], NQ open [29], and WebQS [4]. Following the settings
in [47], the Math ability is trained on MetaMathQA [71] and tested on GSM8k [9] and Math [71]
validation sets. Code is trained on CodeFeedback [$2] and tested on HumanEval [8] and MBPP [3].
Instruction following is trained on WizardLM-Evol-Instruct [63] and tested on MTBench [81]. The
complete implementation details are described in Appendix A.

4.1 Analysis of the Ability to Capture Context

We conduct an experiment to demonstrate the ability of our proposed decomposition method in Sec.
3.2 to capture context in its principal components. We use different methods including the Plain
SVD, ASVD [73], and our Context-Oriented SVD (CO-SVD), to perform full decomposition of the
LLaMA-2-7B pre-trained weights in all layers, and then discard the smallest r singular values and
their corresponding left and right singular vectors to reconstruct the weights for testing.

As shown in Figure 2, as the number of discarded ranks increases, the performances with Plain
SVD on both Wikitext-2 [48] and PTB [46] are getting worse steeply. ASVD considers data context
using activation absolute mean values, and helps to relieve the deterioration compared to Plain SVD.
However, when discarding more than 256 ranks, the Perplexity also diverges sharply. In contrast, our
method is able to maintain a stable performance very close to the original pre-trained weights even
when the smallest 1024 components are discarded. The result indicates that our method is proficient
with aggregating context from limited samples (256 Wiki or PTB samples in this example) into the
principal components. It also evidences the potential of our method to maintain important knowledge
when freezing the principal components and to learn new abilities when adapting these components.
The detailed numbers of the experiment in Figure 2 are listed in Table 6 (Appendix B), where we
also test the effect of sample number and dataset choice when collecting the covariance matrices.
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Table 1: The experimental results of CorDA in the knowledge-preserved adaptation mode and
comparison with full fine-tuning, LoRA, and PiSSA. LLaMA-2-7B is used to fine-tune on (a) Math,
(b) Code, and (c) Instruction Following tasks. The rank r of LoRA, PiSSA, and CorDA is 128.
CorDA is initialized with the NQ open samples to collect the covariance matrices. All methods are
implemented by us under the same training and evaluation settings. The row of “LLaMA-2-7B”
shows the world knowledge performance of the original pre-trained model.

(a) Math
Method | #Params | Trivia QA' NQopen WebQS | GSM8k Math | Avg
LLaMA-2-7B | - | 5251 1499 586 | - -] -
Full fine-tuning | 6738M 43.64 3.13 6.35 48.90 748 | 21.90
LoRA [21] 320M 44.17 1.91 6.64 42.68 5.92 | 20.26
PiSSA [47] 320M 39.71 1.02 6.30 51.48 7.60 | 21.22
CorDA (ours) 320M 44.30 9.36 7.14 44.58 6.92 | 22.46
(b) Code
Method | #Params | Trivia QA NQopen WebQS | HumanEval MBPP | Avg
LLaMA27B | - | 5251 1499 586 | - -] -
Full fine-tuning | 6738M 29.29 8.53 3.44 25.42 25.64 | 18.46
LoRA [21] 320M 51.42 9.30 8.46 16.8 21.51 | 21.50
PiSSA [47] 320M 47.07 9.16 8.14 19.48 23.84 | 21.54
CorDA (ours) 320M 50.02 11.72 8.56 18.36 20.91 | 2191
(c) Instruction Following

Method | #Params | Trivia QA NQopen WebQS | MTBench | Avg

LLaMA-2-7B | - | 5251 1499 58 | - | -

Full fine-tuning | 6738M 26.6 8.45 6.84 4.85 11.69

LoRA [21] 320M 47.46 10.28 7.73 4.60 17.52

PiSSA [47] 320M 36.76 9.67 5.86 4.92 14.30

CorDA (ours) 320M 50.34 14.43 8.17 5.05 19.50

4.2 Knowledge-Preserved Adaptation Results

We fine-tune LLaMA-2-7B with full fine-tuning, LoRA, PiSSA, and our proposed CorDA on Math,
Code, and Instruction Following tasks. In the knowledge-preserved adaptation mode, we randomly
sample 256 questions from the NQ open training set and collect covariance matrices to initialize the
adapters by Eq. (4). We report the fine-tuning performance and also the world knowledge performance
of the fine-tuned model to manifest the overall ability of both new task learning and world knowledge
maintaining. As shown in Table 1a, after fine-tuning on Math, all the three compared methods, full
fine-tuning, LoRA, and PiSSA, suffer from drastic performance drop on TriviaQA and NQ open.
Especially on NQ open, the ability is almost lost. PISSA achieves the best accuracies on both GSM8k
and Math, but meanwhile has the lowest results on the world knowledge benchmarks among the four
methods. As a comparison, our method not only enjoys better fine-tuning performances than LoRA,
but also achieves the best results on the three world knowledge benchmarks.

A similar pattern can be also observed in the fine-tuning of Code. As shown in Table 1b, full
fine-tuning has the best ability on HumanEval and MBPP, but is the lowest on world knowledge
performance. It is understandable that CorDA in knowledge-preserved adaptation is not as advanta-
geous as PiSSA for fine-tuning performance, because PiSSA uses the largest singular values and their
singular vectors as the adapter that dominates the weight update, while we keep them frozen and
adapt the smallest components. Nevertheless, our method has the best average score in all the three
fine-tuning tasks. A surprising result is achieved by our method in instruction following in Table

71774 https://doi.org/10.52202/079017-2292



0.400 0.400
—— full finetune (GSM8k: 48.9, Math: 7.5) —— full finetune (GSM8k: 48.9, Math: 7.5)
0.375 LORA-r128 (GSM8k: 42.7, Math: 5.9) 0.375 LoRA-r32  (GSM8k: 34.1, Math: 5.0)
—— PiSSA-r128 (GSM8k: 51.5, Math: 7.6) —— PiSSA-r32  (GSM8k: 41.9, Math: 5.7)
0.350 1 —— CorDA-r128 (GSM8k: 53.9, Math: 8.5) 0.350 1 —— CorDA-r32 (GSM8k: 45.4, Math: 6.2)
0.325 0.325

0.300 4 0.300 4

train loss
train loss

0.275 4 0.275 4

0.250 0.250 4

0.225 4 0.225 4

0.200

T T T T T T T T 0.200 T T T T T T T T
0 100 200 300 400 500 600 700 0 100 200 300 400 500 600 700
iteration iteration

(a)yr =128 (b)r = 32

Figure 3: The training loss curves on MetaMath of full fine-tuning, LoRA, PiSSA, and CorDA with
(a) rank 128 and (b) rank 32. The corresponding accuracies on GSM8k and Math are reported on the
legends. Smoothing is performed for the loss curves.

Table 2: The experimental results of CorDA in the instruction-previewed adaptation mode on Math,
Code, and Instruction Following tasks using LLaMA-2-7B. CorDA is initialized with samples from
each of the fine-tuning datasets (MetaMathQA, CodeFeedback, and WizardLM-Evol-Instruct) for the
three tasks, respectively. The rank r of LoRA, DoRA, PiSSA, and CorDA is 128. All methods are
implemented by us under the same training and evaluation settings.

Method | #Params | GSM8k Math HumanEval MBPP MTBench | Avg
Full fine-tuning | 6738M 48.9 7.48 25.42 25.64 4.85 22.46
LoRA [21] 320M 42.68 5.92 16.80 21.51 4.60 18.30
DoRA [42] 321IM 41.77 6.20 16.86 21.60 4.48 18.18
PiSSA [47] 320M 51.48 7.60 19.48 23.84 4.92 21.46
CorDA (ours) 320M 53.90 8.52 21.03 24.15 5.15 22.55

Ic, where CorDA surpasses all the three compared methods in both world knowledge performance
and the new ability evaluated by MTBench. The world knowledge on NQ open is almost intact
(14.43%) compared to the original performance (14.99%) before fine-tuning. These results reveal
that our knowledge-preserved adaptation is an effective way to mitigate world knowledge forgetting
and improve the overall ability.

4.3 Instruction-Previewed Adaptation Results

When the goal is to learn the target task as much as possible without concerning the loss of world
knowledge, CorDA in the instruction-previewed adaptation mode satisfies this demand as it is able
to further strengthen the fine-tuning performance. In this mode, we randomly sample instruction
and response from the training data to collect the covariance matrices, and adopt the largest r
components to initialize the adapters by Eq. (5). We compare our method with full fine-tuning,
LoRA, DoRA, and PiSSA in the same three tasks, Math, Code, and Instruction Following. Compared
with the knowledge-preserved adaptation in Table 1, CorDA in the instruction-previewed adaptation
mode largely improves the fine-tuning performance on the five benchmarks, as shown in Table 2.
Concretely, our method achieves the best performance on GSM8k, Math, MTBench, and the average
score. Compared with PiSSA that adopts a similar adapter design but with no data context, our
method has better results on all the five benchmarks. The training loss curves on Math are shown
in Figure 3, where CorDA converges at a lower loss than LoRA and PiSSA in both » = 128 and
r = 32. Only CorDA exhibits an obvious lower loss than full fine-tuning when » = 128. These
results corroborate the benefits of data context to the initialized adapter, i.e., the pre-captured task
characteristic is able to accommodate the new ability and lead to a better performance.

We also apply our method to the General Language Understanding Evaluation (GLUE) benchmark
[60] by fine-tuning the ROBERTay, s model [43]. We adopt LoRA, DoRA, and our method with
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Table 3: The experimental results of CorDA in the instruction-previewed adaptation mode on the
GLUE benchmark using RoBERTa},,5.. CorDA is initialized with samples from each of the fine-
tuning datasets. The rank r of LoRA, DoRA, and CorDA is 128. All methods are implemented by us
under the same training and evaluation settings. Matthew’s correlation and Pearson’s correlation are
the metrics of CoLA and STS-B, respectively. The metric of the other tasks is accuracy.

Method | #Params | SST-2 MRPC CoLA QNLI RTE STS-B | Avg
Full fine-tuning 125M 93.81 88.48 59.56 92.07 74.01 9049 | 83.07
LoRA [21] 21M 94.15 82.84 5424 9248 6426 88.58 | 79.43
DoRA [42] 21M 93.58 83.58 5193 92,59 6498 88.71 | 79.23

CorDA (ours) 21IM 93.12 89.71 59.60 9149 76.17 90.17 | 83.38

Table 4: Ablation experiments of the data choice used to collect covariance matrices and the adapter
building manner in the knowledge-preserved adaptation mode. {: corresponds to the result of PiSSA
that performs plain SVD and uses the largest » components to initialize the adapter.

Method ‘ Context Adapter ‘ Trivia QA NQopen  WebQS ‘ GSM8k Math ‘ Avg
Plain SVYD]L none largest T 39.71 +0.26 1 ‘02i0,23 6.30:‘:(]‘39 51 ~48i0.34 7-6Oj:04 18 21.22
Plain SVD none smallest r 39.943[0‘17 4~21i0‘41 64251017 43~29i0‘37 5~96i0A13 19.93

CO-SVD Wikitext-2  smallest r | 4293013 7.2040.15 6.4040.27 | 42994034 5.8040.09 | 21.06
CO-SVD Trivia QA smallest r 44~59j:0,34 8.86i0'20 7~53i0414 44~81i0.28 6.84i0‘16 22.53
CO-SVD NQ opeén smallest r 44~30j:0422 9‘36i0.16 7.14:‘:(]‘26 44.583:()'33 6-92j:0413 22.46

Table 5: The instruction following performance of CorDA using WizardLM-Evol-Instruct and Alpaca
data to collect covariance matrices in the instruction-previewed adaptation mode.

Method ‘ Context ‘ MTBench
CorDA (ours) | WizardLM-Evol-Instruct 5.15
CorDA (ours) Alpaca 5.06

a rank of 128 for all linear layers in the model except the classification head. For our method, we
sample train data from each of the tasks to initialize adapters in the instruction-previewed mode and
fine-tune the corresponding task. As shown in Table 3, our method achieves the best performance on
the MRPC, CoLA, and RTE tasks, and the highest average score.

4.4 Discussions

Ablations. We ablate the data choice used to produce covariance matrices and the adapter building
manner in Table 4. The first row corresponds to the implementation of PiSSA that uses the largest r
singular values and their singular vectors as the initialized adapter by plain SVD. If we use the smallest
r components by plain SVD to build adapters, there is no apparent improvement in world knowledge
benchmarks. This implies that the plain SVD cannot precisely capture world knowledge related
ability into the principal components and thus freezing them does not help to mitigate knowledge
forgetting. When our context-oriented decomposition (CO-SVD) is adopted with Wikitext-2, which
is not closely correlated with question answering, the performance on world knowledge is much
improved. When the context collected by the covariance matrix is from question answering data, i.e.,
TriviaQA or NQ open, the world knowledge performance is further improved by a significant margin,
and the average score is also enhanced as a result. Therefore, data context is important to orientate the
decomposition process such that the characteristics of the ability concerned can be better aggregated
into the principal components for maintaining or adapting. As shown in Table 5, similar to TriviaQA
and NQ open in the knowledge-preserved adaptation, collecting context from different data sources
belonging to the same category, namely WizardLM-Evol-Instruct and Alpaca, also results in close
performance in the instruction-previewed adaptation. It is noteworthy that CorDA with Alpaca on
MTBench (5.06) is still the highest among the compared baselines in Table 2.
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Limitations. The two adaptation modes developed in this paper highlight different aspects in usage.
However, the knowledge-preserved mode, while being adept at maintaining world knowledge, is
naturally not advantageous on fine-tuning performance compared with the instruction-previewed
mode. How to develop an initialization strategy [68] for adapters combining the merits of the two
modes to maximize both objectives deserves future exploration.

5 Conclusion

In this paper, we propose a new parameter-efficient fine-tuning method, named context-oriented
decomposition adaptation (CorDA). It performs singular value decomposition for pre-trained weights
oriented by the covariance matrix that captures the context of the task concerned, and aggregates
the context into the principal components for maintaining or adapting. Accordingly, our method is
able to support two implementation modes, the knowledge-preserved adaptation to mitigate world
knowledge forgetting and the instruction-previewed adaptation for better fine-tuning performance. In
experiments, our knowledge-preserved adaptation not only achieves better fine-tuning performance
than LoRA, but also maintains the world knowledge well, leading to the best average scores on three
fine-tuning tasks. Our instruction-previewed adaptation is able to further enhance the fine-tuning
performance, surpassing the state-of-the-art parameter-efficient fine-tuning methods DoRA and
PiSSA.
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Table 6: The detailed numbers and more results of the experiment in Figure 2.

Test Data  Method discarded ranks

0 16 32 64 128 256 512 1024

Plain SVD 547 632 731 9.89 18.03 185 2542 73.92

ASVD [73] (with 256 Wiki samples) 547  6.08 6.67 7.86 8.71 9.92 1237 2034

Wikitext-2  CO-SVD (with 32 Wiki samples) 547 548 548 549 552 558 579 6.62

CO-SVD (with 256 Wiki samples) 547 548 548 548 5.5 554 569 6.35
CO-SVD (with 256 PTB samples) 547 549 5.5 552 557 574 625 8.69

Plain SVD 20.82 3525 3342 3746 5547 7025 98.6 763.44
ASVD [73] (with 256 PTB samples)  20.84 3342 3205 31.67 3536 4023 5128 9342
PTB CO-SVD (with 32 PTB samples) 20.75 20.75 20.76 20.78 20.83 2091 21.17 22.68

CO-SVD (with 256 PTB samples) ~ 20.88 20.88 20.88 20.89 2091 2094 21.14 2228
CO-SVD (with 256 Wiki samples) ~ 2034 2034 2032 2041 2059 2125 2294 29.69

A Appendix: Implementation Details

A.1 Fientuning on Math, Code, and Instruction Following

For fine-tuning tasks on Math, Code, and Instruction Following, we adopt the same training setting as
PiSSA [47]. Concretely, optimization is performed with the AdamW optimizer, a batch size of 128,
and a learning rate of 2e-5. We employ cosine annealing schedules with a warmup ratio of 0.03 and
do not apply weight decay. Training is conducted exclusively on the first 100,000 conversations from
the dataset for one epoch, with loss computation solely based on the response. Our experiments are
executed on the NVIDIA A100-SXM4(40/80GB) GPUs. Publicly available platforms are utilized
for the evaluation of world knowledge (TriviaQA, NQ open, and Web QS) 2, Code (HumanEval and
MBPP) 3, and Instruction Following (MTBench) *.

A.2 GLUE Benchmark

To ensure fair comparison across Full fine-tuning, LoRA, DoRA, and CorDA in the GLUE benchmark,
we implement all methods under the same training and evaluation settings. The AdamW optimizer is
used with a batch size of 32 and a learning rate of 4e-5 for 3 epochs, following a linear learning rate
schedule. The max token length is set as 128. The rank of LoRA, DoRA, and our CorDA is 128. For
covariance matrix collection of CorDA, we concatenate the representative content of each training
sample to form a text sequence. From this sequence, 256 text segments, each containing 256 tokens,
are randomly sampled. The selected content for each task is as follows: MRPC, RTE, and STS-B
using “sentencel”, CoLA and SST-2 using “sentence”, and QNLI using “question”. All methods are
trained on a single NVIDIA A100-SXM4(40/80GB) GPU.

B Appendix: More Results

Table 6 lists the detailed numbers and more results of the experiment in Figure 2. It is shown that the
number of sampled data only has a very limited impact. When the smallest 1024 ranks are discarded,
using 32 samples is slightly worse than 256 samples in both Wikitext-2 and PTB. It implies that
a small number of samples is enough to capture context into the principal components. Besides,
collecting samples from the same dataset as the one used to test is able to attain a better performance
after discarding a large number of ranks. For example, when discarding the smallest 1024 ranks,
CO-SVD (with 256 Wiki samples) is better than CO-SVD (with 256 PTB samples) on Wikitext-2
(6.35 v.s. 8.69), and CO-SVD (with 256 PTB samples) is better than CO-SVD (with 256 Wiki
samples) on PTB (22.28 v.s. 29.69). This also reveals that precisely capturing the data context in our
decomposition is crucial for better maintaining the task characteristics into the principal components,
and explains why our method is superior to the PEFT methods without considering data context.

*https://github.com/EleutherAl/lm-evaluation-harness
*https://github.com/bigcode-project/bigcode-evaluation-harness
*https://github.com/1lm-sys/FastChat
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C Appendix: Covariance Visualization Results

We provide the visualization results of the covariance matrices collected from three tasks MetaMath,
NQ open, and Trivia QA in Figures 4 and 5.

Since the original dimension in 4096 or 11008 will be too large to be informative, we down-
sample the covariance matrices into 32 x 32 and visualize their heatmaps. We provide the re-
sults from the activations before different linear weights including self_attn.k_proj (the same
as self_attn.q_proj and self_attn.v_proj due to the same input), self_attn.o_proj,
mlp.down_proj, and mlp.gate_proj (the same as mlp.up_proj) in the first layer, and the
self_attn.o_proj weight in later layers. It is shown that the heatmaps from NQopen and TriviaQA
(both are QA tasks) share some similar patterns (marked in red circles), which do not appear in the
heatmap from the different task MetaMath. Therefore, when the inputs of different tasks are fed into
an LLM, the covariance matrix from activations will exhibit different patterns. The visualization
result empirically supports that the covariance matrix patterns can be used to characterize the triggered
task. We use such patterns to orientate the decomposition of LLM pretrained weights, to make the
resulting adapter initialization task-dependent.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our Introduction section does not claim any contribution out of the scope. All
the contributions mentioned are supported in the later sections, see Sec. 1.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of this work in Sec. 4.4.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: No theory and proof are concerned by this study.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The complete implementation details to produce our experimental results are
described in Appendix A.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: Code and trained models are publicly available with detailed instructions to
implement our method.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We specify all the training and test details in Appendix A.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report the mean and standard deviation values in Table 4 by running each
result 3 times with different seeds. For the other results, the repeated experiment of full
fine-tuning will consume too much time and resource.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the type of GPU in Appendix A.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We obey the NeurIPS Code of Ethics in every respect.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our study is a parameter-efficient fine-tuning method for better fine-tuning
performance and mitigating knowledge forgetting. No societal impact is concerned by our
work.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our work poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited all the papers whose datasets are used in our experiments. We
also explicitly mention the code used for evaluation in Appendix A.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No experiment involving crowdsourcing or human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No experiment involving crowdsourcing or human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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