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Abstract

We establish a new model-agnostic optimization framework for out-of-distribution
generalization via multicalibration, a criterion that ensures a predictor is calibrated
across a family of overlapping groups. Multicalibration is shown to be associated
with robustness of statistical inference under covariate shift. We further establish a
link between multicalibration and robustness for prediction tasks both under and
beyond covariate shift. We accomplish this by extending multicalibration to incor-
porate grouping functions that consider covariates and labels jointly. This leads to
an equivalence of the extended multicalibration and invariance, an objective for
robust learning in existence of concept shift. We show a linear structure of the
grouping function class spanned by density ratios, resulting in a unifying frame-
work for robust learning by designing specific grouping functions. We propose
MC-Pseudolabeﬂ a post-processing algorithm to achieve both extended multical-
ibration and out-of-distribution generalization. The algorithm, with lightweight
hyperparameters and optimization through a series of supervised regression steps,
achieves superior performance on real-world datasets with distribution shift.

1 Introduction

We revisit the problem of out-of-distribution generalization and establish new connections with multi-
calibration [[17], a criterion originating from algorithmic fairness. Multicalibration is a strengthening
of calibration, which only requires a predictor f to be correct on average within each level set:

ElY — f(X) [ f(X)] =0

*This research was conducted as part of a visit to Carnegie Mellon University.
?Code available at: https://github.com/IC-hub/MC-Pseudolabel

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

73036 https://doi.org/10.52202/079017-2325


https://github.com/IC-hub/MC-Pseudolabel

Calibration is a relatively weak property, as it can be satisfied even by the uninformative constant
predictor f(X) = E[Y] that predicts the average outcome. More broadly, calibration provides only a
marginal guarantee that does not extend to sub-populations. Multicalibration [17] mitigates this issue
by requiring the calibration to hold over a family of (overlapping) subgroups : for all h € H,

E[(Y = f(X)) h(X) [ f(X)] =0

Multicalibration is initially studied as measure of subgroup fairness for boolean grouping functions h,
with h(X) = 1 indicating X is a member of group h [17]. Subsequently, Gopalan et al. [14]
and Kim et al. [20]] adopt a broader class of real-valued grouping functions that can identify sub-
populations through reweighting. The formulation of real-valued grouping function has enabled
surprising connections between multicalibration and distribution shifts. Prior work [21}[37] studied
how distribution shift affects the measure of multicalibration, with a focus on covariate shift where
the relationship between X and Y remains fixed. Kim et al. [21]] show that whenever the set of real-
valued grouping functions H includes the density ratio between the source and target distributions, a
multicalibrated predictor with respect to the source remains calibrated in the shifted target distribution.

Our work substantially expands the connections between multicalibration and distribution shifts. At a
high level, our results show that robust prediction under distribution shift can actually be facilitated
by multicalibration. We extend the notion of multicalibration by incorporating grouping functions
that simultaneously consider both covariates X and outcomes Y. This extension enables us to go
beyond covariate shift and account for concept shift, which is prevalent in practice due to spurious
correlation, missing variables, or confounding [31]].

Our contributions. Based on the introduction of joint grouping functions, we establish new connec-
tions between our extended multicalibration notion and algorithmic robustness in the general setting
of out-of-distribution generalization, where the target distribution to assess the model is different
from the source distribution to learn the model.

1. We first revisit the setting of covariate shift and show multicalibration implies Bayes optimality
under covariate shift, provided a sufficiently rich class of grouping functions. Then, in the setting of
concept shifts, we show the equivalence of multicalibration and invariance [2], a learning objective to
search for a Bayes optimal predictor E[Y'|®(X )] under a representation over features ®(X), even
though E[Y'| X] is different across target distributions. We show correspondence between an invariant
representation ®(X) and a multicalibrated predictor E[Y'|®(X)], with a grouping function class
containing all density ratios of target distributions and the source distribution.

2. As part of our structural analysis of the new multicalibration concept, we investigate the maximal
grouping function class that allows for a nontrivial multicalibrated predictor. For traditional covariate-
based grouping functions, the Bayes optimal predictor f(X) = E[Y|X] is always multicalibrated,
which is no longer the case for joint grouping functions. We show the maximal grouping function class
is a linear space spanned by the density ratio of the target distributions where the predictor is invariant.
As a structural characterization of distribution shift, this leads to an efficient parameterization of the
grouping functions by linear combination of a spanning set of density ratios. The spanning set can be
flexibly designed to incorporates implicit assumptions of various methodologies for robust learning,
including multi-environment learning [39] and hard sample learning [29].

3. We devise a post-processing algorithm to multicalibrate predictors and simultaneously producing
invariant predictors. As a multicalibration algorithm, we prove its convergence under Gaussian
distributions of data and certify multicalibration upon convergence. As a robust learning algorithm,
the procedure is plainly supervised regression with respect to models’ hypothesis class and grouping
function class, introducing an overhead of linear regression. This stands out from heavy optimiza-
tion techniques for out-of-distribution generalization, such as bi-level optimization [12, [30] and
multi-objective learning [l [2} 24]], which typically involves high-order gradients [36]. The algo-
rithm introduces no extra hyperparameters. This simplifies model selection, which is a significant
challenge for out-of-distribution generalization since validation is unavailable where the model is
deployed [15]. Under the standard model selection protocol of DomainBed [[15], the algorithm
achieves superior performance to existing methods in real-world datasets with concept shift, including
porverty estimation [44], personal income prediction [7] and power consumption [32} [33|] prediction.
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2 Multicalibration and Bayes Optimality under Covariate Shift

2.1 Multicalibration with Joint Grouping Functions

We consider prediction tasks where covariates are denoted by a random vector X € X and the target
by Y € Y. Lowercase z,y denote the specific values of these random variables. Predictors are
defined as real-valued functions f : X — ). Our theoretical analysis focuses on the setting where
Y =0, 1]. In this context, we propose a new definition of /5 approximate multicalibration with joint
grouping functions.

Definition 2.1 (Multicalibration with Joint Grouping Functions). For a probability measure P(X,Y")
and a predictor f, let H C RY*Y be a real-valued grouping function class. We say that f is
a-approximately o multicalibrated w.r.t. H and P if forall h € H.:

2
Kal£,h,P) = [ (Bn [HXCY)Y =)l ) =] ) dPyny(0) < o 1)

Pyxy(v) = P(f~1(v)) is the pushforward measure. We say f is a-approximately calibrated if H
includes the constant function h = 1. We say f is multicalibrated (calibrated) for « = 0. If the
grouping function is defined on X, which implies h(z,y1) = h(z,y2) forany x € X and y1,y2 € Y,
we abbreviate h(x,-) by h(z).

Our definition generalizes several notions of (multi)calibration in the literature by specific choices of
grouping functions. For example, Ko (f, 1, P) recovers the overall calibration error in the case of a
constant grouping function & = 1. For boolean grouping functions defined on X [17]], K2(f, h, P)
computes the calibration error of the subgroup with h(x) = 1. For real-valued grouping functions
defined on X [141120], K5(f, h, P) evaluates a reweighted calibration error, whose weights h(z) are
proportional to the likelihood of a sample belonging to the subgroup. Furthermore, we propose an
extended domain of grouping functions defined on covariates and outcomes jointly, for which the
Bayes optimal predictor E[Y|«] may not be multicalibrated, in contrast to all existing multicalibration
frameworks with X -based grouping functions. Multicalibration with joint groupings thus implies a
distinct learning objective from accuracy, which we will characterize as invariance in section 3

Example 2.2 (Multicalibration Does Not Imply Bayes Optimality). Consider covariates X =
(X1, X2)T and an outcome Y generated by the following structural equations:

Y = X1 + €71.
XQ =Y+ €2.
X1, €1, € are independent gaussian variables with zero mean, and variances E[e3] = o?
and Ele3] = o3. For a singleton grouping function class containing h(x,y) = y — 2, the
2 2
Bayes optimal predictor f(z) = E[Y|z] = U%jfog 1 + inlag xo is not multicalibrated be-
2 2
cause Eh(X, Y)Y — f(X))] = U‘ijg # 0. However, g(x) = x1 is multicalibrated since

E[r(X,Y)(Y = g(X))|g(X)] = —Eleze1|X1] = 0.

While the Bayes optimal predictor is always multicalibrated for covariate-based grouping functions,
it may not be multicalibrated for grouping functions that depend on the outcome. In fact, there
may be no predictor that achieves multicalibration in such cases. For example, when we consider
a grouping function class that includes both h = 1 and h(x,y) = y, a multicalibrated predictor
f satisfies f(X) = E[Y|f(X)] for h = 1, and E[Y?|f(X)] = E[Y f(X)|f(X)] = (E[Y]f(X)))?
for h(z,y) = y. This implies Var[Y|f(X)] = 0, which is impossible for regression with label
noise. Therefore, we study the structure of the maximal grouping function class that allows for a
multicalibrated predictor in section 4}

Most importantly, multicalibration with joint grouping functions is useful for capturing more general
distribution shifts. By interpreting multicalibration error as calibration error reweighted by grouping
functions, it quantifies the maximal calibration error for all subgroups associated with grouping
functions in . If grouping functions are defined on X, only the covariate distribution P(X)
distinguishes between subgroups. In contrast, the joint distribution P(X,Y") differentiates subgroups
for joint grouping functions. We will discuss multicalibration with covariate-based grouping functions
in the next sub-section and joint grouping functions in section 3]

73038 https://doi.org/10.52202/079017-2325



2.2 Multicalibration Implies Bayes Optimality under Covariate Shift

Settings of Out-of-distribution Generalization. We characterize distribution shift by an uncertainty
set of absolutely continuous probability measures, denoted by P (X, Y"), where there is an accessible
source measure Pg € P and unknown target measure Py € P. We use capital letters such as P to
denote a single probability measure and lowercase letters such as p to denote its probability density
function. A predictor f is learned in the source distribution Pg and assessed in the target distribution
Pr. Given a loss function ¢ : ) x J — R, we evaluate the average risk of a predictor f w.r.t. a
probability measure P, defined by Rp(f) := Ep[¢(f(X),Y)]. We focus on £(,y) = (§ — y)? in
our theoretical analyses.

In this subsection we focus on grouping functions h(z) defined on covariates. We will prove
approximately multicalibrated predictors simultaneous approaches Bayes optimality in each target
distribution with covariate shift, bridging the results of Kim et al. [21]] and Globus-Harris et al.
[13]. To recap, Kim et al. [21] studies multicalibration under covariate shift and shows that a
multicalibrated predictor remains calibrated in target distribution for a sufficiently large grouping
function class. Further, it is shown that multicalibration predictors remain multicalibrated under
covariate shift [21}37], assuming the grouping function class H is closed under some transformation
by density ratios (Assumption[2.3]1). Second, Globus-Harris et al. [13]] shows multicalibration implies
Bayes optimal accuracy [13]], assuming A satisfies a weak learning condition (Assumption [2.3]2).
Detailed discussion on other related works is deferred to section[A]in the appendix.

Assumption 2.3 (Sufficiency of Grouping Function Class (informal, see Assumption [FI)).

1. (Closure under Covariate Shift) For a set of probability measures P(X) containing the source
measure Ps(X), h € H implies p/ps - h € H for any density function p of distributions in P.

2. ((~y, p)-Weak Learning Condition) For any P € P(X)Ps(Y|X) ={P'(X)Ps(Y | X) : P’ € P}
with the source measure Ps(Y|X), and every subset G C X with P(X € G) > p, if the Bayes
optimal predictor Ep|Y | X| has lower risk than the constant predictor Ep|Y'|X € G| by a margin v,
there exists a predictor h € H that is also better than the constant predictor with the margin .

Theorem 2.4 (Risk Bound under Covariate Shift). For a source measure Ps(X,Y) and a set of
probability measures P(X) containing Ps(X), given a predictor | : X — [0, 1] with finite range
m := |Range(f)|, consider a grouping function class H closed under affine transformation and

6

satisfying Assumption with p = ~y/m. If [ is szl—s-approximately ly multicalibrated w.r.t Ps
and Hy == {h € H : maxzex h(z)? < 1}, then for any target measure Pr € P(X)Ps(Y|X),

R < inf  Rp.(f*)+3y. 2
pT(f)_f*:;g{oyl] pPr(f7) + 3y )

Remark 2.5. Following prior work in multicalibration [[13] 37], we study functions f with finite
cardinality, which can be obtained by discretization.

3 Multicalibration and Invariance under Concept Shift

Theorem [2.4] shows multicalibration implies Bayes optimal accuracy for target distributions under
covariate shift. However, in practical scenarios, there are both marginal distribution shifts of covariates
(X) and concept shift of the conditional distributions (Y| X'). Concept shift is especially prevalent
in tabular data due to missing variables and confounding [31]]. In order to go beyond covariate
shift, we will focus on grouping functions defined on covariates and outcomes jointly. We show
that multicalibration notion w.r.t. joint grouping functions is equivalent to invariance, a criterion for
robust prediction under concept shift. Extending the robustness of multicalibration to general shift is
non-trivial. The fundamental challenge is that there is no shared predictor that is generally optimal in
each target distribution because the Bayes optimal predictor varies for different Y| X distributions.
As a first step, we show multicalibrated predictors w.r.t. joint grouping functions are robust as they
are optimal over any post-processing functions in each target distribution.

Theorem 3.1 (Risk Bound under Concept Shift). For a set of absolutely continuous probability
measures P(X,Y) containing the source measure Ps(X,Y), consider a predictor f : X — [0, 1].
Assume the grouping function class H satisfies the following condition:

_ plxy)
HD {h(x’y)_ps(x,y) PeP(X,Y)}. 3)
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If f is a-approximately Uy multicalibrated w.r.t. H and Ps, then for any measure P € P(X,Y),

Rp(f) Sg:[(),%]ni[o,l] Rp(go f) +2va. “)

The theorem shows an approximately multicalibrated predictor on the source almost cannot be
improved by post-processing for each target distribution. To ensure such robustness, the grouping
function class must include all density ratios between target and source measures, which are functions
over X x ). This characterization of robustness in terms of post-processing echoes with Invariant
Risk Minimization (IRM) [2], a paradigm for out-of-distribution generalization with Y| X shift.
However, their analysis focuses on representation learning.

Definition 3.2 (Invariant Predictor). Consider data selected from multiple environments in the set &
where the probability measure in an environment e € & is denoted by P.(X,Y'). Denote the repre-
sentation over covariates by a measurable function ®(x). We say that ® elicits an a-approximately
invariant predictor g* o ® across & if there exists a function g* € G := {g : supp(®) — [0, 1]} such
that forall e € &:

Rp.(9"0®) < inf Rp. (90 @) +a. Q)
g

Remark 3.3. (1) Predictors in G take a representation ® extracted from the covariates as input. For
a general predictor f(x), if we take ®(x) = f(x) and g* as an identity function, Equation reduces
to the form of Equation Therefore, f in Equation E]gis a 2+/a-approximately invariant predictor
across environments collected from the uncertainty set 'P. (2) We give an approximate definition
of invariant predictors, which recovers the original definition [2l] when o« = 0. In this case, there
exists a shared Bayes optimal predictor g* across environments, taking © as input. This implies
E., [Y|®] = Ee, [Y|®] almost surely for any e, es.

IRM searches for a representation such that the optimal predictors upon the representation are
invariant across environments. Motivated from causality, the interaction between outcomes and
their causes are also assumed invariant, so IRM learns a representation of causal variables for
stable prediction. We extend Theorem |3.1|to representation learning and prove equivalence between
multicalibrated and invariant predictors.

Theorem 3.4 (Equivalence of Multicalibration and Invariance). Assume samples are drawn from
an environment e € & with a prior Ps(e) such that ) . - Ps(e) = 1 and Ps(e) > 0. The overall
population satisfies Ps(X,Y) = 3 .o P.(X,Y)Ps(e) where P.(X,Y) is the environment-specific
absolutely continuous measure. With a measurable function ®(x), define a function class H as:

H = {h(x,y):m‘eeéa}. 6)

1. If there is a bijection g* : supp(®) — [0, 1] such that g* o ® is a-approximately o multicalibrated
w.r.t. H and Ps, then ® elicits an 2+/a-approximately invariant predictor g* o ® across &.

2. If there is g* : supp(®) — [0,1] such that ® elicits an a-approximately invariant predictor

g* o ® across &, then g* o @ is \/«/ D-approximately {5 multicalibrated w.r.t. H and Ps, where
D = min.cs Ps(e).

Remark 3.5. (1) In the first statement, assuming g* is a bijection avoids degenerate cases where
® contains redundant information. For example, every predictor g* o ®(X) upon representation
® equals g*(®) o I(X) upon representation X. Confining g* to bijections ensures some unique
decomposition into predictors and representations. (2) Wald et al. [41] proves equivalence between
exact invariance and simultaneous calibration in each environment. We strengthen their result to
show multicalibration on a single source distribution suffices for invariance. Moreover, our results
can be directly extended beyond their multi-environment setting to a general uncertainty set of target
distributions, by the mapping between grouping functions and density ratios. Further, our theorem is
established for both exact and approximate invariance.

The theorem bridges approximate multicalibration with approximate invariance for out-of-distribution
generalization beyond covariate shift. The equivalence property indicates that the density ratios of
target and source distributions constitute the minimal grouping function class required for robust
prediction in terms of invariance.
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4 Structure of Grouping Function Classes

Section [3| inspires one to construct richer grouping function classes for stronger generalizability.
However, fewer predictors are multicalibrated to a rich function class, and a multicalibrated predictor
may not exist at all, as illustrated by the example in section In this section, we first study
the maximal grouping function class that is feasible for a multicalibrated predictor. Then, we will
leverage our structural results to inform the design of grouping functions.

4.1 Maximal Grouping Function Space

We focus on continuous grouping functions defined on a compact set X x Y C R4t ie., h €
C(X x Y), and consider absolutely continuous probability measures supported on X x ) with
continuous density functions. Our first proposition shows that the maximal grouping function class
for any predictor is a linear space.

Proposition 4.1 (Maximal Grouping Function Class). Given an absolutely continuous probability
measure Ps(X,Y) and a predictor f : X — [0, 1], define the maximal grouping function class that
f is multicalibrated with respect to:

Hy:={h e C(X xY): Kas(f h,Ps)=0}. @)
Then Hy is a linear space.

In the following, we further analyze the spanning set of maximal grouping function classes for
nontrivial predictors which are at least calibrated.

Theorem 4.2 (Spanning Set). Consider an absolutely continuous probability measure Ps(X,Y") and
a calibrated predictor f : X — [0, 1]. Then its maximal grouping function class Hy is given by:

Hy = span {p(m,y) : p is continuous and Rp(f) = inf Rp(go f)} . 8)
ps(z,y) g:(0.1]-[0.1]

A predictor’s maximal grouping function class is spanned by density ratios of target distributions
where the predictor is invariant. Correspondingly, Theorem [3.1] gives the minimal grouping function
class, comprised of density ratios between target and source distributions, in order to ensure f(x) is
an invariant predictor. In contrast, Theorem states the maximal grouping function class for f(x)
is exactly the linear space spanned by those density ratios. Next, we further investigate sub-structures
of the maximal grouping function class. We focus on the representation learning setting of IRM.
Theorem 4.3 (Decomposition of Grouping Function Space). Consider an absolutely continuous
probability measure Ps(X,Y') and a measurable function ® : R? — R with dg € Z. We define
the Bayes optimal predictor over ® as fo(x) = Ep [Y|®(x)]. We abbreviate H g, with He. Then
He can be decomposed as a Minkowski sum of H1.¢ + Ha, .

P
H1.e = span {M : p is continuous and Rp(fo) = inf  Rp(go f@)} )
ps(®,y) g:[0,1]-[0,1]
Ho.p = span {p(m@,y) D pis continuous} . (10)
ps(z|®,y)

1. If a predictor f is multicalibrated with H1 o, then Rpg(f) < Rpg(fo).

2. fo is an invariant predictor elicited by © across a set of environments & where P.(®,Y) =
Ps(®,Y) for any e € &. If a predictor f is multicalibrated with H o, then f is also an invariant
predictor across & elicited by some representation.

Remark 4.4. H, ¢ and Ha o contain functions defined on x, ®(x),y which can both be rewritten as
Sfunctions on x,y by variable substitution. Thus, H1 &, Ho o are still subspaces of grouping functions.
Ha,0 is spanned by the density ratio of P(®,Y’) where the Bayes optimal predictor over ® must be
invariant on the distribution of P. Hs. o is spanned by general density ratio of P(X|®,Y).

Multicalibration w.r.t. ; ¢ ensures at least the accuracy of the Bayes optimal predictor on ¢, and
multicalibration w.r.t. Ho ¢ ensures at least the invariance of this predictor. However, we show in the
following proposition that sizes of two subspaces are negatively correlated. When @ is a variable
selector, H1 ¢ expands with more selected covariates while o ¢ shrinks. By choosing a combination
of H1,6 and Ho o, we strike a balance between accuracy and invariance of the multicalibrated
predictor.
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Proposition 4.5 (Monotonicity). Consider X € R? which could be sliced as X = (®, )T and
® = (A, Q). Define H, 4 := {h(®(x)) € C(X x V)}, with H} o C Hie. H] x and H , are
similarly defined. We have:

]. HllX D H/L@ D H/LA D Hll’@ = {C}
2.{C} =Hax C Hyp C Haopn C Hap.

C'is a constant value function.

4.2 Design of Grouping Function Classes

The objective of a robust learning method can be represented by a tuple consisting of an assumption
about the boundary of distribution shift and a metric of robustness. Multicalibration is equivalent
to invariance as a metric of robustness, while the grouping function class provides a unifying view
for assumptions over potential distribution shift. Given any uncertainty set of target distributions
‘P, Theorem implies an efficient and reasonable construction of grouping functions as linear
combinations of density ratios from P. We implement two designs of grouping functions for the
learning setting with and without environment annotations respectively.

From Environments If samples are drawn from multiple environments and the environment annota-
tions are available, we assume the uncertainty set as the union of each environment’s distribution P,.
This completely recovers IRM’s objective, but we approach it with a different optimization technique
in the next section. Taking pooled data as the source .S, density ratios spanning the grouping function
class are he(z,y) = pe(x,y)/ps(x,y) = ps(e|lz,y)/ps(e), where pg(e|x,y) is estimated by an
environment classifier. Then a grouping function can be represented as a linear combination of h,:

h(z,y) = Z Aeps(elz,y), e € R. (11)

ecé

From Hard Samples When data contains latent sub-populations without annotations, the uncertainty
set can be constructed by identifying sub-populations. Hard sample learning [27, 28] 29] suggests
the risk is an indicator for sub-population structures. Samples from the minority sub-population
M are more likely to have high risks. For example, JTT [29] identified the minority subgroup
using a risk threshold of a trained predictor f;;. We adopt a continuous grouping by assuming
Ps(X,Y € M) o (f;a(X) —Y)2. We construct the uncertainty set as the union of the source S and
minority sub-population M, resulting in a grouping function represented as:

h(z,y) = A (fia(z) — y)* + As, Am,As € R. (12)

Another design utilizing Distributionally Robust Optimization’s assumption [10] is in section [B]

S MC-PseudoLabel: An Algorithm for Extended Multicalibration

In this section, we introduce an algorithm for multicalibration with respect to joint grouping functions.
Simultaneously, the algorithm also provides a new optimization paradigm for invariant prediction
under distribution shift. The algorithm, called MC-PseudoLabel, post-processes a trained model by
supervised learning with pseudolabels generated by grouping functions. As shown in Algorithm ]
given a predictor function class F and a dataset D with an empirical distribution I3D(X ,Y), a
regression oracle A solves the optimization: Ax(D) = argminser Rp (f). We take as input
a model fjy, possibly trained by Empirical Risk Minimization. f, has a finite range following
conventions of prior work in multicalibration [13]]. For continuous predictors, we discretize the model
output and introduce a small rounding error (see section|C). For each iteration, the algorithm performs
regression with grouping functions on each level set of the model. The prediction of grouping
functions rectify the uncalibrated model and serves as pseudolabels for model updates.

Since we regress Y with grouping functions defined on Y, a poor design of groupings violating
Theorem can produce trivial outputs. For example, if grouping functions contain h(z,y) = y,
then err;_; — err; never decreases and the algorithm outputs f, because there does not exist a
multicalibrated predictor. However, the algorithm certifies a multicalibrated output if it converges.

Theorem 5.1 (Certified Multicalibration). In Algorithm fora,B >0, iferr;_y —erfry < 5, the

output f_,(z) is a-approximately by multicalibrated w.r.t. Hp = {h € H : sup h(z,y)* < B}.
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Algorithm 1 MC-PseudoLabel

Require: A dataset D = (D, D,)), a grouping function class #, a predictive function class F.
I: t <0

2: fo In1t1ahzat10n; { For example, models trained with ERM.}

3: m <+ |Range(Discretize(fy))|;

4: repeat

5. f{ <= Round(f;;m) := argmin,ep /m | fi(x) — vl;

6:  erry =By p|(fi(x) — )?);

7. foreachv € [1/m] do

8: D! « D|f{(z) = v;

9: hi(z,y) < A (D!);  {Regression on level sets with grouping functions. }
10:  end for
1 fp(z,y) < 2 vel. 1 11 @)=v} - hi(z,y); {Generate pseudolabels.}
12: €T"I"t+1 — Ex,y;wD[(f t+1 ( ) - y)2];

13: D1 ¢ (Dy, fe41(D));

14:  fiy1(x) < Ar(Dy1);  {Update the model with pseudolabels. }
15 t<+t+4+1;

16: until err,_; — err, stops decreasing.

Ensure: f/_,(x).

MC-PseudoLabel reduces to LSBoost Globus-Harris et al. [[13]], a boosting algorithm for multicali-
bration if 7 only contains covariate-based grouping functions. In this case, Line 14 of Algorithm I]
reduces to fi41(x) = fi41(x,-) where f,11 does not depend on . For joint grouping functions,

since f41 € R¥*Y, we project it to models’ space of R¥ by learning the model with f;; as
pseudolabels. The projection substantially changes the optimization dynamics. LSBoost constantly
decreases risks of models, due to Rp (fi+1) = Rp_ (fi+1) < Rp, (ft). The projection step disrupts
the monotonicity of risks, implying that MC-Pseudolabel can output a predictor with a higher risk
than input. This is because multicalibration with joint grouping functions implies balance between
accuracy and invariance, as is discussed in Theorem The convergence of LSBoost relies on
the monotonicity of risks, which is not applicable to MC-Pseudolabel. We study the algorithm’s
convergence in the context of representation learning. Assume we are given a grouping function class
‘Ho with a latent representation ®. If a predictor is multicalibrated w.r.t H1 ¢, H2 o respectively, then
it is also multicalibrated w.r.t. Hg. Therefore, we separately study the convergence with two grouping
function classes. In Proposition we show the convergence for a subset of H; ¢ consisting of
covariate-based grouping functions, which is a corollary of |Globus-Harris et al.[s result. As a greater
challenge, we derive convergence for Hs ¢ when data follows multivariate normal distributions.

Theorem 5.2 (Covergence for Ho ¢ (informal, see Theorem ). Consider X € R with X =
(®, )T, Assume that (®,V,Y) follows a multivariate normal distribution N1 (i, ) where the
random variables are in general position such that 3. is positive definite. For any distribution D

supported on X x ), take the predictor class F = R and the grouping function class H as a subset
of Ha,o which is defined in Equation[I0}

H={h:heHopandh(z,y) = cla+ cyy +Cy,Cp € Rd7cy,cb € R}. (13)

For an initial predictor fo(z) = E[Y|z], run MC-Pseudolabel( D, H, F) without rounding, then
f1(z) converges pointwise to E[Y |®(x)] as t — oo, with a convergence rate of O(M(X)!) where
0< M) <1

MC-Pseudolabel is also an optimization paradigm for invariance. Certified multicalibration in
Theorem@ also implies certified invariance. Furthermore, MC-Pseudolabel introduces no extra
hyperparameters to tradeoff between risks and robustness. Both certified invariance and light-weighted
hyperparameters simplify model selection, which is challenging for out-distribution generalization
because of unavailable validation data from target distributions [[15]. MC-Pseudolabel has light-
weighted optimization consisting of a series of supervised regression. It introduces an overhead to
Empirical Risk Minimization by performing regression on level sets. However, the extra burden is
linear regression by designing the grouping function class as linear space. Furthermore, regression on
different level sets can be parallelized. Computational complexity is further analyzed in section D}
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6 Experiments

6.1 Settings

We benchmark MC-Pseudolabel on real-world regression datasets with distributional shift. We adopt
two experimental settings. For the multi-environment setting, algorithms are provided with training
data collected from multiple annotated environments. Thereafter, the trained model is assessed on
new environments. For the single-environment setting, algorithms are trained on a single source
distribution. There could be latent sub-populations in training data, but environment annotations
are unavailable. The trained model is assessed on a target dataset with distribution shift from the
source. The grouping function class is implemented according to Equation [T and Equation [I2]for
the multi-environment and single-environment setting respectively.

Datasets We experiment on PovertyMap [44] and ACSIncome [7] for the multi-environment setting,
and VesselPower [33] for the single-environment setting. As the only regression task in WILDS [23]],
a popular benchmark for in-the-wild distribution shift, PovertyMap performs poverty index estimation
for different spatial regions by satellite images. Data are collected from both urban and rural regions,
by which the environment is annotated. The test dataset also covers both environments, but is
collected from different countries. The primary metric is Worst-U/R Pearson, the worst Pearson
correlation of prediction between rural and urban regions. The other two datasets are tabular, where
natural concept shift (Y| X shift) is more common due to existence of missing variables and hidden
confounders [31]. ACSIncome [[7]] performs personal income prediction with data collected from US
Census sources across different US states. The task is converted to binary classification by an income
threshold, but we take raw data for regression. Environments are partitioned by different occupations
with similar average income. VesselPower comes from Shifts [32] 133], a benchmark focusing on
regression tasks with real-world distributional shift. The objective is to predict power consumption
of a merchant vessel given navigation and weather data. Data are sampled under different time and
wind speeds, causing distribution shift between training and test data.

Baselines For the multi-environment setting, baselines include ERM (Empirical Risk Minimization);
methods for invariance learning which mostly adopts multi-objective optimization: IRM [2], MIP [24],
IB-IRM [1], CLOVE [41], MRI [18]], REX [25], Fishr [36]; an alignment-based method from
domain generalization: IDGM [39]; and Group DRO [38]]. Notably, CLOVE learns a calibrated
predictor simultaneously on all environments, but it is optimized by multi-objective learning with
a differentiable regularizer for calibration. For the singe-environment setting, baselines include
reweighting based techniques: CVaR [26], JTT [29], Tilted-ERM [27]; a Distributionally Robust
Optimization method x2-DRO [8]; and a data augmentation method C-Mixup [43]]. Other methods
are not included because of specification in classification [43] 46| or exposure to target distribution
data during training [19} 22]. For all experiments, we train an Oracle ERM with data sampled from
target distribution.

Implementation We implement the predictor with MLP for ACSIncome and VesselPower, and
Resnet18-MS [16]] for PovertyMap, following WILDS’ default architecture. We follow DomainBed’s
protocol [[15] for model selection. Specifically, we randomly sample 20 sets of hyperparameters for
each method, containing both the training hyperparameters and extra hyperparameters from the robust
learning algorithm. We select the best model across hyperparameters based on three model selection
criteria, including in-distribution validation on the average of training data, worst-environment
validation with the worst performance across training environments, and oracle validation on target
data. Oracle validation is not recommended by DomainBed, which suggests limited numbers of
access to target data. The entire run is repeated with different seeds for three times to measure
standard errors of performances. Specifically for PovertyMap, we perform 5-fold cross validation
instead of three repeated experiments, following WILDS’ setup.

6.2 Results

Results are shown in Table [I] for multi-environment settings and Table [2] for single-environment
settings. MC-Pseudolabel achieves superior performance in all datasets with in-distribution
and worst-environment validation which does not violate test data. For oracle validation, MC-
Pseudolabel achieves comparable performances to the best method. For example, CLOVE,
which also learns invariance by calibration, achieves best performance under oracle valida-
tion in PovertyMap, but it sharply degrades when target validation data is unavailable. It’s
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Table 1: Results on multi-environment datasets, evaluated on test data using three model selection
criteria. ID: validation with averaged performance on training data. Worst: validation with the worst
performance across training environments. Oracle: validation with performance on sampled test set.

ACSIncome: RMSE |

PovertyMap: Worst-U/R Pearson 1

Method 1D Worst Oracle ID Worst Oracle
ERM 0.487+0.009  0.487+0.009  0.45240.012  0.48+0.06  0.48+0.06  0.49+0.07
IRM 0.466+0.002  0.466+0.002  0.465+0.002  0.38+0.07  0.39+0.06  0.45+0.08
MIP 0.457+0.008  0.454+0.012  0.45440.012  0.40+0.09  0.39+0.10  0.43+0.08
IB-IRM 0.463+0.003  0.463+0.003  0.438+0.009  0.39+0.07  0.37+0.05  0.43+0.06
CLOVE 0.455+0.005  0.454+0.002  0.450+0.005  0.46+0.09 0.42+0.13 0.51+0.06
MRI 0.458+0.011  0.458+0.011  0.45540.013  0.47+0.10  0.46+0.08  0.49+0.07
REX 0.466+0.009  0.464+0.009  0.458+0.003  0.43+0.09 0.42+0.09  0.45+0.09
Fishr 0.458+0.006  0.455+0.012  0.450+0.008  0.42+0.09 0.41+0.09  0.43+0.08
IDGM 1.8434+0.018  1.843+0.018  1.843+0.018 0.02+0.07 0.01+0.15 0.13+0.14
GroupDRO 0.481+0.035  0.449+0.017  0.433+0.013 0.38+0.15  0.37+0.16  0.42+0.12
MC-Pseudolabel 0.428+0.009 0.425+0.012 0.411+0.011 0.50+0.06 0.50+0.06 0.50+0.06
Oracle ERM 0.332+0.001 0.71+0.05
" ERM ” C-Mixup 10 MC-Pseudolabel
)
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Figure 1: Accuracy-on-the-line beyond covariate shift: correlation between models’ in-distribution
and out-of-distribution risks on VesselPower.

because CLOVE tunes its regularizer’s coefficient to tradeoff with ERM risk, whose opti-

mal value depends on the target distribution shift.

In contrast, MC-Pseudolabel exhibits

an advantage with in-distribution model selection. This is further supported by Figure [6.2]
which shows that MC-Pseudolabel’s out-of-distribution er-
rors strongly correlates with in-distribution errors. The ex-
periment spans across different hyperparameters and seeds
with the same model architecture on VesselPower. The
phenomenon, known as accuracy-on-the-line [34], is well
known for a general class of models under covariate shift.
However, Liu et al. [31]] shows accuracy-on-the-line does
not exist under concept shift, which is the case for ERM and
C-Mixup. This introduces significant challenge for model
selection. However, MC-Pseudolabel recovers the accuracy

to the line.

7 Conclusion

Table 2: Single-environment results.

VesselPower: RMSE |

Method ID Oracle

ERM 1.9240.23 1.86+0.19
CVaR 1.694+0.18  1.49+0.10
JTT 1.75+0.27 1.58+0.15
Tilted-ERM 1.7240.21 1.61+0.12
x2-DRO 1.69+0.20  1.56+0.06
C-Mixup 1.72+0.15  1.56+0.08
MC-Pseudolabel 1.61+0.20 1.52+0.16
Oracle ERM 1.18+0.01

To conclude, we establish a new optimization framework for out-of-distribution generalization
through extended multicalibration with joint grouping functions. While the current algorithm focuses
on regression, there is potential for future work to extend our approach to general forms of tasks,
particularly in terms of classification.
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A Related Work

Multicalibration Multicalibration is first proposed by Hébert-Johnson et al. [17] with binary
grouping functions. Kim et al. [20] and Gopalan et al. [[14] extend the grouping functions to real-
valued functions. Globus-Harris et al. [13]] shows that with a sufficiently rich class of real-valued
grouping functions, multicalibration actually implies accuracy. Globus-Harris et al. also provides a
boosting algorithm for both regression and multicalibration. The connection between multicalibration
and distribution shift is first studied by Kim et al. [21]], who proves that #; multicalibration error
remains under covariate shift, given a sufficiently large real-valued grouping function class. |Kim
et al. further shows that under covariate shift, a multicalibrated predictor can perform statistical
inference of the average outcome of a sample batch. In contrast, we derive a robustness result
for individual prediction of outcomes for ¢, multicalibrated predictors. In addition, Wald et al.
[41] studies the equivalence of Invariant Risk Minimization and simultaneous calibration on each
environment. Our equivalence results for multicalibration can be perceived as a generalization of
Wald et al.[s results beyond the multi-environment setting, by deriving a mapping between density
ratios and grouping functions. We also extend the equivalence to approximately multicalibrated
and approximately invariant predictors. Furthermore, we move beyond |Wald et al.’s multi-objective
optimization with Lagrangian regularization, by proposing a new post-processing optimization
framework consisting of a series of supervised regression. Meanwhile, Blasiok et al. [4] discusses
connections between calibration and post-processing, which is an equivalent expression of invariance.
There are other extensions of multicalibration, such as Deng et al. [6] who generalize the term
Y — f(X) in multicalibration’s definition to a class of general functions. While our work is the first
to generalize the grouping functions & to consider the outcomes.

Out-of-distribution Generalization Beyond Covariate Shift Despite abundant literature from
domain generalization that focuses on image classification where covariate shift dominates, research
on algorithmic robustness on regression tasks beyond covariate shift is relatively limited. The setting
can be categorized according to if the source distribution is partitioned into several environments. For
the multi-environment generalization setting, Invariant Risk Minimization and its variants assume that
outcomes are generated by a common causal structural equation across all environments, and aims to
recover such an invariant (or causal) predictor [[1, 12} [18} 24,25, 136]. Group DRO [38]] is a simple but
surprisingly strong technique that optimizes for the worst group risk with reweighting of environments.
There are also meta-learning methods [[12] that handles multi-environment generalization with
bi-level optimization. For the single environment setting, Distributionally Robust Optimization
optimizes for the worst-case risk in an uncertainty set of distributions centering around the source
distribution [8} 9} 11,126} 140]. Another branch of research is targeted at mitigating spurious correlation
with an assumption of simplicity bias, which utilizes a simple model to discover latent sub-populations
and then correct the biased predictor by sample reweighting [27} 28, [29], retraining on a subgroup-
balanced dataset or a small batch from target distribution [19} 22| 146, or perform Invariant Risk
Minimization on discovered subgroups [S]. Data augmentation is a prevalent technique to enhance
algorithmic robustness for vision tasks. Quite a lot of these methods are tailored for classification.
For example, Mixup [45] interpolates between features of samples with the same label. The approach
is extended to regression settings by C-Mixup [43]. Pseudolabelling is a common technique for
out-of-distribution generalization, but typically adopted in a setting with exposure to unlabelled
samples from target distribution, known as domain adaptation [42]. However, MC-Pseudolabel
generate pseudolabels for the source distribution itself.

B Grouping Functions for Distributionally Robust Optimization

Distributionally Robust Optimization assumes the target distribution to reside in an uncertainty set P
of distributions centering around the source distribution Pg. For example, Duchi et al. [10] formulates
the uncertainty set as arbitrary subgroups that has a proportion of at least oy € (0, 1). [Duchi et al.
only consider subgroups of covariates:

P(X) = {P(X) : there exists a probability measure P’'(X), (14)
Ps(X)=aP(X)+ (1-a)P(X),a> ap}. (15)
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By the correspondence between density ratios and grouping functions, the equivalent design of a
grouping function class is given by:

1

H:{heRX:OSh(:U)S, Vac}. (16)
a0

We can also extend the grouping functions to consider both covariates and outcomes, such that general

subgroups are incorporated into the uncertainty set:

H = {hGRxxy:Ogh(x,y)S i, Vx,y}. (17)
ag

In the case of grouping functions defined on « and y jointly, the grouping function class is not closed
under affine transformation and is not a linear space spanned by density ratios, which suggests that a
perfectly multicalibrated solution might not exist. However, approximately multicalibrated predictors
can still be pursued.

C Model Discretization

For continuous predictors, we take a preprocessing step to discretize the model to as many bins as
possible such that the rounding error is negligible while still ensuring enough samples in individual
bins. Specifically, we equally split the outcomes of predictors to bins with equal intervals from
the minimum to maximum of model output. We start from a minimum bin number m = 10, and
keeps increasing m as long as 90% of the samples reside in a bin with at least 30 samples. When
the criterion is violated, we stop increasing m and select it as the final bin number. The model
discretization procedure is fixed across all experiments.

D Computational Complexity

We assume that the predictor’s outcomes are uniformly distributed. Denote the average bin size by
Ny, which is a constant around 30 in our implementation. The bin number is given by m = N/N,,
where [V is the sample size. For neural networks, IV represents the batch size. The overhead of
MC-Pseudolabel compared to Empirical Risk Minimization is linear regression on each bin, whose
sample complexity is O(N;}) with OLS. Please note that an individual linear regression for around 30
samples is extremely cheap. A non-parallel implementation of regression on every bin scales linearly
with the bin number m, so the overall complexity is O(N7N). However, since the regression on
each bin is independent, we adopt a multi-processing implementation. Denote the number of jobs by
J, the overall time cost of MC-Pseudolabel is O(NZN/J). As a comparison, OLS on N samples
has a computational complexity of O(N?3).

In conclusion, the complexity of MC-Pseudolabel scales linearly with sample size (or batch size for
neural networks). Counterintuitively, increasing the bin number m (and thus decreasing the bin size)
actually decreases the computational complexity. This is because linear regression scales cubically
with sample size, so decreasing the sample size in each bin is preferred to decreasing the bin number.

E Experiments

E.1 An Additional Experiment: Synthetic Dataset

We start from a multi-environment synthetic dataset with a multivariate normal distribution cor-
responding to Theorem [5.2] In this experiment, we examine the optimization dynamics of MC-
Pseudolabel. The data generation process is inspired by Arjovsky et al. [2]]. The covariates can be
sliced into X = (S, V)T with S € R? and V' € R, where S is the causal variable for Y and V is the
spurious variable. The data is generated by the following structural equations:

S ~ N(0,1). (18)
Y =alS+ey, as=(1,..,1)T €R% ey ~N(0,0.5%). (19)
V=ay(&) Y+ey, ay(er)=125ay(e)=0.75ay(er)=—1,ey ~N(0,0.1%). (20)
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The covariate V' is spuriously correlated with Y because the coefficient cvy (¢) depends on the specific
environment e. We set ay (€) = 1.25,0.75 respectively for two training environments while vy (€)
extrapolates to —1 during testing. A robust algorithm is supposed to bypass the spurious variable
and output a predictor f(X) = LS in order to survive the test distribution where the correlation
between V and Y is negated.

The predictor class for this dataset is linear models, and the environment classifier is implemented
by MLP with a single hidden layer. In this experiment, we fix the training hyperparameters for
the base linear model, and perform grid search over the extra hyperparameter introduced by robust
learning methods. Baselines except for ERM and Group DRO share a hyperparameter which is the
regularizer’s coefficient, and Group DRO introduces a temperature hyperparameter. We search over
their hyperparameter space and report RMSE metric on the test set in Figure[2] Most baselines exhibit
a U-turn with an increasing hyperparameter, and the minimum point varies across methods. The
sensitivity of hyperparameters implies the dependence on a strong model selection criterion, such as
oracle model selection on target distribution. However, the dashed line for MC-Pseudolabel’s error is
tangent to all the U-turns of baselines, indicating a competitive performance of MC-Pseudolabel both
with and without oracle model selection.

1072 107! 10° 10! 102
Hyperparameter (Log Scale)

——- MC-Pseudolabel —e— Fishr —+— GroupDRO —— REX
—e— MRI —e— |RM —— CLOVE —— |IDGM
—e— MIP IB-IRM  =e--e ERM

Figure 2: Results (RMSE) on the synthetic dataset. Curves show method performances across
hyperparameters. Methods without extra hyperparameters are marked with dotted lines.

We also investigate the evolution of pseudo labels f; in Algorithm to recover the dynamics of MC-
Pseudolabel. The first row of Figure [3|demonstrates how pseudolabelling results in a multicalibrated
predictor. It shows that pseudolabels for two environments deviate from model prediction at Step
0, but the gap quickly converges at Step 4, implying multicalibrated prediction. The second row
provides insight about how pseudolabelling contributes to an invariant predictor. We observe that
the curve of two environments are gradually merging because the pseudolabel introduces a special
noise to the original label such that the correlation between the pseudolabel and spurious variable V'
is weakened. As a result, the predictor will depend on the causal variable S which is relatively more
strongly correlated with pseudolabels.

E.2 VesselPower

In figure [ we provide the correlation between models’ in-distribution validation performance and
out-of-distribution test performance across all methods.
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Figure 3: Evolution of pseudolabels during MC-Pseudolabel. The first row plots values of pseudola-
bels against model predictions. The second row plots values of pseudolabels against V. Columns
represent different snapshots during optimization.

E.3 Training Details

Datasets. In the ACSInome dataset, we focus on predicting personal income for California residents
across four occupation fields: science professions (SCI), protective services (PRT), education (EDU),
and military (MIL). While average incomes are similar across these fields, the correlation between
income and usual hours worked per week (WKHP) varies significantly, as shown in Table 3] This
spurious correlation between income and WKHP introduces a concept shift across occupations.
Therefore, we train the model on environments comprising the SCI, PRT, and EDU occupations and
evaluate it on MIL.

Table 3: Statistics of ACSIncome (California)

SCI PRT EDU MIL

Average Income ($10K) 48 4.6 4.5 4.5
Pearsonr (Income, WKHP) 0.38 0.51 0.59 -0.30

We follow the standard setup for PovertyMap as specified in the WILDS benchmark [23]]. A natural
spatial distribution shift occurs between data collected from urban and rural regions, both of which are
represented in the training and test sets. However, the test data is sourced from different countries than
the training data. The primary evaluation metric is the worst Pearson correlation between predictions
in urban and rural environments.

We use the synthetic split of VesselPower where the target power labels are generated through
the simulation of a physics model based on read data input features. The dataset include a single
environment training set, a dev-in set for in-distribution validation, and a dev-out set for evaluation.
Distribution shifts arise due to variation in time and wind speeds. We report RMSE of prediction in
megawatts (MW), rather than the kilowatts (KW) as used in the dataset’s original paper [33].

Model Selction. We follow DomainBed’s protocol [15] for model selection. Specifically, we
randomly sample 20 sets of hyperparameters for each method, containing both the training hyperpa-
rameters of base models in Table |4{ and extra hyperparameters from the robust learning algorithm
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Figure 4: Correlation between models’ in-distribution and out-of-distribution risks on VesselPower.

in Table [5] We select the best model across hyperparameters based on three model selection cri-
teria. In-distribution (ID) validation selects the model with the best metric on the average of an
in-distribution validation dataset, which is sampled from the same distribution as the training data.
Worst-environment (Worst) validation selects the best model by the worst performance across all
environments in the in-distribution validation dataset. Worst validation is applicable only to the
multi-environment setting. Oracle validation selects the best model by an out-of-distribution val-
idation dataset sampled from the target distribution of test data. Oracle validation leaks the test
distribution, so it is not recommended by DomainBed. However, most robust learning methods relies
on out-of-distribution validation, so Domainbed suggests limited numbers of access to target data
when using Oracle validation. Though MC-Pseudolabel already performs well under ID and Worst
validation, we still report its performance under Oracle validation to compare the limit of robust
learning methods regardless of model selection.

Following DomainBed, the entire model selection procedure is repeated with different seeds for
three times to measure standard errors of performances. Thus, we have totally 60 runs per method
per dataset. Specifically for PovertyMap, we follow WILDS’ setup [23]] and perform 5-fold cross
validation instead of three repeated experiments. For each fold of the dataset, we conduct the model
selection procedure four times across three seeds, summing up to a total of 12 experiments. And
we report the average and standard error of performances across 5 folds. Thus, the standard error
measures both the difficulty disparity across folds and the model’s instability.

Grouping Functions. The grouping function class of MC-Pseudolabel is implemented according to
Equation[TT]and Equation [I2]for the multi-environment and single-environment setting respectively.
For the multi-environment setting, the environment classifier p(e|z, y) is implemented as MLP with
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a single hidden layer of size 100 for tabular datasets including Simulation and ACSIncome. For
PovertyMap, the environment classifier is implemented by Resnet18-MS with the same architecture
as the predictor, except that the label y is fed into the last fully-connected layer. For the single-
environment setting of VesselPower, the identification model f;; is implemented as a Ridge regression
model.

Table 4: Hyperparameters for model architecture.

Simulation ACSIncome VesselPower PovertyMap
Architecture Linear MLP MLP Resnet18-MS
Hidden Layer Dimensions None 16 32,8 Standard [23]
Optimizer Adam Adam Adam Adam
Weight Decay 0 0 0 0
Loss MSE MSE MSE MSE
Learning Rate 0.1 1QUniform[—3,~1] 1QUniform{—3, 1] 0.001!
Batch Size 1024 [256, 512, 1024, 2048] [256, 512, 1024, 2048] 64!

! The learning rate and batch size for training ResNet follow the setup of WILDS [23]].

Table 5: Hyperparameters for robust learning methods.

Range

Regularizer Coefficient 1(QUniform[—3,2]

n (GI‘OUPDRO) 10Unif0rm[73,2]

a (JTT) [0.1,0.2,0.5,0.7]
AJTT) [5, 10, 20, 50]

1 (x2-DRO) [0.2,0.5, 1, 1.5]

t (Tilted-ERM) [0.1, 0.5, 1, 5, 10, 50, 100, 200]
o (C-Mixup) [0.5,1,1.5,2]

o (C-Mixup) [0.01, 0.1, 1, 10, 100]

https://doi.org/10.52202/079017-2325

E.4 Software and Hardware

Our experiments are based on the architecture of PyTorch [35]. Each experiment with a single set of
hyperparameters is run on one NVIDIA GeForce RTX 3090 with 24GB of memory, taking at most
15 minutes.

F Theory

F.1 Multicalibration and Bayes Optimality under Covariate Shift

Assumption F.1 (Restatement of Assumption [2.3).

1. (Closure under Covariate Shift) For a set of probability measures P(X) containing the source
measure Pg(X),
p()

ps(’)
2. ((v, p)-Weak Learning Condition) For any P € P(X)Ps(Y|X) ={P'(X)Ps(Y | X): P' € P}
with the source conditional measure Ps(Y |X) and every measurable set G C X satisfying P(X €
G) > p if

VPeP,heH=

h(:) €H. 1)

Ep[(Ep[Y|X] - Y)?|X € G] <Ep[(Ep[Y|X € G] - Y)*|X € G] -, (22)
then there exists h € H satisfying
Ep[(h(X) - Y)?|X € G] < Ep[(Ep[Y|X € G] - Y)*|X € G] — 7. (23)
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Lemma F.2 (Globus-Harris et al. [13]]). Fix any distribution P € P(X,Y’), any model f : X — [0,1],

and any class of real valued functions H that is closed under affine transformation. Let:

Hi={heH: Igleaich(w)g <1}

be the set of functions in H upper-bounded by 1 on X. Let m = |Range(f)|,v > 0, and a < 125—;.
Then if H satisfies the (v, -1 )-weak learning condition and f is a-approximately £y multicalibrated
with respect to H1 and P, then f has squared error

Ep((f(z) —)’] <Ep[(f*(z) — )°] + 37,
where f*(x) = Ep[Y]|z].
Definition F.3. For a probability measure P(X,Y) and a predictor f : X — [0, 1], let H C RY>*Y

be a function class. We say that f is a-approximately {1 multicalibrated w.r.t. H and P if for all
heH:

Kl(fvhap) (24)
- / [Ep [0, Y)Y = )| £(X) = 0] [dPyx (0) (25)
<a (26)

Lemma F.4 ( Roth [37])). Suppose Ps, Pr € P have the same conditional label distribution, and
suppose [ is a-approximately {1 multicalibrated with respect to Ps and H. If H satisfies Equation[21]
then f is also a-approximately {1 multicalibrated with respect to Pr and H.:

Lemma F.5. For a predictor f : X — [0,1] and a grouping function h satisfying
max,ex yey h(z,y)? < B where B > 0,

%Kz(f, hP) < K\(f.h, P) < VEa(f. 1o P). @7)

Remark F.6. The lemma is extended from Roth [37]’s result for B = 1.

Proof. First we prove Ko(f, h, P) < vBK:(f,h, P). Forany v € [0, 1],

(Ep (WX, Y)Y = 0)|f(X) = 0] )2 (28)
= [Er [h(X)( = 0)|(X) = 0] |- [Ep [M(X, V)Y = 0)| £(X) =] | (29)
< VE[RX. Y2 £(X) = o] E[(Y —0)2|£(X) =] (30)
. ‘]Ep [h(X,Y)(Y = )| f(X) = v] \ 31)
<VEB- [Ep [M(X, Y)Y — )| £(X) =] | (32)
Equation 0] follows from the Cauchy-Schwarz inequality.

KofihP)= E [(Ep [h(X,Y)(Y = )| £(X) = v] )2} (33)
<VB, E [Ep [MX Y)Y —0)f(X) =] | (34)
= VBK,\(f,h, P). (35)

Then we prove K (f, h, P) < /BKs(f, h, P). Still from the Cauchy-Schwarz inequality:
Ki(f,h, P) = UNII%(X)‘EP (X Y)Y = )| f(X) =] | (36)

<\/ E [12] E {(]EP [h(X,Y)(Y—v)|f(X):vD2] 37)

v~Prxy o~ Prix)
= \/KQ(fvth)' (38)
O
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Theorem F.7 (Restatement of Theorem [2.4] ! For a source measure Ps(X,Y') and a set of prob-
ability measures P(X) containing Ps(X), given a predictor f : X — [0,1] with finite range
m := |Range(f)|, consider a grouping function class ‘H closed under affine transformation sat-
isfying Assumption with p = y/m. If f is 5zl—s-approximately o multicalibrated w.r.t Ps
and H’s bounded subset Hi1 = {h € H : max,ex h(z)? < 1} then for any target measure
Pr e P(X)Ps(Y[X),

RPT(f) < RPT(f*) + 3, (39

where f*(x) = Ep,.[Y |x] is the optimal regression function in each target distribution.

Proof. For [h(z)| < 1and f € [0, 1], according to Lemmal[F.3]
KQ(fahvp)SKl(fah7P)§ \/Kg(f,h,P) (40)
Since Ks(f, h, Ps) < 5eb— for any h € H,

3
Ki(f h,Ps) < Tom: 41
With Lemma[F4] for any h € Hy and Pr € P, we have
3
P
h, P 42
(fa T) = 16m ( )
Again, it follows from Lemma [F3] that:
Bl
h, P 43
(fa T) = 16m ( )
With Lemma[F.2, we have
Ep[(f(z) = 9)°] <Ep[(f"() = )] + 37, (44)
which completes the proof. O

F.2 Multicalibration and Invariance under Concept Shift

Theorem F.8 (Restatement of Theorem [3.1). For a set of absolutely continuous probability measures
P(X,Y) containing the source measure Ps(X,Y), consider a predictor f : X — [0, 1]. Assume the
grouping function class H satisfies the following condition:

H o {h(x,y):p ‘PEPXY)} (45)
s(z
If [ is a-approximately {5 multicalibrated w.r.t. H and Ps, then for any measure P € P(X,Y),
Re(f)< inf_ Rp(gof)+2Va. (46)
g:[0,1]—[0,1]

Proof. For any h(x,y) = p(z,y)/ps(z,y) where P € P, since f is a-approximately {2 multicali-
brated, K»(f, h, Ps) < a. It follows from Lemma |E.5|that K1 (f, h, Ps) < \/a.

falrh o) = / Eps [M(X,Y)(Y = 0)| f(X) = v] |dPs(f 7 (v) )
_ P(EY) (e Ly,
- /ps(x,y) (y = v)ps (@, y|f = v)d( ,y)’dPs(f (v)) (48)

dP(f~'(v))
dPs(f~1(v))

/
/
/ dP(f~'(v))
L

(v — )p(, | f = v)d(a, y>\ Ps(F ) (49)

dPs(f1(v)) (y — v)p(a,y|f = v)d(z, y)‘ dPs(f~'(v))  (50)

P [Y =0l f(X) =] |aP(f 7 (0) 51)
(f,LP). (52)
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Thus, we have K1(f,1, P) < y/a forany P € P. We will prove an equivalent form of ¢; calibration
error:

Ki(f,1,P)=  sup / N)Ep [Y — o[ f(X) = v] dPy(x)(v) (53)
7:[0,1]—[—1,1]
= sup  Ep[n(f(X)(Y = f(X))]. (54)
n:[0,1]—[—1,1]

Ki(f,1, P) < sup,.0.1)—[—1,1] Ep[n(f(X))(Y — f(X))] can be proved by taking n(v) = 2I[v >
0] — 1. On the other hand,

/U(U)EP [Y — 0| f(X) = v] dPp(x)(v /‘7) ’EP — v[f(X) = v] ‘dpf(X)(U) (55)
SKl(fa ) ) (56)

Actually the right hand side of Equation [53] resembles smooth calibration [3]], which restricts 7
to Lipschitz functions. Based on smooth calibration, Blasiok et al.| [4] shows that approximately
calibrated predictors cannot be improved much by post-processing. In the above we present a similar
proof for ¢; calibration error.

For any ¢ : [0,1] — [0,1], there exists  : [0,1] — [—1,1] such that g(v) = v + n(v) for any
v e [0,1].

Rp(go f) =Ep [(y F(X ))2] (57)
=Ep [(Y - f(X )) ] —2Bp [(Y — f(X)n(f(X)] +Ep [n(f(X))?]  (58)

2 Re(f) = sup 2l ()Y = S(X)) (59)
:RP(f)_ZKl(fa]-vp) (60)

> Rp(f) - 2va. 61)

O

Theorem F.9 (Restatement of Theorem [3.4). Assume samples are drawn from an environment
e € & with a prior Ps(e) such that ) ., Ps(e) = 1 and Ps(e) > 0. The overall population
satisfies Ps(X,Y') = > ..o Pe(X,Y)Ps(e) where P.(X,Y) is the environment-specific absolutely
continuous measure. For a representation ® € o(X) over features, define a function class H as:

M= {h(w,y) - M‘e c 5} . (62)

1. If there exists a bijection g* : supp(®) — [0, 1] such that g* o ® is a-approximately o multicali-
brated w.r.t. H and Pg, then for any e € &,

Rp, (g5 o ®) < inf Rp, (go®) +2va. (63)
g:supp(®)—[0,1]

2. For ® € o(X), if there exists g* : supp(®) — [0,1] such that Equation |63|is satisfied for
any e € &, then g* o ® is \/2/Da'/*-approximately {5 multicalibrated w.r.t. H and Ps, where
D= mineeg Ps(e

Proof. We first prove statement 1.

For any g : supp(®) — [0, 1], since g* is a bijection, g o ® = (g o g* *)(g* o ®) where go g* ' €
[0,1]%1. Since g* o ® is a-approximately ¢, multicalibrated, it follows from Theoremthat for
any e € &,

Rp. (9" 0®) < Rp, ((gog* " )(g" 0 ®)) + 2V (64)
= Rp, (go @)+ 2\/5. (65)

Then we give a proof of statement 2, which is inspired by [Blasiok et al.|[4].
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For simplicity let f* := g¢g* o ®. For any e € & and any n : [0,1] — [—1,1], define
B = Ep [(Y — f*(X))n(f*(X))] € [-1,1]. Construct x(v) := projg 1)(v + Bn(v)), where
Projjo 11(-) = max{0, min{1, - }}.

Re, (k(f7)) = Ep, | (Y = x(f*(X)))’] (66)
<Ep, [(V = /1(X) = Bn(f" (X)) (©7)
=Ep, [(V = f1(X))?] =267 + BEr.[n(f" ())*] (68)
< Rp.(f) 28 + 5 (69)
= Rp,(f*) - B (70)
Rearranging the inequality above gives:

(Be (v — 7O (X)) = 82 < Be. (%) — R (s(£). an

Since ko g* € supp(®) — [0, 1], it follows from Equation|[63]that:
Rp.(f*) = Rp.(k(f")) = Rp.(9" 0 ®) — Rp.((k 0 g") 0 ®) < 2V/av. (72)

Combining Equation and Equation (72| gives Ep, [(Y — f*(X))n(f*(X))] < v2a!'/* for any
n :0,1] = [—1, 1]. From Equation 53] it follows that:

E\(f*,1LP)= swp  Ep[p(f*(X))Y = f(X))] < vV2a'/t, (73)
n:[0,1]—[—1,1]

From Equation Ki(f* h,Ps) < V2al74 for any h € H. Further, for any h € H,

_ pel,y)
Pe(T,y)
S es pe (2 1) P (@) )
pe(2,9)
= 5w ) Ps(@) 70
< % (77)
By Lemmaitfollows that Ko(f*, h, Ps) < \/1/D - K1(f*, h, Ps) < \/2/Da/*. O

F.3 Structure of Grouping Function Classes

In this subsection, we focus on Euclidean space where X C R is compact and measurable for some
d € Z* and Y = [0, 1]. Grouping functions are assumed to be continuous, i.e., h € C(X x )). We
consider absolutely continuous probability measures with continuous density functions.

Proposition F.10 (Restatement of Proposition[d.1). Consider an absolutely continuous probability
measure Ps(X,Y') and a predictor [ : X — [0, 1], define the maximal grouping function class that
f is multicalibrated with respect to:

Hyi={h € C(X x V) : Ka(f, h, Ps) = 0}. (78)
Then H is a linear space.

Particularly for fo(x) = E[Y|®(x)] where ® : RY — R dg € Z7T is a measurable function,
we abbreviate H ¢, with He. Then any finite subset G C He implies span{l,G} C Hao, where 1
denotes a constant function.
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Proof. For any 1,72 € Rand any hy,ho € Hy, y1hi + y2he € C(X x V).

Ko(f, b+ 92ha, Ps) = [ [B [0 (4.) 4 7aha( XYY =)l £(X) = o] [dPs(s ™ (0)

(79)

< [ [E bua e ) = 010 = o] [dPs(s 1 0) 80)
+ [ [BlahaX 0 —lf0 =] [aps @) @D
=nKi(f, h1, Ps) + 72 K1(f, ha, Ps) (82)
=0. (83)

According to Lemma|E.5| K1 (f, h, Ps) = 0 is equivalent as K5(f, h, Ps) = 0 for bounded h. Thus,
K>(f,v1h1 + v2h2, Ps) = 0 which implies y1h1 + y2h2 € H . Now we finishes the proof that H ¢
is a linear space.

For fo(x) = E[Y|®(z)],

E[Y|fa(X)] = E [E[Y|fo(X), ®(X)]| fo(X)] (84)

=E [E[Y]®(X)]|fo(X)] (85)

= E[fo (X)|fo(X)] (86)

= fo(X). (87)

Thus, Ko(fe,1, Ps) = 0 which implies 1 € Hq. Since Ho is a linear space, G C Hq implies
span{l,G} C Hs. O

Lemma F.11. For any absolutely continuous probability measure P(X,Y") with a continuous density
function p, and any grouping function h € C(X x ), there exists v # 0 and p € R such that
vh+p € C(X x Y), and it is density ratio between some absolutely continuous probability measure
P'and P, i.e., dP'(z,y) = (yh(x,y) + p)dP(z,y), where P’ also has a continuous density function.

Proof. Since h is bounded, there exists p’ € R such that h(z,y) +p' > Oforanyz € X,y € V.
Define:

1
v = - (88)
J(h(z,y) + p")dP(z,y)
0o
p= . (89)
J (W@, y) + p")dP(z,y)
vh + p is still continuous.
We have yh(x,y) + p = v(h(z,y) +p') > 0forany x € X,y € V.
[P = [ b+ pary) 90)
:v/www+ﬂﬂﬂ%w 1
=1. 92)
Thus, P/(X,Y) is an absolutely continuous probability measure.
Its density function p’ = (yh + p)p is continuous. O

Theorem F.12. Consider an absolutely continuous probability measure Ps(X,Y') and a predictor
fo(z) = Epy[Y|®(z)] where ® : RY — R dg € Z7 is a measurable function. We abbreviate
Hf@ with He.

Ho = {h € C(X x V) : Covpg [R(X,Y),Y|fs = v] =0 for almost every v € [0,1]}  (93)

= span {ppg((x; yy)) :Ep|Y|fe) =Eps[Y|fo] almost surely, pis continuous} . (94)
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Proof. First we prove:
He ={h € C(X xY):Covp, [A(X,Y)|fe =v] =0 foralmost every v € [0,1]}. (95)
Foreach v € [0,1] and any h € C'(X x ),

Ep, [W(X,Y)(Y = v)|fo =] = Ep, [h(X, Y)Y’ fo = v] — oEp, {h(X,Y)‘ fo = v] (96)

= Epq [h(X,Y)Y|fo =] 97)
—Ep, [h(X, Y)‘f(p - v} E[Y|fo = 0] 98)
= Covp, [M(X,Y),Y|fs = v]. (99)

Equation [98] follows from Equation [87]
Forany h € C(X x ),

heHe @Kg(f@,h,PS) =0 (100)
2

& / (Eps [h(X,Y)(Y = v)|fo = v] ) dPs(f5'(v)) (101)

& Epg [W(X,Y)(Y —v)|fo =v] =0 for almost every v € [0,1] (102)

< Covpg [M(X,Y),Y|fe =v] =0 foralmost every v € [0,1]. (103)

Next, we prove
p(x,y)
ps(z,y)

This is equivalent to saying that for any absolutely continuous probability measure P satisfying
Ep[Y|fs] = Epy[Y|fs] almost surely, Covp, [p(X,Y)/ps(X,Y),Y|fe = v] = 0 for almost every

Ho D span{ :Ep[Y|fe] =Epy[Y|fo] almost surely, pis continuous} . (104)

v € [0,1].
Covp, {m,ﬂ fo = v} (105)
= Ep, [mm =v} —Ep, [mm =v] Ep, [Y|fo = 0] (106)
-1 _

= ;12 ((J;}((v:))) pi(é;yyf;__vg)y - dPs(x,y| fo = v) (107)
=2 [l =] Gty - I =) Gy 1o
= [Bp [v]fo = 0] ~Ep, [Y]fo =] m (110)
—0 almost surely. (111)

Next, we prove
g C span {pps(ayy)) :Ep[Y|fo] = Eps[Y|fe] almost surely, pis continuous} . (112

By LemmalF.11] any grouping function h € Hq could be rewritten as h(x, y) = yp(z,y)/ps(z,y) +
p for some continuous density functions p and v # 0. Thus, we just need to prove the statement that
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Covp, [vyp(X,Y)/p (X Y) +p,Y|fe = v] = 0implies Ep[Y|fo = v] = Ep [Y|fo = v].

Covp, [ e Y‘fq> - v] (113)
{ Y\ﬁp = v} + pEp, [Y|fo = 0] (114)

~Ep, Li”ﬁp —v} Ep, [Y|fo =v] = pBp, [Y]fo = 0] (115)
— Ep, Lys(();); v fa = v} —VEp, [pps( ba s L|fa = v} Er [Y|fa=d] 16
= 4Covp, [p((XXY Y‘fq, ] (117)
= [Ep [Y]fo =] —Ep, [¥]fo =o]] m. (118)

Equation follows from Equation So we have Ep[Y|fe = v] = Ep[Y|fs = v] if
Covp [yp(X,Y)/ps(X,Y) + p,Y|fo = v] = 0. N

Corollary F.13 (Restatement of Theorem [4.2). Consider an absolutely continuous probability
measure Ps(X,Y') and a calibrated predictor f.

Hy={h e C(X xY):Covpg [N(X,Y),Y|f =v] =0 foralmosteveryv € [0,1]}  (119)

= span {I)(I’y) cEp[Y|f] =Eps[Y|f] almost surely, pis continuous} . (120)
ps(z,y)

Remark F.14. Ep[Y|f] = Ep,[Y|f] almost surely implies Ep[Y|f] = f, which is equivalent as
Rp(f) = infg.0,11500,1) Rp(g o f), since we adopt square error.

Proof. Since f is calibrated, we have Ep [Y|f] = f. Take ®(z) = f(z).
fa(x) = Eps [Y[®(2)] = Epg[Y[f(2)] = f(2). (121)
Apply Theorem [F.12]and the proof is complete. O

Theorem F.15 (Restatement of Theorem@ (first part)). Consider an absolutely continuous proba-
bility measure Ps(X,Y) and a predictor fo(x) = Ep [Y|®(x)] where ® : R — R® dg € Z7F is
a measurable function. He can be decomposed as He = Hi,6 + Ha @

Hio :={h € C(X x D) : Covpg [h(P,Y),Y|fo =v] =0 foralmosteveryv € [0,1]} (122)

d
= span { p(®.y) :Ep|Y|fe) =Eps[Y|fo] almost surely, pis continuous} . (123)

ps(®,y)
Hop :={h € C(X x)):Eh(X,Y)P,Y]=C), VO,Y} (124)
= span {p(x|<1>,y) L pis continuous} . (125)
ps(z|®,y)

Remark F.16. H; ¢ contains functions defined on supp(®) x ) which can be rewritten as functions
on X x Y by variable substitution. Thus, H1 s is still a set of grouping functions. For Ho s, C}, is a
constant depending on h.

Proof. First we prove Ho C Hi0 + Hoo.
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Forany h; € H1,¢ and he € Ha o,

COVPS [hl((p,Y)+h2(X,Y)7Y|fq> :IU} (126)
= Covp, [h(®,Y),Y|fo =v] + Covpg [ha(X,Y),Y|fo = v (127)
= Covp, [he(X,Y),Y|fo = v] (128)
=Ep; [h2(X,Y)Y[fo = v] — Epg [h2(X,Y)[fo = v] Ep [Y]fo = v] (129)
= EPS [EPS [h2(X7 Y)Y‘CI),Y] ‘f‘l’ = U} _EPS [EPS [h2(X’ Y)|(I)>Y] ‘f’i’ = 'U] EPS [Y|f<1> = U]

(130)
= EPS [EPS [h2(X7 Y)|CI)’Y} Y‘f‘b = ’U} _EPS [EPS [hQ(X’ Y)|(I)>Y] ‘f@ = 'U] EPS [Y|f<1> = U]
(131)
= Ch, Epg [Y|fo = v] = Cp, Epg [Yfo = v] (132)
—=0. (133)

Next we prove Ho O Hi,e + Hoa.
For any h € Hg, let

hi(®(z),y) = Eps[h(X,Y)|® = &(2),Y = y]. (134)
ha(z,y) = h(z,y) — Epg[M(X,Y)|® = @(2),Y = y]. (135)
Then we have
Covp, [h1(®,Y),Y|fo = 0] (136)
= EPS [hl(q)v Y)Y|f<1> = U] - II:":Ps [hl(q)v }/)|fq> = ’U] EPS [Y|f<1> = ’U} (137)
= EPS [EPS [h(X7Y)|(I)’Y}Y‘f¢‘ = ’U} - EPS [EPS [h<X7 Y)lq)ay”ﬁb = U] EPS [Y|f<1> = 'U]
(138)
=Eps [M(X,Y)Y|fo = v] —Ep, [M(X,Y)|fo = v]Epg [Y]fo = ] (139)
= Covp, [W(X,Y),Y|fs = 1] (140)
=0 for almost every v € [0, 1]. (141)
Thus, k1 (®(x),y) € H1,0.
Ep, [he (X, Y)|®,Y] = Ep, [h(X, Y)—Ep, [h(X,Y)M),YH(I),Y] (142)
:EPS [h(Xv Y)|(I>7Y] _EPS [h(X7Y)|(I)aY] (143)
= 0. (144)
Thus, hy(x,y) € Hz,e. Following a similar proof of Theorem[F.12] we have
Hi,e = span { p(®,y) :EplY|fe] =Ep,[Y|fs] almost surely, p is continuous} . (145)
ps(®,y)

Next, we prove Ha ¢ O span {p(z|®,y)/ps(z|®,y) : pis continuous}.
This is equivalent to saying that p(z|®, y)/ps(x|®,y) € Hz ¢ for any continuous density function p.

p(X|®,Y) } /P($|‘I’7Y)
E —— |0, Y| = | ——dPs(z|®,Y 146
Ps [ps(X|‘1),Y)’ ) pS(x|@7Y) S(x| ) ) ( )
:/dP(q;|<I>,Y) (147)
—1. (148)

Thus, we have p(z|®,y)/ps(z|®,y) € Ha,o.
Next, we prove Ha ¢ C span {p(z|®,y)/ps(z|®,y) : pis continuous}.

By Lemma [F.11] any grouping function h € %Hz s could be rewritten as hq(z,y) =
vp(x,y)/ps(x,y) + p for some continuous density function p and vy # 0. Thus, we just need to
prove the statement that Ep, [vyp(X,Y)/ps(X,Y) + p|®,Y] = Cp, implies p(X,Y ) /ps(X,Y) =
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p<X‘(I>7Y)/pS(X|(I)7Y)'

p(X|2,Y) p(,Y)
pS(X|(I)aY) pS(CI)aY
p((I),Y) E |: p(X|<I>,Y)

Ep [wp(X“) + p\cb,Y] = Ep, [v

¢ Y 149
ps(X.Y )”‘ } (149)

)’eb,Y] T (150)

ps(®,Y) 7 | ps(X[@,Y

_ p(®,Y)

=1 T [1fe,y]+» (151)
p(®,Y)
_— . 152
ps(@,y) TP (152)

Thus, we have p(®,Y)/ps(®,Y) = (Cp, — p)/y which is a constant. Since
Ep,[p(®,Y)/ps(®,Y)] = 1, we have p(?,Y) /ps(P,Y) = 1.

p(X,Y) _ p(X|®,Y) p(®Y)

_ 153

s ps(X[®,Y) ps(@.7) (159
p(X|2,Y)

=2y 1"/ 154

Ps(X[®,7) (59

O

Lemma F.17 (Theorem 3.2 from Globus-Harris et al. [13]]). If f is calibrated and there exists an
h(z) such that

E[(f(X) = Y)* = (h(X) = Y)’|f(X) =v] > a, (155)
then:

E[R(X)(Y — v)|f(X) =] > <. (156)

[\ o)

Proposition F.18 (Restatement of Theorem [4.3](second part)). If a predictor f is multicalibrated
with H1 5, then Rpy (f) < Rpg (fq))

Proof. We prove by contradiction. If Rp, (f) > Rps(fs), then
JEI) =Y = ((X) = VP10 = o] dPs(s @) > 0. asD)

Leta, = E [(f(X) = Y)? = (h(X) = Y 2|£(X) = v].
Since f is multicalibrated with H; &, f is calibrated. It follows from Lemma

Elfa(X)(Y — )| /(X) =] = T (158)
Then,
Ki(FfonPs) = [ Bl (00 = )17 = vl[aPs( 7 (0) (159)
> / audPs(f(v)) (160)
> 0. (161)

From Lemma we have Ks(f, fo, Ps) > Ki(f, fs, Ps)* > 0. Since fo € Hi o, it contradicts
with the fact that f is multicalibrated with H; o. O

Proposition F.19 (Restatement of Theorem @ (third part)). fs is an invariant predictor elicited
by ® across a set of environments & where P.(®,Y) = Ps(®,Y) for any e € &. If a predictor
f is multicalibrated with Hs o, then f is also an invariant predictor across & elicited by some
representation.
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Proof. Since P.(®,Y) = Pg(®,Y), we have Ep, [Y|®] = Ep [V |®] = fo forevery e € &.
Thus,
Rp.(fo) = inf Rp, (g0 ). (162)
geG

This implies fg is an invariant predictor elicited by ® across &.
For any e € &, we have:

Pe(x,y)  pe(®,y) pe(x|Phi,y)  pe(z|®,y)

- = € Ha o (163)
ps(x,y) ~ ps(®,y) ps(al@y) — ps(al@,y) T
Since f is multicalibrated with Hs g, it follows from Theorem@
R = inf R . 164
p.(f) o L B (gof) (164)
This implies that f is an invariant predictor across & elicited by f. O

Proposition F.20 (Restatement of Proposition . Consider X € R¢ which could be sliced as
X = (®,9)" and ® = (A, Q). Define 1} 4 = {h(®(x)) € C(X x V)}, with H} 5 C Hi1 .
H') x and H' , are similarly defined. We have:

LH, x DM e DM A DHy={C}
2.{C} =Hax C Hyp CHan CHap-

C'is a constant value function.

Remark F.21. The proposition shows that H', as a subspace of H1, evolves monotonically and in
opposite direction to Ha. If we perceive the representation ® as a filter, gaining more information
from covariates facilitates multicalibration w.r.t. Hy (and accuracy) but hampers multicalibration
w.rt. Ha (and invariance). With H} and Ha combined together, a multicalibrated predictor is
searching for an appropriate level of information filter to balance the tradeoff between accuracy and
invariance.

Proof. We first prove Hj g C H1,. According to Equation 122}
Hip :={h € C(X x)Y):Cov[h(D,Y),Y|fo =v] =0 foralmostevery v € [0,1]}. (165)
Since h(®) L Y | ®, we have Cov [h(®P),Y|®] = 0.

Cov [h(D),Y | fs] (166)
=E[n(®)Y|fa] = E[(P)fo] E[Y]fa] (167)
=E[n(®)Y|fa] — E[h(P)|fa] fo (168)
= E[E[n(®)Y[®] - E[1(P)[®] fo|fa] (169)
= E[E[n(®)Y[®] - E[1(P)[P]E[Y[P]|fas] (170)
= E[Cov[h(®),Y|D]|fe] (171)
=0. (172)

Thus, H] ¢ C Hi,e. Next, we prove the two arguments in the proposition.

1. Forany h(A) € Hj 5, since ® = (A, Q), h(A) is also a function of ®. Thus, we have h(A) € H 4.
It follows that 1} D Hj 4. Similarly we have H) D H} 4 and H) , D H1 .

2. For any h(A,Q,¥,Y) € Ha ¢ such that E[h(P, ¥,Y)|®, Y] = C}, for any values of ®,Y, we

have
ER(A,Q, U, Y)A,Y]=E [E[h(A,Q,\II,Y)\A,Q,YHJLY] (173)
=E [E[h(D,V,Y)[®,Y]|A, Y] (174)
= E[C}|A,Y] (175)
= C}, for any values of A, Y. (176)

Thus, h(A,Q,¥,Y) € Ha . It follows that Hy ¢ C Ha a. Similarly, we have Ho x C Ha ¢ and
Ha.a C Hayg. Particularly for h(z,y) € Ha x, we have h(X,Y) = E[A(X,Y)|X, Y] is a constant
for any values of X,Y. O
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Lemma F.22 (Globus-Harris et al. [13]). Let H C X® be such a grouping function class that h € H
implies vh + p € H for any h € H and v, p € R. If H satisfies the (0, 0)-weak learning condition in
Assumption[F 1| a predictor f is multicalibrated w.r.t. H if and only if f(x) = E[Y |z] almost surely.

Proposition F.23. For a measurable function ® : RY — R dg € Z%, a predictor f : supp(®) —
[0, 1] is multicalibrated w.r.t. H o if and only if f is multicalibrated w.r.t. H} g.

Proof. Since H) g C Hi1,4, f’s multicalibration w.r.t. H ¢ implies f’s multicalibration w.r.t. H/ .

On the other hand, 1] 4 satisfies the (0, 0)-weak learning condition with the pushforward measure on
®, because E[Y'|®] € H) 4. It follows from Lemmathat f is multicalibrated w.r.t. H/ 4 implies
f(®) = E[Y|®] almost surely. By the definition of H; ¢, f(®) is multicalibrated w.r.t. H; ¢. O

F.4 MC-PseudoLabel: An Algorithm for Extended Multicalibration
Lemma F.24. Fix a model f : X — [0, 1]. Suppose for some v € Range(f) there is an h € H such
that:

Elh(z,y)(y —v)|f(z) = v] > a

Let h/ =v+ T]h(x7y)for77 = W
Then:

E[(f(x) —y)* — (W (z,y) —y)°|f(2) =] >

Proof. Following [l13|], we have
E[(f(z) —y)* — (h’(fr y) — )| f(x) =]

El(v —y)* — (v + nh(z,y) —y)?|f(z) = v]
[v2 — 20y +y° — (v+nh(z,y)* + 2y(v + nh(z,y)) — y°| f(z) = 0]
E2nyh(z,y) — 2nvh(z,y) — n*h(z,y)*|f(z) = v]

= E[2nh(ax y)(y —v) = n°h(z,y)*|f(z) = ]

> 2na — n°E[h(z, )| f(z) = v]

~ E[(z,y)?f(@) = o]

Theorem F.25 (Restatement of Theorem [5.1). In Algorithm([l] for o, B > 0, if the following is
satisfied:

erri_1 —erry < (177)

E7
the output f]_,(x) is a-approximately s multicalibrated w.r.t. Hg = {h € H : sup h(z,y)?> < B}.

Proof. We prove by contradiction. Assume that f;_; is not a-approximately multicalibrated with
respect to H . Then there exists h € H g such that:

Y P =0) (& e - )| @ =2]) > a

vE[l/m]

For each v € [1/m)] define

= P(fy_1(z) =) (E [h(x,y)(y )| fii (@) = 4)2 .

Then we have ) |0 > o

v€E[l/m]
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According to Lemma [F.24] for each v € [1/m)], there exists h, € H such that:

E [(foo1 () — ) — (ol ) — 9)? | foon () = 0] (178)
Z @2 @) = o] Pl (@) = 0) a7
il (180)

= B P(fia() = o)

Then,
E[(fim1@) ) — (file) = v)?]
= Z P(fi—1(z) =v)E [(ftfl(x) - 9)2 - (th(x) - y)2‘ft71($) = v}
vE[l/m]
= Z P(fi—1(x) =v)E [(ftfl(x) —y)* = (hl(z,y) — v)*|fe-r(z) = U}
v€E[l/m]
.o
which contradicts the condition in Equation[T77} O

The following proposition is a direct corollary from Globus-Harris et al. [[13]]’s Theorem 4.3.

Proposition F.26. For any distribution D supported on X x Y and ® € o(X), take the grouping

function class H C H} g = {h(®(x)) € C(X x V)} and the predictor class F = R*. For
any 0 < a < 1,B > 0 and an initial predictor fo : X — [0,1] with |Range(fo)| > 22, then

MC-Pseudolabel(D, M, F) halts after at most T < % steps and outputs a model fi._, (x) that is
a-approximately lo multicalibrated w.rt D and Hp = {h € H : sup h(x,y)? < B}.

Theorem F.27 (Restatement of Theorem . Consider X € R? with X = (®, V)T, Assume that
(®,W,Y) follows a multivariate normal distribution N1 (1, ¥) where the random variables are in
general position such that X is positive definite. We partition X into blocks:

Yoo Yov Xay
= (S0 Sew Sy . (181)
Ey<1> Ey‘P Eyy

For any distribution D supported on X x ), take the the predictor class F = R* and the grouping
function class H as a subset of Ho &, which is defined in Equation '

H={h:he€Hypandh(z,y) = cgm +cyy+cpcn € Rd,cy,cb € R}. (182)
For an initial predictor f°) (x) = E[Y |z], run MC-Pseudolabel( D, H, F) without rounding, then

there exists some constant C,, depending on x and some constant M (X) depending on %, such that
|fO(z) — EBlY|®(x)]| < C.M(X)", where
M(2) = (Zyy = ZyoXgaTay) " By = ZyeXgaZew) (183)
(E\I}\Ij — E\p.:ngézq)q;)il(ijy — E@@E;éz.@y) (184)
We have 0 < M(X) < 1.

Remark F.28. () and E[Y|®(x)] are both linear. Thus, the convergence of the functions f) is
equivalent as the convergence of their coefficients. The theorem essentially states that the coefficients
of £ converges to those of E[Y |®(x)] at a rate of O(M(X)?).

Remark F.29. E[Y'|®(x)] is multicalibrated with respect to H. Furthermore, any calibrated predictor
on ®, denoted by g(®), is multicalibrated with respect to H. This is because:

ER(X,Y)(Y = g(®))]g(®)] = E[E[A(X, Y)Y — g(2))[®,Y][g(®)] (185)
= E[Ch(Y —g(2))]g(®)] (186)
=0. (187)

However, E[Y'|®] is the most accurate predictor among all multicalibrated g(®).
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Remark F.30. The convergence rate M (X)) does not depend on the dimension d of covariates. When
Y L U | ® implying that ® is sufficient for prediction, following from E[Y |®, U] = E[Y|®]:

Yoy = Suapg Say- (188)
It follows that M (X) = 0 and the algorithm will converge in one step.

On the other hand, when'Y and U are linearly dependent given ® such that ¥ is singular, which
violates positive definiteness, following from the proof below:

Syy — ZyolssSey = (Syw — SyeTpsSew) (Sve — SweSgeSer)  (Suy — SwelgsSey)-
(189)

It follows that M (%) = 1 and the algorithm can’t converge.

So the convergence rate depends on the singularity of the problem. Since the algorithm converges to
a predictor that does not depend on U, stronger the "spurious" correlation between Y and ¥ given ®
in the distribution D, the algorithm takes longer to converge.

Proof. Without loss of generality, assume ;1 = 0.
Let ¢ = (cz, ¢y, )T = (o, cu, ¢y, cp) . Denote dimensions of ®, ¥ by dg, dy.

Let E[Y|®, U] = (a})"® + (af) "V and E[¥|®, Y] = (85)7® + (8;)"Y with o, € R?*,
oy € Riv, g3 € Riexdv gi e RIxdv,

We have:
-1
ag) _ (Zoeo Zow Yoy
(afp) N (2\1@ Z\p\p> (E\Ily ' (190)
—1
(5%) _ <E<I><I> Ecpy> (E@p) . (191
By Yy Dy Syw
According to Theorem[F.15] E[A(X,Y")|®, Y] is a constant for different values of ®,Y".
Eh(X,Y)[®,Y] =cp® +c]Y + ciE[¥|D,Y] + ¢, (192)
-1
DX DX P
=ch®+clV +cf (Sue Suy) (Eji’ zj;’) (Y) +c. (193)
This implies:
—1
Yoo Lay Yow co
=0. 194
<Ey‘1’ Yyy yw ot Cy 0 (194)
Rearranging to:
Yoo Xov Moy
(zyq) S zyy) c=0 (195)

Let f® = (ay))7® + (a)T® and fO = (a5)7® + (&))" + (&))"Y. We claim that
d‘(lf) = 0. Otherwise, consider f(*) = (dg))Tq) + (&&f))TIE[\IIFI),Y} + (dg(f))TY.

E[f® - JV'[¥,Y] = E[(ay) V|2, Y] - (a5))"E[Y®,Y] = 0. (196)
Thus, f®) — FO" ¢ 4.
On the other hand,
E[(Y — f®)’] - E[(Y — F*)?] (197)
—E [(a@)T [E[we” |0, V] - E[¢|®, VIE[WT|®, Y]] @gq (198)
> 0. (199)
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The inequality follows from the fact that E[@ U7 |®, Y] — E[¥|®, Y]E[UT|®, Y] is the covariance
matrix of U|®, Y, which is positive definite because X is positive definite. The inequality contradicts

with the definition of f). Thus, f) = (& (t))TCIJ + (& (t))TY

Define a matrix C' € R(4+1*% whose columns support the solution space of Equation Then

H:=CT(S,T,Y)T € R* is a random vector. According to the definition of f(*,

FUHD =E[Y (£, H]
= kO FO 1 ()T 4+ ()T 4 ()Y

Y

= k® (a t))T(I)+k(t (ag))T\IH—( t))T(I)+( (f))T\Ij+ (Cét))TY'

In the above equation, k() € R.

Since a(tH) k® e $)+ (¢

Substituting into Equation 202}

~(t+1) ~(t) (t)
Qg —® [ > + Co
<&§t+1)> < 0 c?(Jt)

Then we have f(+1) = E[ft+D|®, 0] = (a{T))7® + (af ™) TE[Y|®, ¥].

This is equivalent as:
1 ~ -1
04%:1; _ (agﬂ)) n <E<I><I> ZM/) (Eéy) G+
ay 0 Yve Yww Ywy) Y
_ Id<1> Oé% (t+1)
“\0 o (t+1)

Combining the two equations above, we have:

R L <1d¢ a%) (qu, ,§> al!
NG 0 ay)\ 0 B5) ol

Ay Yy OéSI,
Thus,
* * t
o)) _ g (I B + afﬁz) .
al! Ay Py CYEI?)
* t
_ g (lae Be+aafy\ (ap
0 ay By oy )
In the above equation, K = [T, ., k

Define f®) = (& (t))T<I>+( (t))T\I/ where

alt :(1@ ﬂ$+%ﬂ;)t< ¢)
@&f) 0 ay By al
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cq,) = 0, we have cg) = —k(t)a‘(lf). Substituting into Equation|194

(200)
201)
(202)

(203)

(204)

(205)

(206)

(207)

(208)

(209)

(210)

@211)

212)



In the following we show dg) — 0. Since @g) = (0%, B8;) . and oy 87 € RP¥ ¥4 has exactly

one nonzero eigenvalue 3y, we just have to show |3rag| < 1.
ﬂ;afp = (Byy — Zy@zgézéyrl (213)
(Zyr — ZyoXpeXer) Cve — ZveXppZer) (Zuy — SveXpsYay)- (214)

Since, (2., — EMZ;(})E%) and (Sgy — Eq;cngézq)\y) are both Schur complements of 3’s
principal submatrix, they are still positive definite.

Thus,
Yy — Lo SgeYay > 0. (215)
(Zyr — 2y g 00) Zvw — LeeXpeler) N (Zuy — SveXpeSay) > 0. (216)
It follows that 3,y > 0. So we just have to show Sjay < 1.

Since det(X) > 0, by applying row addition on X, we have:

Yoa Yow Yoy
det [ 0 Zou —TwaeXgaler Zuy — Suvalggelaey | > 0. (217)
0 Yy — Ey@b%éxw Yyy — Ey@zgéz‘by
It follows that:
(Zyy — TyaXge Tay) (218)

— (Zyr — Zyelieler) Cvr — LueXpeXew) (Zuy — SveSapeay) > 0. (219)

Rearranging to:

By = (Syy — ZyeTpeSay) (220)
(Syw — Syo 55 50w) (Svw — DeveLpeSew) " (Suy — SvelseTe,) (221
< 1. (222)

Thus, 0 < B;afp < 1.

In the following, we show dg) — YppSay. By Equationand |B5ay| < 1, we have:

oY) = ag + (85 +asBy) Y (anB) ok (223)
0<u<t
2%+ (B + an B (Tay — oy B0) ey (224)
=} + (B +asB) (1 — Brad) 'ad (225)
* * *
g+ /3@0‘\1:_ (226)
1— ﬁ;a&,

Equation follows from the fact that (14, — oy 8;)ay = (1 — Byay)ay.
Define 7} = Y34 Y, such that E[Y|®] = (v4)7 ®. We have

E[E[E[Y|®, U] |®,Y]|®] = E[Y|®]. (227)
SE[E[(5)"®+ (o) V]2, Y] @] = (v3)" . (228)
S E[(a5) @+ (o) (83)7 @ + (a3) " (8))TY|®] = (v5)" @. (229)
& (ap)" @+ (ah) " (B8) @ + () ()T (v5)T® = (3)" ®. (230)
& ap + Bpay + Bayve = 13- (231)

Thus, dg) — Y4 ey Subsequently, () — (254 %q,)7® = E[Y|®]. The convergence ratio is
M(S) = Bas,.
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‘We have:

~(t+1) N ~ (1)
Gg ) = g0 (T 5<I>> ‘o 233
<&;t+1)> < 0 - dg) ) (233)

qu) 6(}; dg) t—o0 qu, /8$ Eq:ézéy
% — 234
(7 &l 0 g;)\ 0 9
-1
= (Z¢¢02¢y> . (235)
Ft) _ (ANT 2(\T
Define f\" = (ag’)" ® + (ay’')"Y, where
G0N _ (Li(p 5@) ay)\ 236)
s ) =00 a) |
Thus, f® — E[Y|®]. Since /) = K® ), we have f© = E[Y|f®)] - E[Y|®].
Subsequently, f*) = E[f(")|®, ¥] — E[Y|®].

where

G Limitations

Both our theory and algorithm focuses on the bounded regression setting. The definition of extended
multicalibration does not depend on the risk function. However, the analysis of the maximal grouping
function class as a linear space assumes a continuous probability distribution of observations, implying
a continuous target domain. The convergence of MC-Pseudolabel is also established in a regression
setting. All experiments are performed on regression tasks. As most algorithms for out-of-distribution
generalization are set up with classification problems, we fill the gap for regression and leave an
extension to general risk functions for future work.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction accurately outline our research questions, and
faithfully reflect the paper’s contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss limitations in section[G]and analyze computational complexity of
our algorithm in section

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

 The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: Full assumptions, formal statements of theories and proofs can be found in
section[El

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

» Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Experiment settings and implemention of methods are described in section [6.1]
Further training details can be found in section[E.3] Codes are available in supplementary
materials.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

https://doi.org/10.52202/079017-2325 73073



5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All the datasets in this paper are public with citations (see section[6.1]). Code
is provided in additional supplemental materials.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Experiment settings are described in section[6.1] Further training details can
be found in section[E3

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Standard errors are reported for all results. The factors of variability include
random drawing of hyperparameters and seeds, and cross validation on dataset splits. See
section [6.1] for details.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

¢ The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:[Yes]
Justification: Refer to section[E.4]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in this paper conforms with the NeurIPS Code of
Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There are no negative social impacts for research conducted in this paper.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no safeguards risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All datasets in this paper are cited. Codes are credited with original licenses
provided.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

73076 https://doi.org/10.52202/079017-2325



* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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