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Abstract

While significant advancements have been made in compressed representations
for text embeddings in large language models (LLMs), the compression of visual
tokens in multi-modal LLMs (MLLMs) has remained a largely overlooked area. In
this work, we present the study on the analysis of redundancy concerning visual
tokens and efficient training within these models. Our initial experiments show
that eliminating up to 70% of visual tokens at the testing stage by simply average
pooling only leads to a minimal 3% reduction in visual question answering accu-
racy on the GQA benchmark, indicating significant redundancy in visual context.
Addressing this, we introduce Visual Context Compressor, which reduces the num-
ber of visual tokens to enhance training and inference efficiency without sacrificing
performance. To minimize information loss caused by the compression on visual
tokens while maintaining training efficiency, we develop LLaVolta as a light and
staged training scheme that incorporates stage-wise visual context compression
to progressively compress the visual tokens from heavily to lightly compression
during training, yielding no loss of information when testing. Extensive experi-
ments demonstrate that our approach enhances the performance of MLLMs in both
image-language and video-language understanding, while also significantly cutting
training costs and improving inference efficiency.

Website https://beckschen.github.io/llavolta.html

Code https://github.com/Beckschen/LLaVolta

1 Introduction

The advent of LLMs [33, 34, 44] has marked a new era in the field of artificial intelligence and
natural language processing. LLMs can play a role as a universal interface for a general-purpose
assistant, where various task instructions can be explicitly represented in language and guide the
end-to-end trained neural assistant to solve a task of interest. For example, the recent success of
ChatGPT [33] and GPT-4 [34] have demonstrated the power of aligned LLMs in following human
instructions, and have stimulated tremendous interest in developing open-source LLMs [41, 43]. As
the horizon of LLM applications broadens and the availability of open-source LLMs increases, the
integration of multi-modality into these models presents a new frontier in expanding their capabilities.
Multi-modal LLMs [1, 28, 40, 54] (MLLMs), which can process and understand not just text but also
visual information, stand at the cutting edge of this evolution.

While MLLMs have made significant strides, a crucial aspect that remains relatively unexplored is
the efficient representation and processing of visual information within these models. Substantial
efforts [18, 35, 53] have been dedicated to optimizing the efficient representation of text tokens
through various compression techniques [18, 35, 53], aimed at enhancing inference efficiency by
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(a) Performance vs. Visual Token Compression Rate (b) Attention to Visual Tokens vs. System Prompt Tokens

Figure 1: Visual tokens are redundant in MLLMs. Left: The accuracy of the LLaVA-1.5-7B [28]
model(without re-train) on the GQA [20] benchmarks varies with different percentages of retained visual
tokens. The x-axis represents the percentage of original visual tokens preserved after applying 1D average
pooling with varying stride sizes S applied in i-th Transformer layer. Right: Visual tokens receive less attention
from the [ANS] token as we go deeper into its layers of LLaVA-1.5-7B model. These findings collectively
suggest a significant redundancy within the visual tokens of the MLLMs.

attentively selecting important tokens. However, the efficient learning of visual tokens in MLLM has
not garnered comparable attention. Naturally, this raises questions about the potential redundancy
present in visual tokens and its implications for the overall computational efficiency of MLLMs.

We start our work by addressing the question: Are visual tokens redundant in multi-modal LLMs? To
explore this, we first experiment with simply reducing the number of visual tokens in a pre-trained
LLaVA-1.5-7B [28] at the inference stage via average pooling (§3.2). As shown in Fig.1 (left), our
initial results demonstrate that eliminating up to 70% of visual tokens by pooling them with a stride of
4 starting from Transformer layer 2 incurs only a minimal performance loss on the GQA benchmark,
specifically a 3% accuracy reduction. Additionally, we compute and present the average attention
values from the [ANS] token to visual tokens and system prompt tokens across different Transformer
layers in the pre-trained LLaVA-1.5-7B [28]. As revealed in Fig. 1 (right; blue trends), the visual
tokens are generally less attended to, measured based on average attention from the [ANS] token, as
the layers get deeper. These two early explorations indicate significant redundancy in visual tokens.

Addressing this, in this work we develop an effective Visual Context Compressor that can be integrated
into the training of MLLMs. Surprisingly, a simple average pooler nested in LLMs stands out as
the most effective compressor, outperforming the attention-based [18, 53] and parametric [23]
counterparts. We attribute this to two reasons: (1) The simple pooling operation makes training stable,
whereas prior attention-based approaches [18, 53] are specifically designed for accelerating inference
rather than training. (2) Visual tokens in the deeper Transformer layers are less attended to (see Fig. 1
(right)) and particularly redundant, making a simple compressor placed in a deeper Transformer layer
effective enough. At a lower training cost, the LLaVA-1.5-7B [28] trained with the proposed Visual
Context Compressor is competitive with the non-compressed baseline across various multi-modal
benchmarks (e.g., GQA [20] and MM-Vet [50]). This dual achievement highlights Visual Context
Compressor’s role as a pivotal advancement in enhancing the efficiency and performance of MLLMs
across various multi-modal question-answering benchmarks.

To further mitigate the information loss caused by compressing visual tokens, especially under a
large compression ratio (CR), we have devised a LLaVA-powered lite training scheme, dubbed
LLaVolta, which progressively employs Visual Context Compressor at multiple training stages
with different compression ratios (§3.3). Specifically, LLaVolta progresses through several stages,
beginning with a high level of visual token compression and gradually reducing the compression
ratio until the final stages, where full visual tokens are utilized. This multi-stage approach allows for
adaptive compression levels that ensure training efficiency without losing information at testing, thus
maintaining the overall effectiveness of the model.

Extensive experimental evaluations of LLaVolta have been conducted on thirteen widely-adopted
MLLM benchmarks for both image-language understanding and video-language understanding ,
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showing promising results. We observe that LLaVolta not only enhances the performance of MLLMs,
but also achieves a substantial reduction in training costs. These experiments validate the effectiveness
of our method, demonstrating its capability to optimize resource utilization while maintaining or even
improving model performance.

In summary, our paper makes the following contributions:

• We present two initial studies to verify the redundancy of visual tokens in MLLMs.

• We propose the Visual Context Compressor, a simple yet effective compression technique
that utilizes an average pooler, enhancing the efficiency of multi-modal models.

• We propose the LLaVolta as an efficient training scheme by leveraging Visual Context
Compressor at multiple training stages with a progressively decreasing compression ratio.
To the best of our knowledge, we are among the first to explore efficient training of MLLMs.

• Extensive experiments show that our approach not only improves the performance of
MLLMs in image-language and video-language understanding across various benchmarks
but also showcases efficiency gains by reducing training costs by 16% and inference latency
by 24%.

2 Related Works

Multi-modal LLMs. The evolution of large language models [10, 33, 34] into their multi-modal
counterparts [28, 40] represents a significant leap in their ability to follow instructions and generalize
across tasks. This transition has been marked by seminal works such as Flamingo [1], BLIP-2 [23]
and LLaVA [28], which have extended LLM capabilities to encompass visual tasks, demonstrating
impressive zero-shot generalization and in-context learning abilities. Progress in multi-modal LLMs
has primarily been driven by advancements in visual instruction tuning [28, 54], leveraging vision-
language datasets and refining visual instruction-following data. Additionally, efforts have been
made to enhance the grounding capabilities of multi-modal LLMs through the use of specialized
datasets aimed at improving task-specific performance. Despite these advancements, the exploration
of visual compression within multi-modal LLMs remains relatively underdeveloped. The design and
optimization of compression strategies are crucial for maximizing the effectiveness and efficiency of
multi-modal LLMs, suggesting a potential area for future research and development.

Visual Redundancy. In computer vision, reducing redundancy is crucial for creating efficient
yet effective models without losing accuracy [4]. Redundancy in images often arises from the
inherent characteristics of natural scenes, including repetitive patterns, textures, and areas of uniform
color. These features, while contributing to the richness and detail of visual perception, can lead to
inefficiencies in both storage and processing when not adequately addressed. Image compression
algorithms [46] can reduce file size by eliminating or efficiently encoding redundant data. These
methods take advantage of human visual perception’s tolerances to subtly reduce data without
significantly impacting image quality. Advanced machine learning models, particularly CNNs and
autoencoders [3], offer sophisticated approaches to minimizing redundancy. Transformers [45],
as a fundamental architecture for LLMs [10, 34], apply self-attention mechanisms to dynamically
bind the most informative parts of tokents. Vision Transformers [6, 7, 8, 12, 16] trained with CLIP
objective [7, 36] encode an image to a sequence of visual features for multi-modal LLMs [28].
Nevertheless, visual tokens receive less attention in LLMs due to attention shrinkage [47], resulting a
waste of computation. In this work, we focus on reducing the redundancy of visual tokens in MLLMs.

Efficient LLMs. Efficient inference and training for LLMs are important. Compressing input
sequences for efficiency reasons in Transformers is not a new idea for NLP. Much work is being
done to accelerate the inference of LMs. For example, Pyramid Transformer variants [11] and [19]
are proposed in Encoder-Decoder LMs that progressively compress the sequence as the layers grow
deeper via pooling or core-set selection. Nawrot et al. [32] propose adaptively compressing the
sequence based on the predicted semantic boundaries within the sequence. Rae et al. [37] propose
compressing the fine-grained past activations to coarser memories. VCC [53] compress the sequence
into a much smaller representation at each layer by prioritizing important tokens. Besides efficient
inference, accelerating training for LLMs attracts attention as well. A staged training setup [38] is
proposed which begins with a small model and incrementally increases the amount of compute used
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for training by applying a growth operator to increase the model depth and width. However, efficient
training for LLMs in multi-modal scenarios is rarely explored.

3 Method

In this section, we first introduce an overview of multi-modal LLMs in § 3.1. Then, we define the
problem of visual redundancy and introduce Visual Context Compressor in § 3.2. Finally, we present
our proposed LLaVolta in § 3.3.

3.1 Preliminaries: A Multi-modal LLM

We start by reviewing the design of the LLaVA family [27, 28]. For processing an input image Xv,
we utilize the pre-trained CLIP visual encoder ViT-L/14, as detailed by [36], to extract the visual
feature Zv = g(Xv), where g(.) indicates the visual encoder. To bridge the gap between visual and
linguistic modalities, the LLaVA [27, 28] framework as an MLLM implements a straightforward
linear/MLP transformation. This involves a trainable projection matrix W, which maps the visual
features Zv into the linguistic embedding space, producing language embedding tokens Hv = WZv .
These tokens are designed to match the dimensionality of the word embeddings within the LLM.

For each image Xv, one can generate multi-turn conversation data (X1
q,X

1
a, · · · ,XT

q ,X
T
a ) with T

as the number of turns. One can organize them as a sequence, by treating all answers as the assistant’s
response and the instruction Xt

instruct at the t-th turn as:

Xt
instruct =

{
Random Choose[X1

q,Xv] or [Xv,X
1
q], t = 1

Xt
q, t > 1

(1)

This approach establishes a standardized format for the multi-modal instruction-following sequence.
It allows for the instruction-based tuning of the LLM to be applied to the prediction tokens, utilizing
the model’s native auto-regressive training objective. Specifically, for a sequence with length L, the
likelihood of the target responses Xa is calculated as:

p(Xa|Xv,Xinstruct) =

L∏
i=1

pθ(xi|Xv,Xinstruct,<i,Xa,<i), (2)

3.2 Visual Context Compressor

Problem Formulation: The redundancy observed in images often arises from inherent traits of
natural scenes, including repetitive patterns, textures, and regions with uniform color. While these
traits enrich visual perception by offering detail and depth, they can also present challenges in terms
of storage and processing efficiency. Considering the inherent limitations of Transformers in handling
long sequences [2, 29, 49], it is critical to minimize any length redundancies to obtain a more effective
accuracy/efficiency trade-off.

The objective of this study is to decrease the length of visual tokens Xv (i.e., its hidden states
Hv if inside LLMs), while simultaneously maximizing the probability of the target response
p(Xa|Xv,Xinstruct) as described in Equation (2).

Visual Context Compressor: A key design change that we introduce is a compressor layer that
compresses the dimensions of the visual inputs by reducing the effective number of visual tokens.
As depicted in Fig. 2, the compressor is simply an average pooler in our setting. It is applied to the
visual tokens in k-th Transformer layer of an LLM. Formally, given the hidden visual tokens at k-th
Transformer layer Hk ∈ RB×C×L, the compressor is expected to fulfill the following projection:
f : RB×C×L 7→ RB×C×Lout , which results in compressed visual tokens H̃k ∈ RB×C×Lout , where
Lout =

L
S with s as the compression stride. In §4, we explore multiple variants of compressor f

to reduce the token length, including random token dropping [17] with dropping ratio 1 − 1
S , K-

Means [21] with number of centroids set to NC = L
S , attention-based token-centric compression [53],

attention-based token dropping [9, 18], and average pooling with stride s. To our surprise, we find
that the simple average pooler is the most effective compressor for vision tokens within MLLMs, due
to its stability during training detailed in § 4.4. Thus, we choose average pooler as the compressor.
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Note that the proposed Visual Context Compressor can be directly applied to any off-the-shelf
MLLMs to assess the visual redundancy, as conducted in §4.2. One can also train an MLLM with
Visual Context Compressor to reduce the number of visual tokens while maintaining competitive
multi-modal performance.

Visual Compressor

ANS

𝑁 " 𝐿
𝑁 − 𝐾 " 𝐿!"# + 𝐾 " 𝐿

……

LLM

visual token + text token

layer N

layer K+1

layer 1

layer 2

layer K

"What is the 
dog up to?"

Compression Ratio

𝐿!"#

……

𝐿

Figure 2: Example of Visual Context Com-
pressor in a multi-modal LLM.

Compression Ratio (CR)3. For an LLM with N Trans-
former decoder layers, the compression ratio for visual
tokens can be calculated as:

CR =
N · L

(N −K) · Lout +K · L
, (3)

where K is the K-th Transformer layer of a multi-modal
LLM; L is the the length of visual tokens input into Vi-
sual Context Compressor; Lout is the compressed length
of visual tokens generated by Visual Context Compres-
sor, as illustrated in Fig. 2.

Our architecture modifications thus far mostly impacts
the inference efficiency of MLLM, however, its impact
on performance-compression trade-off remains unclear.
We will study this question in the context of training
MLLMs with a goal of enhancing efficiency without
compromising performance. We then move on to further
utilize Visual Context Compressor to design an efficient
training scheme to incorporates Visual Context Com-
pressor at various stages of the training process.

3.3 LLaVolta as a Light, Staged Training Scheme

Training with Visual Context Compressor not only facilitates efficient inference but also enhances
training efficiency. However, devising an effective training scheme poses challenges when ensuring
fair comparisons with the original LLaVA [27], primarily due to differences in the number of tokens
involved in inference. This discrepancy may lead to information loss, particularly when operating
under a scenario with a high compression ratio. To tackle this issue, we have developed a lite training
scheme for LLaVA, dubbed as LLaVolta, which employs stage-wise visual context compression.
Generally, assuming there are Ns total stages, stage i involves 1

Ns
of the total training epochs with a

compression ratio of ri, and the final stage proceeds without any compression. Essentially, as training
progresses, i increases while ri decreases.

In this work, as depicted in Fig. 3, we primarily explore a three-stage training pipeline that progres-
sively reduces the compression ratio, as detailed below:

Training Stage I: Heavy Compression. The MLLM training at the first one-third of the total training
iterations commences with a heavy compression ratio (> 500%), where Visual Context Compressor
is applied in an early layer of the LLM with a large pooling stride. This setup enables a very fast
training speed.

Training Stage II: Light Compression. The MLLM continues training with another one-third of the
total training epochs. At this stage, Visual Context Compressor is applied at only the deeper layers of
the LLM with a smaller pooling stride compared to Training Stage I.

Training Stage III: No/subtle Compression. The MLLM continues training during the final one-
third of the total epochs, with either no compression or subtle compression applied. This stage is
designed to align with the inference process, where visual tokens may also undergo compression.
By maintaining consistency between training and inference, this approach ensures that critical
information is preserved while still allowing for compression, minimizing any potential discrepancies
between training and real-world use.

Given the above meta framework, we can instantiate a family of training schemes, as demonstrated
in Tab. 1. The single-stage (non-compression) scheme is equivalent to the MLLM baseline. For

3Definition of compression ratio from Wikipedia
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multi-stage training, the compression stage can either go deeper or wider. “deeper” implies an
increase in K (Transformer layer), while “wider” means a decrease in the stride of the pooler.

training stage I
first 1/3 of iterations 
heavy compression

training stage II
second 1/3 of iterations

light compression

stage III & Inference
last 1/3 of iterations

subtle compression

(A) (B)
Traditional Paradigm

"How many 
yellow taxis are 
on the street?"

ANS

…
…

"How many 
yellow taxis are 
on the street?"

Transformer layers

Vi
su

al
 to

ke
ns

 p
er

 la
ye

r

visual token 

text token

Training with Visual-Context Compression 

Transformer layers

Vi
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r

ANS

V
isual 

C
om

pressor

deeper
layer

wider 
(more tokens)

C
om

pressor

C
om

pressor

C
om

pressor

Light Paradigm

full-tokens training & inference

Figure 3: Training & inference paradigm comparison for conventional setting (A) and LLaVolta (B). Meta
framework of LLaVolta consists three training stages: Stage I with heavy visual compression; Stage II with light
visual compression in deeper layer; Stage III with subtle compression with wider token window without loss of
performance. This can accelerate the training and inference by 18+% while maintaining performance.

#Stages Scheme Stage Layer Stride CR #Epoch

Single no compression S1 / / 100% 1

Two compression
S1 2 8 557% 0.5
S2 / / 100% 0.5

Three compr. deeper
S1 2 8 557% 0.33
S2 16 8 178% 0.33
S3 / / 100% 0.33

Three compr. wider
S1 2 8 557% 0.33
S2 2 2 188% 0.33
S3 / / 100% 0.33

#Stages Scheme Stage Layer Stride CR #Epoch

Four wider then deeper

S1 2 8 557% 0.25

S2 2 2 188% 0.25

S3 16 2 133% 0.25

S4 / / 100% 0.25

Four deeper then wider

S1 2 8 557% 0.25

S2 16 8 178% 0.25

S3 16 2 133% 0.25

S4 / / 100% 0.25

Three last stage compression

S1 2 16 825% 0.33

S2 16 16 188% 0.33

S3 16 4 160% 0.33

Table 1: Instantiations of LLaVolta schemes. deeper indicates that the compressor’s position in the LLM
shifts from the shallow layer (e.g., 2) to a deeper layer (e.g., 16). wider indicates that the compressor’s stride
decreases while the number of visual tokens increases. Last stage compression refers to using compressor at last
stage for efficient inference.

Note that all training schemes will be standardized to complete just one epoch. Thus, in the three-stage
training, each stage will receive one third of an epoch, while in the four-stage training, each stage will
receive one fourth of an epoch. Effects of non-uniform stage splitting are presented in the Appendix.

4 Experiments

In this section, we begin by detailing the experimental setup in § 4.1. Next, we elaborate on the
proof-of-concept in Section § 4.2. Following this, we validate the proposed LLaVolta in § 4.3 with an
ablation study in § 4.4. Finally, we assess the extensibility to video-language in § 4.5.
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4.1 Experimental Setup

We adopt the Vicuna-v1.5-7B [10] as the language model, leveraging the LLaMA2 codebase [43]. We
leverage the pre-trained CLIP ViT-L/14 [12, 36] with an input resolution of 336× 336, resulting in
576 visual tokens. We employ the LLaVA framework [27] to connect the frozen CLIP vision encoder
and the Vicuna LLMs. Along with the projector, we train the entire LLM instead of parameter-
efficient finetuning. We follow LLaVA-1.5 [27] to perform data preparation and training schedule for
pretraining and instruction tuning. We conduct all the experiments with the machine of 8× Nvidia
RTX 6000 Ada. Due to multiple invalid image links in the dataset of instruction tuning stage, the
scores of LLaVA-1.5 reported in our analysis are reproduced by ourselves to ensure a fair comparison
under the same experimental environment.

It is worth mentioning that assessing visual token redundancy only necessitates the inference of
existing off-the-shelf models, whereas the other experiments involve the training of multi-modal
LLMs, specifically projectors and LLMs.

Benchmarks and Metrics: We adopt thirteen benchmarks specifically designed for MLLM eval-
uation, including GQA [20], MM-Vet [50], ScienceQA (SQA)[31], MME[13], TextVQA [39],
POPE [24], MMBench [30], MMBench-CN [30], VQA-v2 [14], LLaVA-Bench-in-the-Wild
(LLaVAW ) [28], VisWiz [15], SEED-Image [22] and MMMU [52]. GQA and VQA-v2 evalu-
ate the model’s visual perception capabilities on open-ended short answers. MME-Perception
evaluates model’s visual perception with yes/no questions. ScienceQA with multiple choice are used
to evaluate the zero-shot generalization on scientific question answering. TextVQA contains text-rich
visual question answering. MMBench and the CN version evaluate a model’s answer robustness
with all-round shuffling on multiple choice answers. MM-Vet evaluates a model’s capabilities in
engaging in visual conversations. Additionally, we extend LLaVolta to video-language understanding,
and follow Video-LLaVA [26] to evaluate the models on MSVD-QA [5], MSRVTT-QA [48] and
ActivityNet-QA [51], where the accuracy and score are assessed using GPT-Assistant.
We report the official metrics calculated using the standard implementations provided for each bench-
mark for a fair comparison. Latency is reported as the time taken during inference until the first
answer token is produced. When reporting average performance in Table 2, the score of MME is
divided by 2000, as its range is from 800 to 2000. TFLOPs are profiled via DeepSpeed. For total
number of tokens, #Tokens =

∑N
i #Tokeni. The training time is reported for one epoch of training

during the LLaVA instruction-tuning stage. The Compression Ratio (CR) is defined as in Equation 3.

4.2 Proof of Concept: Visual Context Redundancy

To assess the redundancy of visual tokens, we perform average pooling within an off-the-shelf
LLaVA-1.5-7B checkpoint at the testing stage, using different pooling stride sizes S across various
Transformer layers K. As shown in Fig. 1, the model still exhibits strong performance even when
retaining only 62.5% of the visual tokens (S = 4,K = 16) in the MM-Vet benchmark, without the
need for additional training. When adopting the same setting (S = 4,K = 16), a similar trend can be
observed in the GQA benchmark as well, where the compressed model only has 1% performance drop
than the uncompressed counterpart. Surprisingly, in the GQA benchmark, eliminating up to 70% of
visual tokens (S = 4,K = 16) results in a mere 3% decrease in performance. This proof-of-concept
shows a certain level of redundancy in the visual tokens within MLLMs.

4.3 Main Results: LLaVolta

In this section, we present the main results of LLaVolta schemes instantiated in § 3.3. We conduct
a thorough evaluation of the multi-modal capability across 13 benchmarks. Tab. 2 demonstrates
that our proposed LLaVolta not only consistently lowers training costs by 19% (15.3 hours vs. 12.4
hours) but also surpasses the non-compression baseline. The last-stage-compression training schemes
achieves the best performance across thirteen benchmarks and obtains 62.1% average performance,
improving LLaVA-v1.5-7B [27] with much less inference TFLOPs and training time. This indicates
the necessity of designing an optimally lite training scheme.
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#Stages Scheme #Tokens† CR†
Last Stage
TFLOPs†

Latency
(ms)

Train
Time GQA MMVet SQA MME VQAT POPE MMB MMBCN VQAv2 LLaVAw VisWiz SEEDI MMMU Avg.

Single no compression 18432 - 8.26 68.5 15.3h 62.6.49 31.91 70.8.59 146713 58.3.15 86.1.24 65.3.93 59.4.92 78.9.37 65.5.56 49.8.6 66.7.25 35.1.86 61.8.32

Two compression 10062 183% 8.26 68.5 12.8h 61.9.23 31.71.5 70.9.34 148023 58.3.46 86.5.33 64.8.23 59.01.1 78.5.20 67.3.91 47.21.8 64.9.17 34.9.11 61.5.40

Three compr. deeper 10597 174% 8.26 68.5 12.8h 62.1.01 30.5.40 70.5.23 147713 58.4.07 86.6.14 65.6.26 59.9.27 78.5.22 67.51.4 49.2.56 65.9.17 35.0.19 61.8.10

Three compr. wider 10407 177% 8.26 68.5 12.8h 61.11.6 31.8.61 71.0.28 143412 58.5.04 86.6.06 64.8.23 59.1.83 78.7.02 64.34.8 49.81.1 65.3.04 34.3.75 61.3.28

Four wider then deeper 11088 166% 8.26 68.5 12.9h 62.1.09 31.6.58 71.4.36 144415 58.7.24 86.8.21 65.3.30 59.3.26 78.8.05 67.73.1 50.1.21 65.6.15 33.8.78 61.8.35

Four deeper then wider 10863 170% 8.26 68.5 12.8h 62.1.07 31.5.20 70.5.16 147216 58.7.08 86.3.33 65.6.52 59.9.61 78.8.03 68.22.1 48.31.3 66.1.20 35.1.02 61.9.47

Three last stage compression 7848 235% 5.47 52.2 12.4h 62.3.26 31.5.35 71.0.17 151914 58.0.12 86.5.30 65.3.45 59.1.60 78.2.02 69.20.15 50.21.0 65.4.16 35.4.22 62.1.07

Table 2: Performance of LLaVolta. See the definition of each training scheme in Tab. 1. †: average across
stages. First five derived schemes for training acceleration achieve competitive results while reducing 16%
training time. The last scheme, last stage compression, achieved the shortest training time (12.4 hours) and the
lowest inference cost (5.47 TFLOPs), but also the highest average performance (62.1%). We report average
results across three runs, with the standard deviation written at the bottom right of the average result. The last
stage compression training achieves the best average performance across thirteen benchmarks, outperforming
the baseline (LLaVA-v1.5-7B) while requiring significantly less training time.

4.4 Ablation Study

In this section, we perform an ablation study on the choice of visual compressors by comparing
different compression methods. Additionally, we examine the effects of varying the stride and LLM
layer in training Visual Context Compressor.

Compressor #Tokens CR GQA MM-Vet SQA MME VQAT POPE MMB MMBCN VQAv2 LLaVAw VisWiz SEEDI MMMU Avg.

Train without compression; Testing with compression

Random Dropping 3312 556% 50.6 21.4 69.3 1142 46.5 55.8 39.7 33.3 59.3 47.6 47.2 52.2 34.3 47.3

K-Means 3312 556% 54.4 25.9 69.7 1155 49.0 78.6 55.3 46.1 69.3 57.6 48.9 56.1 32.9 54.0

FastV [9] 3312 556% 52.1 30.6 69.4 1298 53.4 65.6 60.1 53.0 68.6 54.8 50.0 56.3 34.9 54.9

VCC [53] 3582 514% 54.7 26.9 69.2 1246 49.2 72.3 60.8 52.0 68.1 55.6 47.8 57.0 34.8 54.7

Average Pooling 3312 556% 53.7 25.6 69.4 1150 47.7 70.1 56.4 46.5 67.0 55.6 50.0 55.7 34.3 53.0

Train with compression; Testing with compression

Random Dropping 3312 556% 53.4 25.0 69.4 1186 49.4 64.9 52.0 41.1 59.7 51.5 47.9 52.6 34.6 50.8

K-Means 3312 556% 57.5 25.9 55.6 1279 51.4 79.4 62.6 54.6 75.7 59 46.1 59.2 34.1 57.9

FastV [9] 3312 556% 55.9 27.9 70.4 1327 49.7 79.8 62.9 55.9 69.5 61.7 49.6 56.8 35.1 57.0

VCC [53] 3582 514% 57.7 29.3 70.7 1398 53.0 83.6 65.0 55.8 74.1 58.0 48.2 60.1 35.0 58.5

Average Pooling 3312 556% 60.0 30.7 70.8 1450 55.1 85.5 65.0 59.5 75.9 66.9 46.4 62.6 33.8 60.4

Table 3: Comparison among different visual compressors. Higher values are preferred. All methods except
VCC are set to the compression ratio of 556% to approximate VCC’s 514% [53] for a fair comparison. The best
scores are marked as gray and the second best are underlined. Attention-based compressors (i.e., FastV and
VCC) excel during the inference phase, yet their application to the training phase proves challenging. Average
pooling shows a more stable performance during the training phase.

Choice of Visual Compressors. The design choices include (1) random token dropping, (2) K-Means
clustering, (3) average pooling, (4) FastV [9], (5) VCC [18], (6) parametric pre-trained Q-Former [23].
We have the following three observations. Firstly, Tab. 3 shows that the attention-based methods,
including FastV and VCC win 9/13 best and second best scores, showcasing the high performance
when compressing visual tokens in inference. However, they are ineffective when applied to training
because the in-training attention scores are unstable. Secondly, and surprisingly, the average pooling
obtains the highest scores on eleven out of thirteen benchmarks when it is used to train MLLMs with
a high CR. Thirdly, Tab. 4 shows that both Q-Former and average pooling can obtain reasonably
good performance when trained with extremely high CRs, and the average pooling performs better
with less training cost. The reason could be that the Q-Former resamples tokens outside the LLM,
potentially causing the LLM to overlook crucial information relevant to the response. In contrast, our
approach employs average pooling subsequent to Transformer layer K, allowing the initial K layers
of the LLM to effectively retain important information from uncompressed tokens. Given these three
insights, we select average pooling as our favored approach for visual compression.

Performance Across Compression Ratios. Herein, we train the multi-modal LLM with our Visual
Context Compressor in various settings. As demonstrated in Tab. 5, the proposed method offers
certain improvements and trade-offs compared to the state-of-the-art method, LLaVA-1.5-7B. We
have the following two observations. Firstly, in the heavy compression level, the performance of
MLLM is inversely proportional to the compression ratio (linearly scaling to the number of visual
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Method #Param #Tokens CR
Train
Time GQA MMVet SQA MME VQAT POPE MMB MMBCN VQAv2 LLaVAw VisWiz SEEDI MMMU Avg.

Q-Former [23] 105M 1024 1800% 10.4h 55.7 26.4 69.3 1217 49.2 83.0 57.7 50.7 71.4 64.6 52.6 55.1 34.0 56.2

Ours 0 855 2156% 9.2h 55.9 26.3 71.0 1321 51.6 82.5 63.3 55.9 74.5 63.1 47.8 57.3 35.7 57.8

Table 4: Parametric vs. nonparametric visual compressor. We follow miniGPT-4 [54] that uses Q-
Former pre-trained from BLIP-2 [23] as the parametric compressor (All other aspects are maintained
as in LLaVA to ensure a fair comparison). Ours: pooling with stride 64 on LLM layer 1 to ensure
comparable CRs. Our nonparametric compressor outshines the parametric Q-Former counterpart in
terms of both performance and training efficiency.

tokens). Secondly, the performance of MLLMs at the light compression level does not correlate
directly with the number of visual tokens, making this observation somewhat unexpected. We
attribute this to the MLLMs at this level of compression being relatively insensitive to changes in
the compression ratio. This indicates that MLLMs trained at a light compression level will not hurt
the model performance at all. For instance, the setting of stride 16 in light compression level attains
a 188% CR and also outperforms the baseline LLaVA-v1.5-7B across all four metrics. The above
observations pave the way for developing a more systematic training scheme.

Stride #Tokens CR Latency TFLOPs
Train
time GQA MMVet SQA MME VQAT POPE MMB MMBCN VQAv2 LLaVAw VisWiz SEEDI MMMU Avg.

Heavy compression in LLM layer 2

8 3312 557% 37.9ms 2.14 12.0 59.9.13 30.1.92 70.9.17 144311 55.3.3 85.3.21 65.2.25 59.5.06 76.0.09 65.92.0 46.6.2 62.6.0 34.2.54 60.3.2

4 5472 337% 39.1ms 3.02 12.2 61.3.23 32.3.35 71.4.16 14565.4 56.6.42 85.6.01 65.8.54 59.51.1 77.4.02 67.32.7 50.4.38 63.9.49 34.9.08 61.5.1

2 9792 188% 48.6ms 4.77 12.6 61.9.43 30.91.1 71.6.69 145018 57.6.08 86.3.22 67.2.05 59.9.4 78.0.17 66.4.85 48.7.25 65.9.49 34.1.34 61.6.08

Light compression in LLM layer 16

8 10368 178% 51.3ms 5.00 12.8 62.6.03 30.4.54 71.1.27 14629 58.2.01 86.0.09 65.3.52 58.9.57 78.8.12 63.91.1 51.4.15 66.8.23 35.81.4 61.8.04

4 11520 160% 52.2ms 5.47 13.2 62.4.10 32.0.87 70.5.20 145819 58.3.14 86.2.15 65.966 59.1.65 78.7.09 66.0.57 49.61.4 67.1.09 35.0.65 61.8.17

2 13824 133% 58.8ms 6.40 14.2 61.9.45 31.51.0 70.8.49 146224 58.5.02 86.4.12 66.4.33 59.6.47 78.9.02 65.3.46 49.5.97 66.7.23 35.1.87 61.8.01

Base [27] 18432 100% 68.5ms 8.26 15.3h 62.6.49 31.91.0 70.8.59 146713 58.3.15 86.1.24 65.3.93 59.4.92 78.9.37 65.5.56 49.8.6 66.7.25 35.1.86 61.8.32

Table 5: Training MLLMs with Visual Context Compressor in various compression levels. We report the
average results across three runs, with the standard deviation written at the bottom right of the average result. In
the heavy compression range, the performance is inversely proportional to the compression ratio. In the light
compression range, the performance is not sensitive to compression. Performance remains high for models at
the light compression level.

Scalability to Larger Models. As modern multimodal LLMs (MLLMs) continue to grow in size and
complexity, it is crucial to determine whether the performance gains observed in smaller models can
be extended to larger architectures. This ablation allows us to verify if our compression strategies
maintain or even enhance their effectiveness as the model scales, ensuring their applicability to more
complex real-world scenarios. As demonstrated in Tab. 6, our four-stage scheme achieved comparable
performance with standard training while saving 16%(21.1 vs 17.6) training time.

Model #Tokens CR
Train
Time GQA MMVet SQA MME VQAT POPE MMB MMBCN VQAv2 LLaVAw VisWiz SEEDI MMMU Avg.

LLaVA-13b 18432 100% 21.1h 63.0 35.0 74.1 1503 57.0 86.6 68.2 63.5 79.6 71.0 53.6 66.4 37.9 63.9

Ours 10863 170% 17.6h 63.0 35.4 74.2 1502 56.7 86.8 68.0 63.3 79.7 71.3 53.8 66.4 37.8 64.0

Table 6: Training larger MLLMs with LLaVolta.Our method achieves comparable performance
across various benchmarks while reducing the training time by 16% (21.1 hours vs. 17.6 hours) and
increasing the compression ratio to 170%. These results demonstrate the scalability of our approach
to larger models

Compairson with Layer-wise progressive Compression. Given the success of stage-wise com-
pression in accelerating training, we hypothesize that it’s also beneficial for layer-wise progressive
compression. To explore this, we applied nested compressors with varying strides across layers, with
smaller strides in the shallower layers, where visual tokens receive more attention. As shown in
Tab. 7, we experimented with a multi-stage configuration: layers 0-3 with stride=1, layers 4-11 with
stride=2, layers 12-23 with stride=4, and layers 24-31 with stride=8(CR=267%). This was compared
to a single-stage compression setup: layer=8, stride=8(CR=266%). While the progressive layer-wise
compression showed superior performance in direct inference, it underperformed when retrained. We
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attribute this to the compounded pooling of visual tokens across layers, which imposes additional
challenges on the model’s learning, ultimately leading to suboptimal retraining outcomes.

Compressor CR GQA MM-Vet SQA MME VQAT POPE MMB MMBCN VQAv2 LLaVAW VisWiz SEEDI MMMU Avg.

Direct Inference

Sinlge Stage 267% 57.8 25.3 70.2 1337 52.1 86.0 60.4 52.2 74.6 56.0 48.1 58.3 33.3 57.0

Multi Stage 266% 60.7 28.9 70.3 1403 55.4 85.1 65.2 57.1 77.7 60.6 49.1 64.8 35.2 60.0

Inference with Re-train

Single Stage 267% 60.7 30.7 71.3 1456 56.9 86.4 64.6 58.0 77.9 67.0 48.8 66.0 35.3 61.3

Multi Stage 266% 60.9 29.5 70.5 1408 55.9 84.8 65.4 57.4 76.6 61.1 48.9 64.7 34.9 60.2

Table 7: Comparison between single stage compressor and multi stage compressor. mMlti-stage compres-
sion outperforming single-stage in direct inference across most tasks. However, in retrained models, multi-stage
compression only shows marginal improvements, with a slight increase in the average performance.

Furthermore, we conduct an ablation study on the number of iterations in different stages (uniform vs.
non-uniform stage splitting), which is detailed in the Appendix.

4.5 Extensibility to Video MLLMs

We extend our training scheme to VideoLLaVA [26] and the results in Tab. 8 reveal similar findings
as before: the proposed training scheme achieve competitive results while reducing 9% training time.
It is worth mentioning VideoLLaVA does not support DeepSpeed ZeRO-3, unlike LLaVA, which
results in different relative efficiency gains.

#Stages Scheme #Tokens† CR† TFLOPs† Train-time
MSVD-QA MSRVTT-QA ActivityNet-QA Average

Score Acc Score Acc Score Acc Score Acc

Single no compression 147456 - 29.68 40.7h 3.69 69.1 3.48 56.8 3.28 47.5 3.48 57.8

Two compression 80496 183% 17.73 37.1h 3.71 69.0 3.50 56.9 3.29 47.9 3.50 57.9

Three compr. deeper 84776 174% 17.29 37.1h 3.73 69.3 3.51 57.2 3.28 47.4 3.51 58.0

Three compr. wider 83256 177% 16.86 37.0h 3.72 69.0 3.51 57.2 3.29 47.7 3.51 58.0

Four wider then deeper 88704 166% 18.32 37.2h 3.72 69.1 3.51 57.2 3.27 48.0 3.50 58.1

Four deeper then wider 86904 170% 18.64 37.1h 3.74 69.8 3.49 56.9 3.27 47.8 3.50 58.2

Table 8: Performance of LLaVolta on VideoLLaVA[26]. See the definition of each training scheme in Tab. 1.
†: average across stages. To implement our multi-stage training, we apply the same compression processing to
the 8 frames representing the video respectively. The derived six training schemes achieve competitive results
while reducing 9% training time.

5 Conclusion

In this work, we conduct two initial studies to investigate and verify the redundancy of visual tokens
in multi-modal LLMs. To address this, we propose Visual Context Compressor, a straightforward yet
effective compression technique that employs a simple average pooler, seamlessly integrating into the
training of MLLMs. This approach enhances training efficiency without compromising performance.
To further mitigate the information loss brought by the token compression, we introduce LLaVolta, a
multi-stage training scheme that utilizes Visual Context Compressor with a progressively decreasing
compression rate. Experimental results on various visual question answering benchmarks verify the
effectiveness of LLaVolta in boosting performance while demonstrating efficiency gains by reducing
training costs by 16% and inference latency by 24%. To the best of our knowledge, we are the first
to accelerate the training of multi-modal LLM from the compression perspective. We hope that the
proposed Visual Context Compressor and LLaVolta will inspire more in-depth analysis of visual
redundancy existing in current MLLMs and call for future designs of efficient training for MLLMs.
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VCC. We are also grateful for the insightful advice from our anonymous reviewers. This work was
supported by a Siebel Scholarship and ONR with N00014-23-1-2641.
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Appendix

In the appendix, we provide additional information as listed below:

• § A provides the additional experimental results.
• § B provides the dataset information and licenses.

A Additional Experimental Results

A.1 Non-uniform Stage Splitting

By default, the training time is evenly divided across each stage. To explore how the compression
stage affects total training time, we modify the relative proportion of different stages. This variation
is tested in the two-stage setup referenced in Tab. 1, adjusting from the standard 50% in Stage 1 and
50% in Stage 2 to different distributions. Tab. 9 below displays the results of these experiments.

Stage 1 Stage 2 #Tokens CR GQA MMVet SQA MME VQAT POPE MMB MMBCN

0% 100% 18432 - 62.0 31.1 70.1 1453.0 58.2 85.9 64.3 58.3

25% 75% 11088 166% 62.1 31.7 70.6 1474.5 58.8 86.4 65.1 59.6

50% 50% 10863 170% 62.2 30.0 70.3 1443.5 57.5 85.8 64.8 59.7

75% 25% 10597 174% 61.6 32.2 70.8 1471.5 57.5 86.6 65.2 58.9

90% 10% 10407 177% 61.2 31.0 70.5 1447.5 56.3 86.4 64.4 56.9

100% 0% 10062 183% 55.9 29.5 64.1 1257.8 49.1 86.6 47.4 29.2

Table 9: Effects of non-uniform stage splitting at the two-stage set-up. Performance decreases as
the proportion of Stage 2 decreases, albeit at the expense of lower compression ratios.

We observe that as the Stage 2 increases from 0% to 100%, there is a gradual decrease in the model’s
performance across various metrics (such as GQA, MMVet, SQA, MME, VQA, POPE, MMB, and
MMBCN ). Although there is a decline in performance, it is relatively minor when the compression
stage makes up to 50% of the training duration. However, when the proportion of the compression
stage is reduced below 50%, the decline in performance becomes more significant. In conclusion,
keeping the compression stage between 0-50% of the training time minimizes performance loss while
still achieving significant compression ratios.

A.2 Adaptability to Different Structures.

In addition to scaling across model sizes, it is essential to evaluate the adaptability of our approach to
different model structures. As shown in Tab. 10, we conduct an experiment on Mini-Gemini [25], a
structurally distinct baseline. Since Mini-Gemini employs a multi-resolution visual encoding strategy
and Gemma [42] as language model. This ablation experiment assesses LLaVolta’s compatibility
with different sophisticated visual encoding strategies.

Model #Tokens CR
Train
Time GQA MMVet SQA MME VQAT POPE MMB MMBCN VQAv2 LLaVAw VisWiz SEEDI MMMU Avg.

MGM-2B 18432 100% 18.1h 60.7 30.1 62.7 1327 57.1 86.0 61.9 50.6 76.3 65.9 48.3 63.8 28.1 58.3

Ours 10863 170% 14.8h 58.8 30.2 62.2 1325 54.3 87.0 62.5 52.5 76.3 65.7 48.9 63.1 27.3 58.1

Table 10: Training struturally distinct MLLMs with LLaVolta.Comparison of our method with
the Mini-Gemini (MGM-2B) baseline, which uses a multi-resolution visual encoding strategy. Our
approach demonstrates competitive performance while reducing training time by 18% (18.1 hours
vs. 14.8 hours) and achieving higher scores. This ablation highlights LLaVolta’s ability to adapt to
different model structures and sophisticated visual encoding strategies.
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B Datasets Information and Licenses

GQA: The GQA: [20] dataset, consists of 22M questions about various day-to-day images.

License: N/A

Dataset website: https://cs.stanford.edu/people/dorarad/gqa/download.
html

MM-Vet: The MM-Vet [50] dataset, defining 6 core VL capabilities and examines the 16 integra-
tions of interest derived from the capability combination.

License: Apache License. https://github.com/yuweihao/MM-Vet/blob/main/
LICENSE

Dataset website: https://github.com/yuweihao/MM-Vet/tree/main

SQA: The SQA: [31] dataset, consisting of 21k multimodal multiple choice questions with a diverse
set of science topics and annotations of their answers with corresponding lectures and explanations.

License: CC BY-NC-SA (Attribution-NonCommercial-ShareAlike) https://
creativecommons.org/licenses/by-nc-sa/4.0/

Dataset website: https://scienceqa.github.io/#download

POPE: The POPE [24] dataset can evaluate the object hallucination in a more stable and flexible
way.

License: MIT License. https://github.com/RUCAIBox/POPE?tab=
MIT-1-ov-file#readme

Dataset website: https://github.com/RUCAIBox/POPE

MMBench: The MMBench [30] dataset is a collection of benchmarks to evaluate the multi-modal
understanding capability of large vision language models.

License: Apache License. https://github.com/open-compass/MMBench?tab=
Apache-2.0-1-ov-file#readme

Dataset website: https://github.com/open-compass/MMBench

MMBench-CN: The MMBench-CN [30] dataset is a collection of benchmarks to evaluate the
multi-modal understanding capability of large vision language models.

License: Apache License. https://github.com/open-compass/MMBench?tab=
Apache-2.0-1-ov-file#readme

Dataset website: https://github.com/open-compass/MMBench

MME: The MME [13] dataset containing 30 images with 60 instruction-answer pairs for coarse-
grained recognition task; 917 images for fine-grained recognition task; 20 images with 40 instruction-
answer pairs for OCR task.

Dataset website: https://github.com/QwenLM/Qwen-VL/blob/master/eval_mm/
mme/EVAL_MME.md

License: Tongyi Qianwen LICENSE AGREEMENT. https://github.com/QwenLM/
Qwen-VL/tree/master?tab=License-1-ov-file#readme

TextVQA: The TextVQA [39] dataset containing 30 images with 60 instruction-answer pairs for
coarse-grained recognition task; 917 images for fine-grained recognition task; 20 images with 40
instruction-answer pairs for OCR task.

Dataset website: https://github.com/facebookresearch/mmf.git

License: BSD LICENSE. https://github.com/facebookresearch/mmf/blob/
main/LICENSE

VQA-v2: The VQA-v2 [14] dataset, containing 265,016 images, dataset containing open-ended
questions about images. These questions require an understanding of vision, language and common-
sense knowledge to answer.
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License: Commons Attribution 4.0 International License. https://visualqa.org/terms.
html

Dataset website: https://visualqa.org/

16

74001https://doi.org/10.52202/079017-2353

https://visualqa.org/terms.html
https://visualqa.org/terms.html
https://visualqa.org/


NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: See Sec. 1 for the main claims and Sec. 3.2 and Sec. 4 for the detailed
contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Sec. 5 for the discussion on the limitations.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See Sec. 4.1 for the information needed to reproduce the main experimental
results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We open-sourced the full code through github repo: https://github.
com/Beckschen/LLaVolta.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See Sec. 4 for all the training and test details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer:[Yes]
Justification: See Sec. 4.3, we report our experiment results with statistics by running 3
times and calculating mean and standard deviation.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See Sec. 4 for the computer resources needed to reproduce the experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: See Sec. 5 for the discussion on the broader impacts.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: See Sec. 5 for the discussion on the safeguards.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: See Sec. B for dataset licenses.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

21

74006 https://doi.org/10.52202/079017-2353

paperswithcode.com/datasets


• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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