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Abstract

Oja’s algorithm for Streaming Principal Component Analysis (PCA) for n data-
points in a d dimensional space achieves the same sin-squared error O(res/n) as
the offline algorithm in O(d) space and O(nd) time and a single pass through
the datapoints. Here 7 is the effective rank (ratio of the trace and the principal
eigenvalue of the population covariance matrix ). Under this computational
budget, we consider the problem of sparse PCA, where the principal eigenvector
of X is s-sparse, and re¢ can be large. In this setting, to our knowledge, there are
no known single-pass algorithms that achieve the minimax error bound in O(d)
space and O(nd) time without either requiring strong initialization conditions or
assuming further structure (e.g., spiked) of the covariance matrix. We show that
a simple single-pass procedure that thresholds the output of Oja’s algorithm (the
Oja vector) can achieve the minimax error bound under some regularity conditions
in O(d) space and O(nd) time. We present a nontrivial and novel analysis of the
entries of the unnormalized Oja vector, which involves the projection of a product
of independent random matrices on a random initial vector. This is completely
different from previous analyses of Oja’s algorithm and matrix products, which
have been done when the 7 is bounded.

1 Introduction

Principal Component Analysis (PCA) [PeaO1lJol03] is a classical statistical method for data analysis
distribution with mean zero and covariance matrix ., the goal in PCA is to find the directions that
explain most of the variance in the data. It is well known [Wed72) JJK™ 16| [Ver10] that the leading
eigenvector, 0, of the empirical covariance matrix, X, provides an optimal error rate under suitable
tail conditions on the datapoints.

Computing v can be inefficient for large sample sizes, n, and dimensions d. Oja’s algorithm [|Oja82al]
offers a comparable error rate in O(nd) time and O(d) space. Going back to the Canadian
psychologist Donald Hebb’s research [Heb49], it has attracted a lot of attention in theoretical Statistics
and Computer Science communities [JJK ™16, [AZLT7, [CYWZ18| [ YHWT18|[HW19a, HNW21, MP22,
LSW21, Mon22 [ HNWW?2T]. In these works, the error metric is the sin? error between the estimated
vector and the principal eigenvector of ¥ (true population eigenvector v;). Notably, [JIKT16],
[AZL17]], and [HNW?21] establish that Oja’s algorithm achieves the same O(ref/n) sin-squared error
as the offline algorithm that estimates the top eigenvector of the empirical covariance matrix.

However, when the effective rank, ref, of ¥ (defined as Tr(X)/||2||) is large, PCA has been shown
to be inconsistent [Pau07, JMQOO9, JLO9]. This setting comes up in sparse PCA problems, when v, is
s-sparse (i.e. has only s nonzero entries). Let |||, denote the Iy norm, i.e, the count of non-zero
vector entries. Then, sparse PCA can be formally framed as the optimization problem:

Usparse := arg maxz (XZTw)Q, under constraints |wl||, = 1, |w||, = s @)
i

weR?
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Figure 1: Comparison of Sparse PCA algorithms for identifying leading eigenvector, v1, operating in O (d)
space and O (nd) time with population covariance matrix specified in [QLRT9], Section 5.1. Figure (a) plots
(Purple), (Black), (Orange) and our proposed Algorithm 2] (Blue) for n = d = 1000,
with error bars over 100 random runs. Figure (b) shows an image of the covariance matrix with n = d = 100.

In general, without further assumptions, Problem (IJ) is non-convex and NP-hard [MWAOQG], as it
reduces to subset selection in ordinary least squares regression.

VLI2, showed a O (c2slog (d) /n) minimax lower bound for the sin® error 1 — (v{ )2,

where o2 := =122 Here \1 > Ay > ... A4 are the eigenvalues of Y. Extensive research has
here 02 = (2925, Here A1 > Ay > ... Aq are the eigenvalues of 3. Ext hh

been conducted on optimal offline algorithms for sparse PCA, some of which are convex relaxation-
based (CMW13]l. Others
involve iterated thresholding [YZ13]], where a truncated power-method is analyzed
along to achieve sparsity. For brevity, we only describe algorithms that fit within the computation
budget in consideration, i.e., O (nd) time, O (d) space. For a detailed comparison, see Table|1]and

Appendix Section[A-]]
Support recovery algorithms in O(nd) time, O(d) space: Consider the spiked covariance model
Y= Z Vz-vwiT + I )
1€[r]

where I is the identity matrix, v; > 0, and v; are sparse. For the general case, we only assume v;
is s-sparse. When r = 1, ¥;; are the largest for ¢ € S. Diagonal thresholding essentially estimates
Y4 within our computational budget and uses thresholding to recover the support [AWO0S]].
However, as we will show, without knowing the support sizes in each eigenvector and the number of
spikes, this algorithm can fail, even in a spiked setting with > 1. Also, for r = 1, show
how to adapt a black-box algorithm for sparse linear regression for support recovery.

Sparse PCA algorithms in O (nd) time, O (d) space: The streaming sparse PCA algorithms
proposed by and require an initialization uo with a sufficiently large [ul vi|= Q (1)
(local convergence), which can be hard to find for large d and a general X. See Table|[I]for details.

In light of this lack of O(nd) time, O(d) space globally convergent algorithms for sparse PCA, we
ask the following question in this work:

Goal: Is there a single-pass algorithm that, under a general 3 with s-sparse v1, outputs 0 achieving
the minimax sin? error (1 — (v, v1)?) with O(d) space, O(nd) time, without a strong initialization?

We provide a surprisingly simple answer to the above question:

Theorem 1.1 (Informal). For a suitable range of the effective rank reg and the ratio \y /Ao, there
exists a single pass algorithm A that recovers the support of vy using Oja’s algorithm, operates under
O(d) space, O(nd) time and returns  with the minimax optimal sin® error, O (02slog (d) /n) , for
a general covariance matrix.
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Our contributions:

1.Support recovery: We show, for a general ¥ with the only constraint of a s-sparse vy that the
top k entries of the Oja vector in magnitude include the true support with high probability. The Oja
vector is initialized by a random unit vector.

2.Sparse PCA: We use the recovered support to achieve a minimax optimal sparse PCA algorithm.

3.Entrywise analysis: Our analysis is nontrivial and novel because it deviates from all existing
analyses of matrix products and streaming PCA [HNWTW20, HW 19b, [LSW21||Lia23|] which require
| X;:]|?/A1 or ref to be bounded to obtain the O(1/n) sin? error rate.

Paper(s) A1/ A2 by Global | Space | Time sin? error
conv.?
Johnstone and Lu [JL09] 1+0(1) Spiked Y O(d) | O(nd) o(1)
P
SDP-based [VCLRI3] 1+0(1) General | Y | O(d) | O +a) | 02 log (d))
n
[dBEGOS]|
Shen et al. [SSM13] Q(d®),e >0 | General Y O(d?) | O(nd?) o(1)
Ma, Cai et al. [Mal3] 1+Q(1) Spiked Y | 0(d?) | O(nd?) 0 <slog (d))
n
[CMW13]
2 2 slog (d)
Yuan and Zhang [YZ13] 1+Q(1) General N O (d?) | O (nd?) @) o
Yang and Xu [YXI5] 1+9Q(1) Spiked N |0 |O®md 0 (slog (d)>
n
Wang and Lu [WLI16] 1+Q(1) Spiked N O(d) | O(nd) o(1)
Oja’s Algorithm [JJK*16] | 1+ o (1) General | Y | O(d) | O(nd) 0 (%)
5
Deshp et al. [DMT 16] 1+0(1) Spiked Y | 0(d?) | O(nd?) 0 <s log (d)>
n
)
Qiu et al.(Cor. 2) [QLRI9] | 1+ o (1) General | Y | O(a?) | Q(na®)[l | 0O <s log (d)>
n
2
Qiuetal. (Th. 4) [QLRI9] | 1+ o0(1) General | Y | O(d?) | O (nd?) 0 <d 1\0/§ (d)>
n
Gataric et al. (Th. 2) 1+o (1 Spiked Y O (d2) 9] (nd2) 1) <5 log (d))
n
[GWS20]
Our work 1+Q(1) General Y O (d) O (nd) 0] (sl%@l))

Table 1: Comparison of sparse PCA algorithms for estimating v, based on various parameters. We
require Assumptions|IJand[2] The other algorithms may be valid under weaker assumptions. For ease

of comparison, we fix ;\—; =1+Q(1) and %g(”) = O (1) for our results in this table.

In Figure|1b} for a simple spiked model with r = 2, we show the relative performances of all O(nd)
time and O(d) algorithms in Tablem Our thresholded and renormalized Oja algorithm outperforms
all other algorithms operating under the same computational budget. The diagonal thresholding
algorithm ( [JLO9|]), which is successful for the special case of » = 1, has a large error in the general
case.

We now present an outline of our paper. We start by describing the problem setup and assumptions
in Section[2] Then we present our main results in Section 3] which includes our results for Support

'The authors do not state the runtime explicitly. The algorithm, as stated, requires at least Q(nd?)
computation.

’The authors require A1 /X2 > 1 + O(y/s3 logd/n)
2

*When there are m spikes, Thm 2 of [GWS20] requires A = Q(%d2 log(d)). When vy and vy, are the
1

same order, storing the empirical covariance matrix is computationally more efficient.
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Recovery (Section [3.1), Sparse PCA (Section[3.3)) and Entrywise Deviation bounds (Section [3.5) for
the Oja vector. Finally, we provide a sketch of the proof along with the techniques used in Section [4]

2 Problem setup and preliminaries

Notation. We use E [.] to denote expectation and [n] for {1,...,n}. The matrix multiplication
constant is denoted as w ~ 2.372. X 1l Y represents statistical independence between random
variables X and Y. The ¢ norm for vectors and operator norm for matrices is ||.||,, the count

of nonzero vector elements (¢° norm) is ||.||,, and the Frobenius norm for matrices is ||.|| ». For
v € RY R C[d], [v]z € R is the truncated vector with entries outside R set to 0. I, € R%*4
is the identity matrix, with it" column e; € R?*!. For any set T C [d], Iy € R%*4 ig defined as
It (i,§) = 1(i,j € T)1(i = 5), where 1(.) is the indicator random variable. (A, B) := Tr(AT B)
represents the matrix inner product. O and Q represent order notations with logarithmic factors. We
start by defining subgaussianity for multivariate distributions.

Definition 2.1. A random mean-zero vector X € R% with covariance matrix ¥ is a o —subgaussian
random vector (o > 0) if for all vectors v € RY, we have E [exp (UTX)E < exp (0'2UTEU/2).

1
Equivalently, 3 L > 0, such that Vp > 2, (E [|UTX|p]) » < Lo/pV vT Y.
This definition of subgaussianity has been used in contemporary works on PCA and covariance

estimation (See for example [MZ20, JLT20, DKPP23|] and Theorem 4.7.1 in [Ver18]]). We operate
under the following two assumptions, unless otherwise specified,

Assumption 1 (Subgaussianity). {Xi}ie[n] are of independent and identically distributed o-
subgaussian vectors in R? with covariance matrix ¥ := E [ X; X[T].

We denote the eigenvectors of X as vy, vs, - - - v4 and the corresponding eigenvalues as A\; > Ay >
-+ Ag. Define V| := [vg,v3,---v4] € R and Ay € RE-DXE=1) — diag (Ag, A3, - - - Ag).

Assumption 2 (Sparsity and Spectral gap). We assume that max {1, )\1/\}& } fi(f\/\zg < 1027(30 and
)\1)‘_1)\2 < ¢/ og? oy Jor an absolute constant ¢ > 0. The leading eigenvector, vy, satisfies lvlly < s

with support set S := {i : v1 (i) # 0}.
Remark 2.2. We note that Assumption [2] allows for reg to be as large as d, given a sufficient
eigengap. This can be observed by setting \1 = A\a(1 + gy,) for some g, > 0. Note that Tr(Az) <

min ( Thnrg, - d) If gn < 1, then,

Tr(A 1 1 1 1 1 1
max {1 } r(A2) < — min ( + 9n Teff d) = 2— min ( + gnreff, d) < 2reff/g2
A1 —A2 7 gn 9n n In 29n 29n

If g, > 1, then,

TT(AQ) TI‘(AQ) d
maxq 1, — < < —
{ })\1 A2 T A=A T gn

therefore, in both cases, as long as d <
to hold.

10 ", Teff can be as large as d, while allowing forAssumptlonI

Oja’s algorithm with constant learning rate. With a constant learning rate, n, and initial vector,
ug, Oja’s algorithm [[Oja82b], denoted as Oja ({Xt}te[n] ,n,uo), performs the updates, u; <

(I +nXe X)u_1, ug + . For convenience of analysis, we also define V¢ € [n],

Hu T

By = (I+nX: X)) (I+nXe1 X)) (I+nX, X)), Bo=1 3)

*The results developed in this work follow if instead of subgaussianity, the moment bound holds ¥ p < 8.
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3 Main results

We present our main contributions in two stages. Firstly, in Section[3.1] we demonstrate that with
an upper bound on the support size, the top elements of the Oja vector include the support with
constant probability, which can be enhanced using a boosting procedure (SuccessBoost) described
in Section[3.4] Secondly, in Section[3.3] we use the support to extract the eigenvector and provide
a high-probability sin? error guarantee. Section details our results on bounding the entrywise
deviation of the Oja vector, which are crucial to our proofs and of independent interest. Detailed
proofs are in the Appendix, Sections[A.4]and[A.5] with the learning rate, 7, specified in Lemma[A.2.4]

3.1 Support recovery

Algorithm 1 OjaSupportRecovery <{Xi}7:e[n] Sk, 77)

: Input : Dataset { X;}
S U~ N(O7 I)

1 Cardinality parameter k£ > s, learning rate > 0
2
300 4+ OJa ({Xl}ze[n] ﬂ?a%)
4
5

i€[n]’

. § « Indices of k largest values of |3
: return S

Algorithmprovides an estimate, §, of the true support set, S. It computes the Oja vector and returns
the set of indices corresponding to its k largest entries in absolute value. Our key result in Lemma 3.1
discusses the recovery of the support set, .S, for any & > s, without requiring exact knowledge of the

sparsity parameter s. Using Algorithm it provides a set S D S with probability at least 0.9.

~ 1
Lemma 3.1 (s-Agnostic Recovery). Under Assumptions E| for min; |vy (3)] = Q ( o (%)° )

S+ OjaSupportRecovery ({Xi}ie[n] Jkom = Ti/l\"%g_(;l) with k > s satisfies, P (S C §) >0.9.
If £ = s, i.e, the size of the support is exactly known, then we can improve the result of Lemma|3.1

to obtain an estimator, .S, of the support set with high probability. Theorem provides the
corresponding guarantees. The SuccessBoost algorithm uses geometric aggregation on subsets
returned from Algorithm [I]run on log(1/8) disjoint subsets of the data and is described in Section[3.4]

Theorem 3.2 (High probability support recovery). Let Assumptions hold.  For

dataset D = {Xi}ie[n]’ let A be the randomized algorithm which computes S <

OjaSupportRecovery <{Xi}ie[n] ,k,n), where 1 = % and k = s. Then, for § € (0,1),
~ N

min; |vq (7)] = 2 ()\1{1/\2 (n%) 4), S < SuccessBoost ({Xi}ie[n] VA, 6) satisfies,

P(S=S8)>1-9¢

For comparison, existing support recovery algorithms for general X are known for convex-relaxation-
based algorithms like the SDP-based algorithm of [LV15]. These require a much larger computational
budget than ours. In Section[3.3] we show how to use the s-agnostic support recovery in Lemma[3.1]
to perform Sparse PCA and obtain a sin? error guarantee, where the final high probability error
bound is obtained using a similar probability-boosting argument. For the learning rate, we follow
the convention in related work ([BDF13| [ XHS 18, JJK 16, [AZL17, HNWW?21])) and choose the
optimal value of the learning rate, which requires the knowledge of A\; — Ay. We believe an educated
guess of 77 would lead to consistency at the cost of a suboptimal error bound.

3.2 Comparison with other support recovery algorithms

We note that (see Table [T, for the spiked model with r = 1 (Eq[2) [JL0O9] and [AWO08] provide a
diagonal thresholding algorithm for support recovery using O (d) space and O (nd) timep| To achieve

a high-probability guarantee for the estimated support set, S, of the form P (§ = S) >1— 9, they

>The algorithm proposed in [AWO0S]| allows for a slight generalization of the spiked model in Eq
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require (Proposition 1, [AWO08]) n = Q (s?log (d) + log (})). In comparison, Theoremrequires
a larger sample size.

Remark 3.3. In practice, we will not know whether . is spiked or general. So, we can always
augment our support recovery algorithm by taking a union of the support from the Oja vector and
diagonal thresholding, still maintaining O(nd) time and O(d) space.

However, diagonal thresholding only works for the spiked model with a single spike, which our
results do not require. It is easy to construct a 3 where the elements in the support of an eigenvector
with a small eigenvalue have a larger magnitude than those of v, (Eq[A.13). Here the diagonal
thresholding method fails (see Figure[Taland Proposition[3.4). The explicit construction and the proof
of Proposition are available in the Appendix Sectio Figure [1|a) plots the sin? error due
to different Sparse PCA algorithms operating in O (d) space and O (nd) time on such a covariance
matrix, >, which is visualized in FigureE] a).

Proposition 3.4 (Lower bound for diagonal thresholding). Let Assumption[I|hold. For any diagonal-
thresholding algorithm, A, performing support recovery with sparsity parameter s such that n =
Q (0432 log (d)) there exists a covariance matrix X with principal eigenvector, vy, ||v1 ||, = s, such

that, P (‘?m S‘ - o) >1-d-10,

It may seem that if  in Eq[2]is small, and the sparsity parameters of each v;, i < r are known, then
diagonal thresholding would work. However, in general, r can be as large as d and the union of
supports of v; can be [d].

3.3 Sparse PCA

In this section, we describe our results for Sparse PCA, which use the support recovery
guarantees developed in Section For the results in this section, we split the dataset

D = {Xi}ie[n] into two halves and estimate the support using the first half as S «
OjaSupportRecovery (‘[Xi}ie[g] Jk,m = %) and input, & > s. The second half of the

samples are then used to compute the estimated sparse eigenvector. Algorithm [2]describes a general
procedure for Sparse PCA given access to an estimated support set, S. We start with an intuitive
procedure in Theorem which runs Oja’s algorithm on the data and then uses the support to
truncate the estimated eigenvector.

Algorithm 2 TruncateQOja <{Xi}z'e[n] ,

S A, @)

1: Input : Dataset { X}, €] * estimated support set S C [d], Algorithm A, Parameters O

2 04 A({Xi}ie ©)
3: Dtruncvec < H LvJS

4: return Viryncvec

Theorem 3.5 (Vector Truncation). Ler Assumptions[I|and 2| hold and k > s. For dataset D :=
{Xi}z‘e[n] and wy ~ N (0,1), let A be the randomized algorithm which computes Viuncvec

TruncateOja ({X%}ze(gn] ,§, Oja, {mwo}), where 1 = %. Then, for min, |vy (7)] =

Q ((n%)%) ¥ ¢ SuccessBoost ({Xi}ie[n] A, d—lo) satisfies,

A\ klog? (d)
/\1 — )\2 n

with probability at least 1 — d—'0, where C"" > 0 is an absolute constant.

sin? (9,v;) < C” (

Remark 3.6 (Limitation). Existing inconsistency results on PCA [JLO9] provide a threshold for signal

strength (A1 — A2)/\1, below which, the principal eigenvector of X is asymptotically orthogonal
to v1. We believe a similar result may hold for the Oja vector, which leads to the signal strength
condition in Assumption
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Note that the rate obtained in Theorem [3.5] nearly matches the minimax lower bound proved in
[VL12, ICMW13]], up to a factor of ;\—f and log (d) and has optimal dependence on s, and n. A
limitation of Algorithm [2|is that it uses the estimated support, S, at the very end after computing the

estimated eigenvector to enhance the signal by truncation. Instead, one may run Oja’s algorithm on
datapoints restricted to the recovered support in the beginning.

To this end, we use the algorithm in [Lia23] (denoted by OptimalQja, see Proposition for
subgaussian data, which uses an iteration-dependent sequence of step-sizes {7;} ie[n)- We run
Algorithm 2] with OptimalOja as the procedure to do sparse PCA. This leads to the minimax error
rate, shown in Theorem [3.7] The high probability bounds in Theorem [3.5]and[3.7]both use the support
recovery guarantees derived in Section and the boosting procedure described in Section
Detailed proofs for both results can be found in Appendix Section[A.5]

Theorem 3.7 (Data Truncation). Let Assumptions [I| and [2| hold and k > s. For dataset
D:= {Xi}ie[n] and wy ~ N (0,1), let A be the randomized algorithm which computes Dyruncvec <

TruncateQOja ({ LXiJ:g\}ie(ﬂ ] .S, OptimalOja, {{m}te[%} ,wo}). Then for min,; vy (i)] =

~ 1
Q ( A (%) 4), ¥ < SuccessBoost ({Xi}ie[n] JA, d’lo) satisfies,

A1—A2

no A2 klog (d)
(M —X)® n

sin? (9,v,) < C

with probability at least 1 — d—19, where C"" > 0 is an absolute constant.

Remark 3.8. Algorithm |2] with both Oja and OptimalOja as input procedures require a simple
initialization vector wo ~ N (0, I). In contrast, the block stochastic power method-based algorithm
presented in [[YX15|] provides local convergence guarantees (see Theorem 1) requiring a block size of
O (slog (d)). They provide an initialization procedure, but the theoretical guarantees to achieve such
an initialization require block size Q (d). [YZI3] also require a close enough initialization. In the
particular setting of a single-spiked covariance model, they require |w(7; v1|= Q(1). In comparison

or Algorithm 2| 13.7) it suffices to have |wT vy |> 2 with robability at least 1 — 0 (see LemmaA.2.1|).
8 0 NG p

3.4 Probabilistic boosting

In this section, we describe a generic procedure for boosting the success probability of a given
randomized algorithm, A (also see [KLLT23]). If A satisfies Deﬁnition then its probability can
be boosted using this procedure. The formal guarantees of the boosting procedure are provided in
Lemma (proof in Appendix Section . It divides the data evenly into log (%) bucketﬁ runs
A on each bucket and aggregates the results via pairwise comparisons.

Definition 3.9. Let T be a set with metric p and A be a randomized algorithm which takes as
input n i.i.d datapoints D := { X} ield] and possibly additional statistically independent parameters

0, and returns an estimate q € T, which satisfies P (p(q,q+) > €) < %for a fixed q. € T.
Then, A is said to be a constant success oracle with parameters (D,0,7T , p,qx«,€), denoted as
A := ConstantSuccessOracle (D, 0, T, p, g, €).

Algorithm 3 SuccessBoost <{Xi}i6[n] A, 5)

1: Input : Dataset D := {X;}
failure probability §

Return : An estimate ¢ € 7 such that P (p (g, q.) <3¢) >1—§

S + 30log (%), B+ n/S

vt e [Sivqt +— A ({XB(t—l)-H,}ie[B] 797T7 P Q*ae) ) Ct ~ {t/ € iSi : p(Qt,Qt’) < 26}
If 3¢; such that |C¢| /S > 0.4 Return ¢; Else Return L

icn]’ A := ConstantSuccessOracle (D, 0, T, p, q«, €), Required

SFor simplicity, we assume S, B in Algorithrnare integers.
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Figure 2: We use X used in [QLR19], Section 5.1. (a) Variation of log (|e;anuo|) fori € Sandi ¢ S
(y-axis) with n (z-axis) for a fixed unit vector ug. 7 is set as Theorem@ and n grows from 1 to 1000. The
lines labelled “sample” plot log(|e; Bruo|), whereas the “population” curves plot log(|E [e;r Bnuo} ). (b)

Variation of log (HBnBEH) and log (fulTBnB,{vl) (y-axis) with n € [300] (z-axis). We also plot log of the
bound of HBnt H as in [JJK™ 16]] and 2n log (1 + nA1) for comparison.

Lemma 3.10 (Geometric Aggregation for Boosting).  Let A =
ConstantSuccessOracle (D, 0, T, p, g, €) (Definition for dataset D := {Xi},c(,. Then

Soré € (0,1), G < SuccessBoost ({X }ze n] JA, 6) satisfies P (p (4, qx) < 3€) > 1—0.

3.5 Entrywise deviation of the Oja vector

To analyze the success probability of recovering the indices in .S, we will define the following event,

5 = {S cs }. We now upper bound P (£¢). Define an element of the unnormalized Oja vector as
r; := el Bpug, i € [d]. Here ug ~ N (0, I) is the initialization used in Algorlthml Observe that

£ <= I, > Osuchthat {¥i € S, |ri|> o} ({I{i: i ¢ S, |ril> 7} <k — s}
or equivalently,
E° = V1, > 0,{Fi € S, |ril< m} ({10 ¢ S, [ril> 7} > k — s}

Therefore, for any fixed 7,, > 0, £¢ = {Fi € S, |r|<m}U{{i:i ¢ S, |ri|> m}| >k — s}
We will, therefore, be interested in the tail behavior of ; for ¢ € S and ¢ ¢ S. Before presenting our
theorems, we will use FlgureJT7_| to empha51ze the daunting nature of what we aim to prove. Consider
the quantity EE [r;]uo] B ug |uo We use X = C' £ A to denote | X — C|< A.

E [riluo) = el E[B,] viviug 4+ el E[B,] VLVEug “)
B eFvivTug(1+nA)"™ £ ‘elTVLVfuo’ (1+nXy)™ ForieS
- eI VVTug| (1 + nAg)" Fori & S

Thus, traditional wisdom would make us hope that the elements, r;, will concentrate around their
respective expectations, whose absolute values are off by a ratio |vy (i)||ud v |exp(nn(A1 — A2)).

However, Figure[2|a) shows that while the elements in the support seem close to their expectation,
those not in support are, on average, much larger than their expectation. First, note that elementwise
analysis of the Oja vector has not been done even in the low dimensional regime where 7e/n — 0.
In this regime, there is very recent related work for eigenvectors of the empirical covariance matrix
3 [AFW22]] which are not applicable here. In the high-dimensional case, an analog can be drawn
with elements 3, which concentrate around their mean individually. Yet, || — 3| is not small. Thus,

thresholding 3 obtains consistent estimates of . under sparsity assumptions [BL09, DM 16, Nov23].

A similar principle is applied by [SSM11]] where the eigenvector of S is truncated. They assume
that n is fixed, and \; /A2 = d* — 00 as d — oo. In comparison, our analysis is about products of
random matrices, not sums, and hence, completely different. We will show that 1 (¢), even when
1 € S, do not concentrate. But for a suitably chosen threshold, They are large with high probability,
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whereas those outside .S are much lower with high probability. Proving this is also difficult because
the analysis involves the concentration of the projection of a product of independent high dimensional
matrices on some initial random vector. Lemma [3.1T] establishes exactly that for elements in the
support.

Lemma 3.11 (Tail bound in support). Fixa d € (0.1, 1). Define the event G := {\v?udz %} and

threshold T,, 1= \/% mineg|vy (7) |(1 +nA1)". Let the learning rate be set as in Lemma Then,

for an absolute constant C'yy > 0,

YieS, P <|ri|§ Tn

g) < CH

A1 ) 1
A1l +M | —— | —=
nAilog (n) +n 1<)\1_)\2 v1(i)2]

Our next result provides a bound for i ¢ S.

Lemma 3.12 (Tail bound outside support). Fixa 6 € (0.1,1). Let the learning rate be set as in

Lemma3.1|and define the threshold T,, .= . min;eg|vr (2) [(1 +nA1)"™. Then, for min; vy (i)| =
Vae n

~ 1
Q ( 2 (n%) 4) and an absolute constant Ct > 0 we have,

A1—>\2
H’L‘¢ S P(‘?"">7)<CT 772)\2< A1 >
) d n 1 )\1 - AQ 6 IIliIliesh, (%1 (Z)

The proofs of Lemmas [3.1T] and [3.12] are based on tail-bounds involving the second and fourth
moments of r; := eiTBnuo. The details of obtaining the tail bounds are deferred to the Appendix
Section The results developed in this section are used to analyze the support recovery and sin®
error guarantees provided in Section [3.1]and We provide a brief proof sketch in Section F]

4 Proof technique

In this section, we outline the proof techniques for the entrywise deviation bounds in Lemmas
and [3.12] These bounds are crucial for analyzing both the support recovery results (Lemma[3.1[and
Theorem 3.2) and the sparse PCA results (Theorems and[3.7). The proof involves deriving bounds
on the expectation and second moment of uanU UT B, ug, where U € R4 is a fixed matrix and
ug ~ N(0, I). It then applies Chebyshev’s inequality to obtain the tail bound. For the proof sketch,
we use U = e;, but we maintain general notation for broader applicability in Theorem [3.5] For
our results, we also need to bound this quantity with U = Ig (see Lemmafor details). Our
techniques to bound E[ud B, UUT B, ug] are detailed in Section

4.1 Solving a linear system of recursions
One can show that (see Lemma[A.2.TT]in Appendix),
E [u§ BEUUT Byuo| = E [vf BEUUT By | +E [Tr (VI BIUUT B, V)] (5)

=:an =:0n

We start by showing how to bound «,, and /3,,. Before we dive into our techniques, we note that the
analysis of Oja’s algorithm [JJK™16] in the non-sparse setting provides some tools that we could
potentially use here. Using the recursion from Lemma 9 in [JJK™16], we get

B [B,UUT BY]|| < exp(2nnry +ni?V) |[UUT ]|, ©

where V is a variance parameter defined as ||E [(4; — 2)(A4; — £)7]||. Lemma shows that
for o-subgaussian X (definition 2.1,

V= |[E [(A; — 2)(A — 2)7]|| = ||E [A1A]] — 22| < 2L%0" A1 Te(2) + A7

This provides an upper bound on «,, < HIE [BnU U TB,:C ] || While this bound is tight when ref is
bounded by a constant, in the high dimensional setting (Assumption [2) considered in this work, this
bound is too loose. This is evident from Figure [2(B), which plots [[E [B,UUT BT H forU = 1I,
along with the bound achieved using Eq [f] labeled as Jain et al. (2016). Note that the plots are in
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the log-scale so a difference in the slopes translates to a significant multiplicative difference. This
warrants a more fine-grained analysis of «,.

Let us examine «,, more closely to obtain a finer bound. Using the structure of the matrix product,
B,,, from Eq[3] we have:

oy = an_1 (1+2n\) +7°E [(v] X, X v1) (X! B,.UUTB!L_ | X,,)]

Now, as a consequence of subgaussianity (see Lemma|A.2.2)), for K := (2L?0?)?2, with the Cauchy-
Schwartz inequality, the second term in the RHS can be bounded further using:

E[(0f X, X 01)?] < KX2, E |(X7B, 1UUTBT_,X,)’

]-‘n_l] < KTr(U'BY |%B,_U)?

Therefore, using the above bound along with the eigen-decomposition ¥ := AlvlvlT +ViAs Vf,

oy < (14 20\ +4L%0%0*AT) ap—1 + 4L 00 A A2 Br1 (7
Similarly, 3,, can also be upper bounded as follows:
Bn < (L42nXs + 40°L* 0™ X Tt () Bt + 40 LAo* A Tr (2) as ®)

Note that upper bounding and eliminating «,,—1 or 3,1 from Eq[8] [7]respectively, would simplify
the recursion but lead to a weaker bound as in Eq[6] Therefore, we solve Eq[7]and [§]as a system of
linear recursions in v, and /3,,.

<§Z> B (l +2)77OA(1T+r((§)()772A%) 1+277>\20 +(A5A(37)2 Tr(E))) (%Z_Q ©)

=P

Estimating elements of P", where P is the defined 2 x 2 matrix, is crucial. [Wil92] gives a compact
expression for these elements using A1 (P) and A2 (P). Under our assumptions, we have Pj; > Pao.
A naive upper bound on Ay (P) using Weyl’s inequality [Diel3]] is 1 4+ 2nA; + ¢3 Tr(X), similar
to Eq[6] Since recursions like Eq[9]are common in our analysis, we provide a general solution in
Lemma[A.2.5](detailed in the Appendix Section [A.2)).
An important consequence of this is that we now have the following bounds on «,, for U = I:

(679 S (1 + 27})\1 + Cln2>\%)n (1 + 0(77)\1)) (10)
which is much tighter than Eq[6]in our high-dimensional regime. Furthermore, observing Figure 2[b),
we see that Eqpresents a much tighter upper bound, matching (1 + 77/\1)2" up to constant factors.

Recall that the bounds obtained in this section deal with «,, 5, defined in Eq A similar
system of recursions can be obtained to get tight bounds on E {(vlTBg uu Tanl)ﬂ and

E {Tr (VLTBEUUTBHVL)Q} , details of which we defer to the Appendix in Lemmas [A.2.9}|A.2.10

5 Conclusion

Oja’s algorithm for streaming PCA has been extensively studied in the recent theoretical literature,
typically assuming that || X;||?/); is bounded or a slowly growing covariance matrix effective rank
reff. This paper addresses the high-dimensional sparse PCA setting where the effective rank re
can be as large as n/logn while v, is s-sparse. In this context, while there has been a vast body
of work that achieves minimax error bounds, we are unaware of any single-pass algorithm that
works in O(nd) time, O(d) space, on a general X, without any strong initialization. Surprisingly,
our thresholded estimator achieves the minimax error bound of O(slogd/n), whereas the error
rate of Oja’s algorithm is O(ref/n). Empirically, the elements of the unnormalized Oja vector do
not concentrate in this regime. Through an analysis that uncouples the projection of a product of
independent random matrices on v; and its orthogonal subspace, we show that the entries of the Oja
vector within the support of v; are large, while those outside are much smaller.

Acknowledgments and Disclosure of Funding

We gratefully acknowledge NSF grants 2217069, 2019844, and DMS 2109155. We thank Kevin Tian
for his valuable insight on geometric aggregation and boosting and the anonymous reviewers for their
valuable feedback.

https://doi.org/10.52202/079017-2372 74537



References

[AFW22] Emmanuel Abbe, Jianqing Fan, and Kaizheng Wang. An Ip theory of pca and spectral
clustering. The Annals of Statistics, 50(4):2359-2385, 2022.

[AWO08] Arash A Amini and Martin J Wainwright. High-dimensional analysis of semidefinite
relaxations for sparse principal components. In 2008 IEEE international symposium
on information theory, pages 2454-2458. IEEE, 2008.

[AZL17] Zeyuan Allen-Zhu and Yuanzhi Li. First efficient convergence for streaming k-pca:
a global, gap-free, and near-optimal rate. In 2017 IEEE 58th Annual Symposium on
Foundations of Computer Science (FOCS), pages 487—492. IEEE, 2017.

[BB19] Matthew Brennan and Guy Bresler. Optimal average-case reductions to sparse pca:
From weak assumptions to strong hardness. In Conference on Learning Theory, pages
469-470. PMLR, 2019.

[BDF13] Akshay Balsubramani, Sanjoy Dasgupta, and Yoav Freund. The fast convergence of
incremental pca. In C. J. C. Burges, L. Bottou, M. Welling, Z. Ghahramani, and K. Q.
Weinberger, editors, Advances in Neural Information Processing Systems 26, pages
3174-3182. Curran Associates, Inc., 2013.

[BKW20] Afonso S Bandeira, Dmitriy Kunisky, and Alexander S Wein. Computational hardness
of certifying bounds on constrained pca problems. In //th Innovations in Theoretical
Computer Science Conference (ITCS 2020), volume 151, page 78. Schloss Dagstuhl-
Leibniz-Zentrum fiir Informatik, 2020.

[BLO9] Peter J. Bickel and Elizaveta Levina. Covariance regularization by thresholding.
arXiv: Statistics Theory, 2009.

[BPP18] Guy Bresler, Sung Min Park, and Madalina Persu. Sparse pca from sparse linear
regression. Advances in Neural Information Processing Systems, 31, 2018.

[BR13] Quentin Berthet and Philippe Rigollet. Optimal detection of sparse principal
components in high dimension. 2013.

[CMW13] T Tony Cai, Zongming Ma, and Yihong Wu. Sparse pca: Optimal rates and adaptive
estimation. 2013.

[CYWZ18] Minshuo Chen, Lin Yang, Mengdi Wang, and Tuo Zhao. Dimensionality reduction
for stationary time series via stochastic nonconvex optimization. Advances in Neural
Information Processing Systems, 31, 2018.

[dBEGOS8] Alexandre d’ Aspremont, Francis Bach, and Laurent El Ghaoui. Optimal solutions for
sparse principal component analysis. Journal of Machine Learning Research, 9(7),
2008.

[Diel5] Rainer Dietmann. Weyl’s inequality and systems of forms. Quarterly Journal of
Mathematics, 66(1):97-110, 2015.

[DKPP23] Ilias Diakonikolas, Daniel Kane, Ankit Pensia, and Thanasis Pittas. Nearly-linear
time and streaming algorithms for outlier-robust pca. In International Conference on
Machine Learning, pages 7886—7921. PMLR, 2023.

[DKWB23] Yunzi Ding, Dmitriy Kunisky, Alexander S Wein, and Afonso S Bandeira.
Subexponential-time algorithms for sparse pca. Foundations of Computational
Mathematics, pages 1-50, 2023.

[DMT16] Yash Deshp, Andrea Montanari, et al. Sparse pca via covariance thresholding. Journal
of Machine Learning Research, 17(141):1-41, 2016.

[DMMW17] Santanu S. Dey, Rahul Mazumder, Marco Molinaro, and Guanyi Wang. Sparse
principal component analysis and its /; -relaxation, 2017.

74538 https://doi.org/10.52202/079017-2372



[GMZ17] Chao Gao, Zongming Ma, and Harrison H Zhou. Sparse cca: Adaptive estimation
and computational barriers. 2017.

[GWS20] Milana Gataric, Tengyao Wang, and Richard J Samworth. Sparse principal component
analysis via axis-aligned random projections. Journal of the Royal Statistical Society
Series B: Statistical Methodology, 82(2):329-359, 2020.

[Heb49] Donald O. Hebb. The organization of behavior: A neuropsychological theory. Wiley,
New York, June 1949.

[HJS*22] Baihe Huang, Shunhua Jiang, Zhao Song, Runzhou Tao, and Ruizhe Zhang. Solving
sdp faster: A robust ipm framework and efficient implementation. In 2022 IEEE 63rd
Annual Symposium on Foundations of Computer Science (FOCS), pages 233-244.
IEEE, 2022.

[HNW21] De Huang, Jonathan Niles-Weed, and Rachel Ward. Streaming k-pca: Efficient
guarantees for oja’s algorithm, beyond rank-one updates. CoRR, abs/2102.03646,
2021.

[HNWTW20] De Huang, Jonathan Niles-Weed, Joel A. Tropp, and Rachel Ward. Matrix
concentration for products, 2020.

[HNWW21] De Huang, Jonathan Niles-Weed, and Rachel Ward. Streaming k-pca: Efficient
guarantees for oja’s algorithm, beyond rank-one updates, 2021.

[HW19a] Amelia Henriksen and Rachel Ward. AdaOja: Adaptive Learning Rates for Streaming
PCA. arXiv e-prints, page arXiv:1905.12115, May 2019.

[HW19b] Amelia Henriksen and Rachel Ward. Concentration inequalities for random matrix
products. arXiv e-prints, page arXiv:1907.05833, July 2019.

[JJKT16] Prateek Jain, Chi Jin, Sham Kakade, Praneeth Netrapalli, and Aaron Sidford.
Streaming pca: Matching matrix bernstein and near-optimal finite sample guarantees
for oja’s algorithm. In Proceedings of The 29th Conference on Learning Theory
(COLT), June 2016.

[JKL*™20] Haotian Jiang, Tarun Kathuria, Yin Tat Lee, Swati Padmanabhan, and Zhao Song. A
faster interior point method for semidefinite programming. In 2020 IEEE 61st annual
symposium on foundations of computer science (FOCS), pages 910-918. IEEE, 2020.

[JKL*24] Arun Jambulapati, Syamantak Kumar, Jerry Li, Shourya Pandey, Ankit Pensia, and
Kevin Tian. Black-box k-to-1-pca reductions: Theory and applications. In Shipra
Agrawal and Aaron Roth, editors, Proceedings of Thirty Seventh Conference on
Learning Theory, volume 247 of Proceedings of Machine Learning Research, pages
2564-2607. PMLR, 30 Jun—03 Jul 2024.

[JLO9] Iain M. Johnstone and Arthur Yu Lu. On consistency and sparsity for principal
components analysis in high dimensions. Journal of the American Statistical
Association, 104(486):682-693, 2009. PMID: 20617121.

[JLT20] ArunJambulapati, Jerry Li, and Kevin Tian. Robust sub-gaussian principal component
analysis and width-independent schatten packing. Advances in Neural Information
Processing Systems, 33:15689—-15701, 2020.

[IMO09] Sungkyu Jung and J. S. Marron. PCA consistency in high dimension, low sample size
context. The Annals of Statistics, 37(6B):4104 — 4130, 2009.

[JINRS10] Michel Journée, Yurii Nesterov, Peter Richtérik, and Rodolphe Sepulchre. Generalized
power method for sparse principal component analysis. J. Mach. Learn. Res.,
11:517-553, mar 2010.

[Jol03] Ian T Jolliffe. Principal component analysis. Technometrics, 45(3):276, 2003.

https://doi.org/10.52202/079017-2372 74539



[KLL*23] Jonathan Kelner, Jerry Li, Allen X Liu, Aaron Sidford, and Kevin Tian. Semi-random
sparse recovery in nearly-linear time. In The Thirty Sixth Annual Conference on
Learning Theory, pages 2352-2398. PMLR, 2023.

[Lia23] Xin Liang. On the optimality of the oja’s algorithm for online pca. Statistics and
Computing, 33(3):62, 2023.

[LSH22] Hanbyul Lee, Qifan Song, and Jean Honorio. Support recovery in sparse pca with
incomplete data. Advances in Neural Information Processing Systems, 35:27321—
27332, 2022.

[LSW21] Robert Lunde, Purnamrita Sarkar, and Rachel Ward. Bootstrapping the error of oja’s
algorithm. Advances in Neural Information Processing Systems, 34:6240-6252, 2021.

[LV15] Jing Lei and Vincent Q Vu. Sparsistency and agnostic inference in sparse pca. 2015.

[Mal3] Zongming Ma. Sparse principal component analysis and iterative thresholding. The
Annals of Statistics, 41(2):772 — 801, 2013.

[Mac08] Lester Mackey. Deflation methods for sparse pca. Advances in neural information
processing systems, 21, 2008.

[Mon22] Jean-Marie Monnez. Stochastic approximation of eigenvectors and eigenvalues of the

g-symmetric expectation of a random matrix. Communications in Statistics-Theory
and Methods, pages 1-15, 2022.

[MP22] Nikos Mouzakis and Eric Price. Spectral guarantees for adversarial streaming pca,
2022.

[MWAO06] Baback Moghaddam, Yair Weiss, and Shai Avidan. Generalized spectral bounds for
sparse 1da. In Proceedings of the 23rd international conference on Machine learning,

pages 641-648, 2006.

[MZ20] Shahar Mendelson and Nikita Zhivotovskiy. Robust covariance estimation under
1.4-1_2 norm equivalence. 2020.

[Nov23] Gleb Novikov. Sparse pca beyond covariance thresholding. arXiv preprint
arXiv:2302.10158, 2023.

[Oja82a] Erkki Oja. Simplified neuron model as a principal component analyzer. Journal of
Mathematical Biology, 15(3):267-273, November 1982.

[Oja82b] Erkki Oja. Simplified neuron model as a principal component analyzer. Journal of
mathematical biology, 15:267-273, 1982.

[Pau07] Debashis Paul. Asymptotics of sample eigenstructure for a large dimensional spiked
covariance model. Statistica Sinica, pages 1617-1642, 2007.

[Pea01] Karl Pearson. Liii. on lines and planes of closest fit to systems of points in space.
The London, Edinburgh, and Dublin Philosophical Magazine and Journal of Science,
2(11):559-572, 1901.

[QLR19] Yixuan Qiu, Jing Lei, and Kathryn Roeder. Gradient-based sparse principal component
analysis with extensions to online learning, 2019.

[SSM11] Dan Shen, Haipeng Shen, and J. S. Marron. Consistency of sparse pca in high
dimension, low sample size contexts. J. Multivar. Anal., 115:317-333, 2011.

[SSM13] Dan Shen, Haipeng Shen, and James Stephen Marron. Consistency of sparse pca
in high dimension, low sample size contexts. Journal of Multivariate Analysis,
115:317-333, 2013.

[STLO7] Bharath K. Sriperumbudur, David A. Torres, and Gert R. G. Lanckriet. Sparse eigen
methods by d.c. programming. In Proceedings of the 24th International Conference on
Machine Learning, ICML ’07, page 831-838, New York, NY, USA, 2007. Association
for Computing Machinery.

74540 https://doi.org/10.52202/079017-2372



[VCLR13] Vincent Q Vu, Juhee Cho, Jing Lei, and Karl Rohe. Fantope projection and selection:
A near-optimal convex relaxation of sparse pca. In C.J. Burges, L. Bottou, M. Welling,
Z. Ghahramani, and K.Q. Weinberger, editors, Advances in Neural Information
Processing Systems, volume 26. Curran Associates, Inc., 2013.

[Ver10] Roman Vershynin. Introduction to the non-asymptotic analysis of random matrices.
arXiv preprint arXiv:1011.3027, 2010.

[Ver18] Roman Vershynin. High-Dimensional Probability. Cambridge University Press,
Cambridge, UK, 2018.

[VL12] Vincent Vu and Jing Lei. Minimax rates of estimation for sparse pca in high
dimensions. In Neil D. Lawrence and Mark Girolami, editors, Proceedings of the
Fifteenth International Conference on Artificial Intelligence and Statistics, volume 22
of Proceedings of Machine Learning Research, pages 1278—1286, La Palma, Canary
Islands, 21-23 Apr 2012. PMLR.

[Wail9] Martin J Wainwright. High-dimensional statistics: A non-asymptotic viewpoint,
volume 48. Cambridge university press, 2019.

[Wed72] Per-Ake Wedin. Perturbation bounds in connection with singular value decomposition.
BIT Numerical Mathematics, 12:99-111, 1972.

[Wil92] Kenneth S. Williams. The nth power of a 2 x 2 matrix. Mathematics Magazine,
65(5):336-336, 1992.

[WL16] Chuang Wang and Yue M. Lu. Online learning for sparse pca in high dimensions:
Exact dynamics and phase transitions, 2016.

[XHS'18] Peng Xu, Bryan He, Christopher De Sa, Ioannis Mitliagkas, and Chris Re. Accelerated
stochastic iteration. volume 84 of Proceedings of Machine Learning Research, pages
58-67, Playa Blanca, Lanzarote, Canary Islands, 09-11 Apr 2018. PMLR.

[YHW18] Puyudi Yang, Cho-Jui Hsieh, and Jane-Ling Wang. History pca: A new algorithm for
streaming pca. arXiv preprint arXiv:1802.05447, 2018.

[YX15] Wenzhuo Yang and Huan Xu. Streaming sparse principal component analysis.
In Francis Bach and David Blei, editors, Proceedings of the 32nd International
Conference on Machine Learning, volume 37 of Proceedings of Machine Learning
Research, pages 494-503, Lille, France, 07-09 Jul 2015. PMLR.

[YZ13] Xiao-Tong Yuan and Tong Zhang. Truncated power method for sparse eigenvalue
problems. Journal of Machine Learning Research, 14(4), 2013.

[ZX18] Hui Zou and Lingzhou Xue. A selective overview of sparse principal component
analysis. Proceedings of the IEEE, 106(8):1311-1320, 2018.

https://doi.org/10.52202/079017-2372 74541



A Appendix

The Appendix is organized as follows:

Section[A.T|provides further details about related work

Section[A.2] provides some useful results used in subsequent analyses

Section[A.3| provides Entrywise deviation bounds for the Oja vector (Lemmas [3.11] [3.12)
Section[A.4] proves convergence of Support Recovery results (Lemma[3.1] Theorem [3.2))
Section[A.3]| proves convergence of Sparse PCA results (Theorems|[3.5]3.7)

Section [A.6] provides another alternative way of truncation using a value-based thresholding

(Theorem[A.6.T)

A e

A.1 Further details on related work

There has been a lot of work on computational computational hardness of sparse PCA [GMZ17,
BB19,IDKWB23| BKW20].

Minimax optimal Sparse PCA algorithms with global convergence: These consist of SDP-based
algorithms such as [AWO08, [VCLR13ldBEGOS], which do not scale well in high-dimensions (see
[BR13| [Wail9]). The state-of-the-art SDP solvers [JKLT20, [HIST22] currently have a runtime
Q (n¥ 4+ d¥), where w ~ 2.732 is the matrix multiplication exponent. Algorithms proposed in
[Ma13] [CMW13] INRST0, DM™16]] involve forming the entire (d x d) sample covariance matrix,
which can itself be challenging from the perspective of space and time complexity. Furthermore,
[Ma13l[CMWT13lIDM™ 16] have been analyzed under the spiked covariance model in Eq [QLR19]]
propose a computationally efficient modification of the Fantope projection-based algorithm of
[VCLR13], which requires O(d?) space, and §2(nd?) time.

Single-pass online sparse PCA algorithms with O(d?) storage and O(nd?) time [QLR19] also
provide a single-pass online algorithm and state that this algorithm (Theorem 4) is the first to provably
obtain the global optima in a streaming setting without any initialization, under a general 3. However,

this method requires O(d?) storage, O(nd?) time, and the estimation error is O (\%) (Theorem 4,

[QLR19]). The algorithm does d sparse linear regression problems to achieve this.

Support recovery algorithms with O(d?) storage and O(nd?) time : [LV13, LSH22]] use an
SDP-based approach and [BPP18] use sparse linear regression for support recovery.

More details on streaming PCA algorithms [YXI5] provides an online block version of the
truncated power method in [YZ13]] under the spiked model (Eq[2). They require an initialization
up with a sufficiently large |ud'v1|= Q (1) (local convergence). Their proposed initialization with
streaming PCA algorithm until reaching a specific accuracy threshold, for which there is no known
theoretical guarantee under the spiked high-dimensional setting. [WL16] provides an analysis
of streaming sparse PCA under Eq [2| via partial differential equations (PDE), but they only prove
asymptotic convergence. Similar to [YZI13]], they also require |uf v1|= € (1) which can be hard to
find in high dimensions for a general 3. Recent results provide a black-box way to obtain the top-k
principal components (k-PCA) given an algorithm to extract the top eigenvector (see [a]) which could
be employed treating our algorithm as a 1-PCA oracle (see [JKL ™24, [Mac08]]). We believe that our
analysis can be extended to obtain top-k principal components simultaneously via QR decomposition
and thresholding.

A.2 Useful results

Lemma A.2.1. (Fact 2.9 [DKPP23|]) For any symmetric d X d matrix A, we have
Var, o1 |27 Az] = 2||A||%. If A is a PSD matrix, then for any 3 > 0, it holds that

P, n,1) [ZTAZ > f[Tr (A)] >1- @

Proof. We give a short proof here. Since A is a symmetric matrix, let A = PAPT where P is an
orthonormal matrix and A is a diagonal matrix. Then, denoting 3 := P” z we note that y ~ N (0, I).
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Therefore,

d
2T Az = 2TPAPT 2z = yTAy = Z Niy?

i=1
Therefore,
d d
E.no,0) [z A2] = Eyono,n) [Z Aﬁ/z] = Z Ai =
i=1 i=1
and
2
Ez~/\f(0,1) {(ZTAZ)z} y~/\f 0,1) (Z Az%) = IEy~J\/(0 I) Z)\ yz + Z Ai A_]yz?y]z
1,5,4#]
d
= 3ZA§ + ) AN =2Tr (47) + Tr (4)?
i= 0,4,

To get the tail lower bound, note that it trivially follows if 5 > 1. Therefore we proceed with
B € (0,1). We have

d d
P.on(o.0) [27 Az < BTr (A)] = Pyono.n lz Aiy; <8 Z )\i‘|
i=1 i=1
d d
exp ( <5Z)‘l —Z)\Zyl>>] ,t>0
d d
p <t/3 Z )\i> E [exp (—t Z Ayf)]
i i=1
d
(tﬁZ)\ > [T +2nn)2
=1

_ 1 1 _
Lett — Y (ﬂ 1). Then,

d
P.no,1) [ZTAZ < BTr (A)] < exp <1_26) H (1 + d)\i (; — 1))
i=1 Zi:l (
+

Hence proved. O

Lemma A.2.2. Let X € R? be a o-subgaussian random vector with covariance matrix Y. Then, for
any matrix M € R¥™ and any positive integer p > 2,

E[(XTMMTX)"| < (£%0%p)" Tx (MT5M)"

Proof. Let the eigendecomposition of M M7 be PAPT. Define Y := PT X. Then,

£

k)
= > E
by >0 (klkaa o 'kd

ki+kot+--ka=p; k1,k2,ka>

E|(X"MMTX)"| =E

d

HA?iy?’“] (A11)

i=1
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Therefore,

d d
= [T - (I )= |11
i=1 i=1 i=1
d . % d
< <H Ai“) H <E [(yf'”) - }) , using Holder’s inequality since Z k; = p,
=1 i=1 1=1
d d ki
_ (H ,\ffv> 11 (E [ypr g (A.12)
i=1 i=1
Using the definition of sub-gaussianity (Definition 2.1) we have,
E[y7] = [(F PTX)]
2
_E {((Pei)T x) p]
< L0 (D)™ (| Pes5)™
= L?Pg2PpP (eiTPTEPei)p
Susbstituting in Eq[A.12] we have,
d d d .
E H )\f1y12kb‘| < (H )\iﬁ) <H L2kio,2kipki (S?PTEP&) 1)
i=1 i=1 i=1
d N
= (L%0°p)" || (\ie] P"SPe;)™
i=1
Substituting in Eq[A.TT| we have,
d
E[(X"MMTX)"| < (L%0*p)” 3 " (\el PTxPe;)"
k17 k2) e kd .
ki+ka+--ka=p; k1,k2,--ka>0 i=1
d p
= (L?0?p)” (Z )\ie?PTEPeZ)
i=1
d p
= (L?0?p)” (Tr ( (Z )\iPeieiTPT> 2) ) = (L%o%p)" Tv (MTEM)”
i=1
Hence proved. O

Lemma A.2.3. Let X € R? be a o-subgaussian random vector with covariance matrix ¥.. Then,

Proof. For any fixed unit vector u € R, we have

B [(XXT)|u=E [(X7X) (XTu)’]

E[(xX7)]|| < 4rton T ()

< \/IE [(XTX)Q} E [(XTu)ﬂ

_ \/IE [(XTX)ﬂ E [(XTuuTX)ﬂ
< (2026%)* Tr () Tr (uTSu)
< (2L%6%)° M\ Tr (%)
where we used Lemma[A.2.2|with p = 2 and M = I. O
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Proposition 3.4 (Lower bound for diagonal thresholding). Let Assumption[I|hold. For any diagonal-
thresholding algorithm, A, performing support recovery with sparsity parameter s such that n =
Q (c*s?log (d)), there exists a covariance matrix X with principal eigenvector, vy, ||[v1||, = s, such

that, P (‘§n S‘ - 0) >1-d710,

Proof. Let s be a multiple of 3 for ease of analysis. Consider a dataset with a covariance matrix,

1
Y = Biugvy + Bavavy + Bavavy + Bavavg + 51731 =20y =2.103 =2.284

1 4
vie o @ = 0z vie (s3] ml=y2
4s 5s 3 5s 3
e (2,2 N =4/ Vie 22 ) =4/° Al
Vz€<3,3},|v3(z) \/;Vze<3,s},|v4(z)| i (A.13)
where 8 = 3. Based on Eq|A.13] we have for,
1 p
18], 5, ==+ 2L
i€ (L8], B =5+
. 4s 1 352 1 361
| Zii=gt—=5+—5—
ZE(‘S’:&}’ R T
4s 5s 1 383 1 3B
Z€<3’3}’E”_2+5_2+2.15
_ (5s 1 38, 1 3B
Zos| Y=o = o 2L
Z6(3’5’ T o T2 e
1
z€(2s,d],Em:§

Note that the largest eigenvalue of ¥, Ay = 51 + % Lett, := 1002)\; M. Using Lemma 6.26

n
from [Wail9], we have, for the empirical covariance matrix, ﬁ],

. . 1
P <f§l§f§] ‘Em - Z(%])‘ > tn) <75

A~

¥ (4,j) =% (Lj)‘ < t, and note that due to the sample
complexity bound on n, under event £,

Define the event, £ := max; jc[q

min ¥;; > max ¥,;; > min 3;; > max;;

i€(s,2s] i€[l,s] = T i€[l,s] T i>2s

Therefore, under event £, the s largest diagonal entries of 3 are i € (s, 2s], and therefore, |S () .S|= 0,
which completes our proof.

Lemma 3.10 (Geometric Aggregation for Boosting).  Let A =
ConstantSuccessOracle (D, 0, T, p, g«, €) (Definition for dataset D = {Xi},(,. Then

ford € (0,1), § < SuccessBoost ({Xi}ie[n] VA, 5) satisfies P (p (G, q+«) < 3€) > 1 6.

Proof. Consider the indicator random variables x; := 1 (p (g, q«) <¢€). Let p := % and r =
3001og (3) for convenience of notation. Then, Vi € [r], P(x; =1) > 1 — p. Define the set

S :={i:i € [r],x; = 1}. We note that using standard Chernoff bounds for sums of independent
Bernoulli random variables, for § € (0, 1),

POsis (- 0)E[s]) < exp (-0
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We have, E [|S|] > 7 (1 — p) using linearity of expectation. Therefore,
0% (1 —
P(SI (-0 (1= ) < exp (-

(1—p)r 1
= P(|S5|<0.9(1 - < ——2 ), forf .= — A.14
Gsi=09(1 - <o (Ut ) o= @)
Recall that Algorithm [3]defines § as:
{ielr]:pla q) <2}
T

G := q;, such that >09(1—-p) (A.15)

Note that the definition of ¢ does not require knowledge of ¢, and it can be computed by calculating

p(.) error between all distinct () pairs (qi,4;); ez,

Let £ be the event {|S|> 0.9(1 —p)r} and denote f := 0.9(1 —p) for convenience of
notation. Let us now operate conditioned on £. Note that conditioned on &, such a ¢ always exists
since any point in S is a valid selection of ¢. This is true since

p(4i,q5) < p(4irq) + p (g5, 0:) < 2e

Here we used the property of the event £ and the triangle inequality for p. We further have, conditioned
on & using triangle inequality for some i € S,

Therefore, we have

P(p(d,q:) = 3¢) (1 (7, 4x) = 3¢|€) + P(E) P (p (G, ) > 3€[E°)

PP
0+P(E°)P(p(q,q.) > 3¢|E°) using Eq[AT6]
P&

IN

I /\

)
)™ using Eq[ETA
200 854
which completes our proof. O

klog (n)

Lemma A.2.4 (Learning rate schedule). Let the learning rate be set as n := O — 29
n{A1 — A2

for a

.. 1 .
positive constant £ > 0. For constant ¢ < 3, N { Vool C} let

A2 Tr (A2) cn A1 n
max < 1, < , <c 5
Al — )\2 )\1 — AQ log (’fl) )\1 — )\2 log (n)
If>2+0(1), n=2Q(s?log(d)), the following hold:

1 (Mi—X2)
C 2 Tr(Az)

I.n<

1 . 1 1 1
2. Cn < 7 min {)\17 Te(A2) /oy Tr(A2)}

3. CnQn)\% < i

4. exp (—rnm (A1 — X2)) < Ay forr >3

where C := 100 (L4J4 + L20'2) + 16. We state another useful restatement of Claim (1) used in

subsequent analysis,

30 € (0.5,1), (1—0) (A1 — A2) +50L%*nAT = 50L*c™* log (n) nAg Tr (¥)

Proof.
A2 Tr (Az) log (n) Tr(Az2) Ao

=K < ke

nA1*>\2 n )\17)\2)\17)\2
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Therefore, the first claim follows for ¢ < . For the second claim,

kC'log (n) A
n (/\1 — )\2)

where the last inequality holds for ¢ < ﬁ and n > 1. Furthermore we have

Cnh = < kCec <

1
4

5l |

Cn'Tr(Ag) = CLg(n) Tr (A2) < kCe <

1
n()q — /\2) Z

where the last inequality holds for xCc < ;. Note that nC' < min {ﬁ, %Tr(lAg) } imply 4nC <
1

VA1 Tr(Ag)

For the third claim, we have

Clog(n) A\ k*Clog® (n) A1 2
2002 — o\, _ < 1 202 <
ComAL = (A1 = A2) n A1 — Ao S

where the last inequality holds when ¢ < 4;2 ok

Next, we have the last claim,

exp (—rnn (A1 — A2)) = exp (—rklog (n)) = e

Therefore, it suffices to ensure
1 < im klog (n) (i<”) kA1 log (n)
ntt T nz n ~ n(A—A2)

IN

where (iv) follows since (/\’\7) > 1as Ay > Ao. Therefore, we require

1 < klog (n)

K
2 n

3

which holds for k = 2 4 o (1) and sufficiently large n. O

Lemma A.2.5. For constants c1, ca, c3, Cq, 5 > 0, consider the following system of recursions -

an < (T4 enh + can®A3) an—1 + esn® A1 A2 Bp1,
Bn < (1 + 1o 4 e4n? Ao Tr (E)) Bp_1 4 csn*A Tr (X) ap-1

Let 30 € (0.5, 1), which satisfies c1 (1 — 0) (A1 — X2) + can\} = canAa Tr () and

40365 )\1 2 62)\1
2\ Tr (2 <> <1, 4n\ <)<1—9
C% n 2 ( ) 9 (Al — )\2) - e C1 ()\1 — )\2) -

Then we have,

ol () oo (7))

bt o (i) (B () o

where
-0
’/\1( —1—01’r]>\1—6277 /\2| < €3 2/\2< 9 )

Q‘ﬁ
FNR Y

Cc3C
|)\2( —1—617])\2—6477 /\QTI‘( ) S 3 5 2)\2

1-46
E
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Proof. Writing the recursions in a matrix form, we have

L+ ceinAy + c2n?A? esn* A s p—1

an\
(ﬂn) B ( 05772>\1 Tr (E) 1+ Cl’r])\g + C4T]2)\2 Tr (E)) (ﬂn_1> (A17)
Define
po— (1Hanh +en? 3 A1 ho
T csn? A Tr (D) 1+ c1nAg + can®Xo Tr (2)
Then P := I + cinM, where
Moo= MT unA? vNA1 Ao
wnAr Tr (X)) Ag + ania Tr (%)
and v = % v = 2—? T = z—‘l‘ w = % We now compute eigenvalues of M. The trace and

determinants are given as -

T := A\ + da + un)? + znhy Tr (%)
D = Ao + Ao (2 Tr (2) 4 udp) + uzn? X2 Tr () — vwn? X2, Tr (2)

2
Next we compute TT - D,

TIQ p- W 4/\2)2 o (()\1 + A2) (ur? +m2ﬂ(z;) — 2\ A (z T (X) +UA1)>

n? (uA} + zhs Tr (E))2
4

_ [(AI—LLAQ)Q _2<an22Tr(z)> (M;AQ) X (W)Q

A1 — A A;
+ nuAd < L2 1> + (vw - u27x) A3, Tr ()

— (uz — vw) PP AN Tr (B)

2 4
2,2

(A1 — A2) — znho Tr (X)) + (A1 = A2) —ani Tr (2)) + nT)\l (u?AT + dvwA, Tr (2)),

nuA?
2

N N

A — Xa2) — znhe Tr (B) + nuX? 2 +own? A2\ Tr (X
1 1

Let (A1 — A2) — 2nA2 Tr (X) + nuA? = 0 (A1 — A2) for 0 € (0,1),

T2 02 (A1 — Mo)?
T D= % + vwn? AN Tr (2)
92 A1 — A 2 )\2
A L e () _ A
4 62 (A1 — A2)
Letw<lThenusin the identity 1 — £ < /1 <14+ Zf (0,1 h
020 —r2)? = 4 , g the 1dentity 5 < +z < 5 for z € (0,1) we have,
0 2n%vwA g Tr (B T2 0 2n2vwA N Tr (X
B (1= 2w Tr2) ) T2 O ) (14 2T T ()
2 62 (A1 — X2) 4 2 02 (A1 — \2)
(A.18)
Let us simplify % using the definition of . We have
n2vwA g Tr (X) _ nuwA? (1-0) nuA?
6% (M — Xs)° e 2= 2) 62 — Ay
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Anul?
Let (1 —0) > 5,555y Then,

g(}\ ) PvwAide Tr(X)  nowA? (1 -0 4nuA? )
g \M 2 02 (A — )\2)2 2 0 0 (A1 — X2)
= nvw)\% (1 — 9+ W)
20x (A1 — A2)
vw [(1—6
<\ <9> (A.19)

Then, using Eq|A.18{and|A.19)| the eigenvalues of M are given as A (M) := 2 + ,/ TTZ — D and
Ao (M) =1 — \/TT2 — D such that

1-6
I\ (M) = M —und2], Ao (M) = A —aphs Tr (B)] < pA3 = (9)

The eigenvalues of P are given as Ay (P) := 1+ c1nA; (M) and A2 (P) := 1+ ¢1nAe (M). Then
we have,

I\ (P) =1 —cimphy — can®A2| = [A1 (P) = Pry| < %W? (;) (A.20)

1-0
A2 (P) = 1= cinho — can® X2 Tr (Z)| = [A2 (P) — Pya| < — A (9) (A21)

We then use the result from [Wil92] to compute P™ and v, 3,,. To compute P™, we first compute
the matrices X and Y -

xo P=2@®)I 1 (PL1 — X2 (P) P )
A (P) =X (P) M (P)— X2 (P) P Pyo— X2 (P) )
y_ P=xn@P)i1 1 (/\1 (P) — P11 —Piy )
X (P)= M (P) M (P)—X(P) —Pa AL (P) = P

Then, P = \; (P)" X + Ay (P)"Y, which gives

P — Pl,lafn - bn P1,2an
o P2,1an P2,2an - bn

where

S <)\1 (P)" — Xo (P)n> I <)\1 (P)" Mo (P) — A1 (P) X2 (P)n>
" M (P) =X (P) )7 A1 (P) = A2 (P)

Therefore, for yg = { gg } , we have

oo =P = 0P+ o) (5 Gy ey ) ~eoh () (P)< (P e (P)

B = X P'yo = (o Pt + foPa2) ( N (B (P) ) —BoM(P) A2 (P) | == 55— )
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Therefore, using Eq[A:20]and Eq[A2T]
1-0 A f)\ (P)"
an < a0 ()" + (BP0t (150 ) (1252 P; )
— X2 (P
= aohy (P)" + (Boc:m Ak + g2 W( ))( % Epi ) (A24)
)"

B < foda (P)" + (a0P21+ﬂOC3C5 2\ ( >> I)DzAQ Ezjj

ot om0 (59) (53
(A25)

Recall that using Eq[A.20]and Eq[A2T]

2¢sc 1-6
M (P) = 20 (P)| 2 [P = Paal= 22228 (10

2 1-46
=c1n (()\1 —A2) —ani Tr (X)) + UU/\f) _ CC34C5 A2 < >

0
2 1-6
o) - 5 (159)

> =10 (A — A2)

Substituting in Eq[A.24]and Eq[A.25] we have,

om0 oon (o) (w02 ()]
s o giet) (2 ()

Hence proved. O

Lemma A.2.6. Let U € R¥™ then, for all t > 0, under subgaussianity (Definition and the
step-size 1) satisfying (1 — 0) (A1 — X2) + 2L*0*nA? = 2L 0\ Tr (X) for 0 € (5,1) then we
have

ME [UT Bl viv] B,U] <47 [Oéo +nhi (9()\?)\1/\2)> (50 + g ( ; 9))] ;
22 Tr (S 1-0
B [T (U7 BIVAAVIB,0)]) < ook + | (s ) (o + 0 (S50 ) ot

where By, is defined in Eq agp = MviUUTvy, By=Tr (UTVJ_AQVEU) and

1-40
|’yl —1-2nX\; — 4L404772)\f| <AL*c*n?)2 (9>

1—
2 — 1= 2nXy — 4L " n* Ao Tr (2)| < 4L%0* A} (f)

Proof. Let o, :== M E [Tr (UlTBnUUTBgvl)] , Bn i =E [Tr (UTBYJ;VLA2VEBHU)] such that

an + B =E [Tr (UTBIEB,U)]
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Define A4, := X, X[ and let F,, denote the filtration for observations i € [n]. Then,
oy = ME [vf B,UUT Bl vi]
=ME[vf (I +1A,)BootUUTBE_ | (I+n4,)v]
= ap_1 +290ME [v] 4,B,1UUTBY_ v1] + *ME [vf A, B,_1UUTB!_| A,v1]

= ap_1 4+ 20ME [vf £B, \UUTBI_jv1] + P ME [(v] X X v1) (X! B,-1UUTB]_1 X,,)]

= an_1 (14 20A1) + 0’ ME [(v] X X 01) (X! B, oaUUTB]_1 X,,)]

=a,_1 (14+2n\) +7°E {E [(UITXnX,fvl) (Xp B,1UUTB!_,X,)

)

IA

1 (14 20X\1) + 7° M E

]—'nl] E [(X{BnlUUTBngnf

\/ E |:(U{XnX3;7)1)2

2)

= ap—1(1+2n\) + 772)‘1IE \/E |:(X%1U1U¥1Xn)2 ‘]:n—l:| E |:(X77;Bn—1UUTBn—1Xn)2

)

< an_1 (14 2n)\;) +4n? Lo\ Tr (Z, vlv?) E [Tr (E, Bn,lUUTBE_l)] , using Lemma[A:2.2) with p = 2

= a1 (14 2p0) + 4" L0 AF (B [Tr (Mvrvf + VAV, BaaUUT B,y )])

= (14 20\ +4°LYo"\]) oy + 40P LHo*AE6, (A26)
and similarly,
B =E [Tr (UT BV AV B,U)]

=E[Tx (A;VI B UUTBIVIAS )]

=E [Tr (AQ%VLTBanUTBg_IVLAQ%)} + 2nE {Tr (AQ% ViTAan—lUUTBz:_l\/LAQ%)} .

+1°E {Tr (AQ% VIAB, U UTBEAA”VLAQ%”

= fno1 + 20E [T (A; VISB, . UUTBT VA )| + P [(XTViAVTX,) (XT B, UUTBL X,

= Bp_1 + 20E [Tr (A3VI'SB,_.UUTB!_ V)] + n°E []E {(X};VLAQVLTX“) (XI'B,..UUTB!_,X,)

)

]—"nl] E [(X;{BnlUUTB,f_an)Q

]

< (1+29X2) Bpe1 + 4n° LYo T (SVLA V) E [Tr (B, .UUTB!_,)] , using Lemma[A2.2 with p = 2

= (1 + 2nXo + 47]2L4O'4 Tr (A%)) Bn-1+ 47]2L404 Tr (Ag) 1

< (1+ 20X +49°L*0* Xy Tr (A2)) Bae1 + 49° LA™ Tr (A3) avn (A27)
Writing the recursions in a matrix form, we have
o' 1+ 20\ +4n?Lio* )2 Lot )\? Qn—1
<5n> - ( APLAot Tr (A3) 14 2npho +4n°Lie X T (A2)> (ﬁn_1> (A.28)
The result then follows by using Lemma[A.2.3] O

Lemma A.2.7. Let U € R¥*™ then, for all t > 0, under subgaussianity (Definition and the
step-size 1) satisfying (1 — 0) (A1 — A2) + 2L*0*nA? = 2L 0 nAo Tr () for 6 € (5,1) then we
have

n 2M\ 1-6
E [U{BnUUTBSUJ <M {040 +nh (M) (50 + oo (9>>} )

E [Tr (VanUUTBgVJ-)} < Boya + {77)\1 (9 (/\?A—1 >\2)> (ao Tr/\(lz) +ho (1;9)>} K
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where B, is defined in EqEI ap = vlTUUTvl, Bo =Tr (VEUUTVJ_) and
1-6

|1 =1 —2nA\ — 4L 0" A]| < 4L%0"n?\3 (9>

1-6
|2 =1 —2nXo — 4L 0" X Tr (8)| < 4L%0* 0’ AT <9>

Proof. Let a,,, := E [Tr (vlTBnUUTBZ:vl)], Bn = E [Tr (VEBnUUTBEVL)]. Define A,, :=
X, X' and let F,, denote the filtration for observations i € [n]. Then,
oy =E [v] B,UUT B} v1]

=E [v] (I +nA,) B, UUTB]_ | (I +nA,)v1]

= ay_1 + 20E [v] A, B, 1UUTB]_ v1] +0°E [v] A, B,_«UUT B} _ | A,v1]

= ap_1+ 20K [0{ B, UUTB]_ v1] + 0°E [(v] X, X v1) (X)) BooiUUTB]_ 1 X,,)]

= an-1 (14 20\1) + 0°E [(vf X X v1) (X B, UUTBE_ 1 X))

2

}'nl} E [(X;{BMUUTBglxn)

=a,_1 (14+2n\) +7°E |E [(ulTXnX,{vl) (XI'B,..UUTB!_,X,)

2

<ap1 (1+420\) +7°E \/E [(vlTXnX%“vl)2

2)
)

< an_1 (14 2n\) +4n? Lo Tr (Z, vlvip) E [Tr (E, Bn,lUUTBgfl)] , using Lemma[A:2.2) with p = 2
= ap_1 (1+20X1) + 49> LA* Ay (E [T (Aorv] + VAV, B, .UUTB!_))])
< (T+ 20\ +49°L*0*AY) a1 + 49> L0 A Ao Bn1 (A.29)

=an_1 (14 2nA1) + n’E \/E [(X}fvlvlTXn)z

]-"n_l} E [(Xan_lUUTBn_an)2

and similarly,
B =E[Tr (VI B, UUTBLV.)]
=E[Tr (VI (I +n4,)B,otUUTBI_| (I +nA,)VL)]
=E [Tr (VI B,yUUTBY_\V1)] + 20E [Ty (VI A, B,y UUTBY V)] +
+0°E [Tt (V] A, B, .UUTB]_1A, V)]
= Bu—1+ 20E [Tr (VI EB, \UUTBL_, V)| + ’E [(XIVoVIX,) (X B,onUUTB]_ 1 X,)]
)

= Bp—1+ 20E [Tr (VI £B,«UUTBL_, V)] +n’E {E [(X,?VLVLTXH) (X!'B,_«UUTB!_ | X,)

-
\/IE {(X};VLVLTX”)Z fn_l”

< (142902) Bt + 40 L0 Ty (ZVLVLT) E [Tr (EBn_lUUTBZ;_l)] , using Lemma[A:2.2with p = 2
= (1+2nXa + 40°L* 0™\ Tr (A2)) Bt + 40° L 0\ Tr (A2) s (A.30)
The result then follows by using Lemma[A.2.5] O

Lemma A.2.8. Forallt > 0, under subgaussianity (Definition , let U € R¥™. Let the step-size
1 be set according to Lemma then we have,

E (] BuUUTBIm)’| < 18" o+ N Y (v ()]
1 Dn n V1 = 0T N 000 — ) 0 0 0 )

E[Te (VIBUUTBIVL)®| < (Boug + [nAl (9(/\?%) (aoTrA(lz) +Bo (T))] u’f)2

< (1+20)2) Bu1 +1°E

]-"n_l} E [(Xan_lUUTBT X,)?

n—1
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where B, is defined in Eq ap = vlTUUTvl, Bo = Tr (VEUUTVJ_) and

1-6
|1 — 1= 2nAy — 500> LYo A\}| < 50L 0" A} (0>

1-6
|2 — 1= 2nXo — 500 LYo \o Tr (X)| < 50L*0*n’ AT (0)

Proof. Let ay, = E [ (o] B,UUTBYv1)’], 8, i= E | Tr (VIB,UUTBIVL)?|. Then, using
Lemma [A:2.9 we have,

ap < (L4401 4+ 1007* L0 M]) a1 + 10072 LYo M /a1 Bn—1 + 600n* L3o®\ B, 1
and using Lemma[A-2.T0| we have,

Bn < (1 +4nXo + 1002 LA Ny Tr (Z)) Brn_1 4+ 1000*L20*\; Tr (2) /atn—18n—1
+600n*L*o* N2, 4

Define a,, := \/a,, and b,, := \/B,,. Then using V1 +z <1+ 5, we have

an < /14 A0 + 10052 Lot Ma, s + 25072 L20°\3b, 1,
< (1 + 2nA1 + 50772L4a4/\%) Ap—1 + 257]2L202)\%bn_1

bp < /1 +4nhs 4+ 10002 LAc4N, Tr (X)b, 1 + 25n°L%0%N\2a, 1,
< (T+2nX + 50n° L ot Ay Tr (2)) bp—1 + 25m2L20* N2 a, 1

The result then follows from Lemma [A.2.5] O

Lemma A.2.9. For all t > 0, under subgaussianity (Definition , let U € R>*™, q, =
E[(f B,UUTBI)’|, By =B | Tr (VI BUUTBIVL)?| and nL2a?\ < 4 then
o < (1 + 41 4+ 1000°L*0*A) appq + 1000° LAo*A\f/an—18n—1 + 600n* L8031 B,

where B,, is defined in Eq[3]

Proof. Let A,, := X,, X! and F,, denote the filtration for observations i € [n]. Then,
o =E| (o] BuUUT Bl 1)’
) [(U{Bn_lUUTB,{_lvl + 20T A, B, \UUTBT v, + n%lTAan_lUUTBZ_lAnvl)Q}

= a1 (14 49)y) + 452 E {(vlTAan_lUUTB,{_lmﬂ

T
+20°E [(vf BpotUUTB]_jv1) (v] AyBn—1UUTB]_  Apv1)]
T>
+4n*E [(v{ AnBo1UUTBE_v1) (v] Ay B, 1UUTBL_ A1)
T3

+'E [(U{Aan,lUUTBS,lAnvl)Q} (A31)

Ty
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For T},

T, =E

=E

<E

T Ay B UUTBY_ 101)2}

(
E[(X vvf X,,) (X ByonUUTB]_jvivf B,o1UUTBY_1 X,,)]

E [(X v1v] X)) (XF Bt UUTB]_jvivf B, \UUTB_, X,,)

\/E [(nglv{Xn)Q

2

]—"n_l} E [(X,{Bn_lUUTBT vl B, \UUTBT_ X,)?

=)

<AL'e* Tr (Sv10] ) E [Tx (SB,—1UUT BYjv10f B,;UUTBY_,)], using LemmalA.2.2|with p = 2
=4L'%" N ay,—1 + 4L\ E [Tr (VL AV B, UUT BY_vio] B,_.UUTB]_})]

<4L'0*Na,_1 + 4L N \E [Tr (VLVI B, 1UUTBT vt B, UUTBL_ )]
=4L*%*Nay,_1 +4L*0* M\ \E [v] B, UUT B! V. VI B, \UUTB]_,v]

<AL'0* Aoy + ALY 0" M AE [(v] B UUTB]_ ) T (UTB!_ VLV B, 1U)]

<A4L*0* Moy, + 4L4U4/\1)\2m

<E

[(v] BooaUUTB]_jv1) (v AnBno1UUTBE_ Apvy)]
[(v] BuoaUUTB]_ 1) E [(v] Ap Bt UUTB]_ 1 Ayvr) | Frza] ]
[(v] BooaUUTBY_ ) E [(Xv10] X)) (X Byt UUTBY_ X,) | Fai]]

(v B, \UUTBT_ v) \/ E {(nglvlTXn)Q

]-"n_l] E [(X{Bn_lUUTB,{_lxn)z’ |]-"n_1”

<AL'0E [(v] B,o1UUT BY_yv1) Tr (Sviof ) Tr (SB,—.UUT BY )], using Lemma[A.2.2| with p = 2
=4L'0*" N an_1 +AL*0* ME [(v] BpotUUT B]_jvy) Tr (VLA VI B, UUT BE_,)]
<4L'0* Moy + 4L N AE [(vf B UUT B vy) Tr (VLVI B, UUTB]_ )]

S 4L40'4>\%04n_1 + 4L404A1)\2\/ an—lﬂn—l

For T3,

T, =E

< (3L202)3)\1%E {T (  UUT BT 12) ( lTBn_lUUTBg_lvl)%} , using Lemma|A

2(3120%)" Af (Mot + ME [(U?Bn,lUUTB,f,lvl)% Tr (VI B, sUUTBT_, V) ’)

[(v] An B, 1UUTBY_yv1) (v] ApBn1UUTBE_ Ayvy)]

E[(x%v)* (XTB, ,UUTBL_v)) (X,?Bn_lUUTBZ_an)}

(XTo0TX,)? (XTB, sUUTBT_ X,)* |UTBT_ ], ]

Faca | 07 BE

3
2

E [(nglvfxn)g (X7 B, UUT B, X,,)

\/E [(XgulvlTXn)s

fnl} \/IE [(XanlUUTBEIXn)B

faIHUTBTlvng]
2.2

withp =3
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—2(3L20%)° Ma, 1 +2 (3L%2)" x

i VA |UTBE w2 T (VI B, UUTBE_, V)

\/3nL2o2

<2(3L%6°)° N, 1 + (3L20%)°E

V3nL2o2 Ao Tr (VI B, .UUTBL_ V)

Al)\QU{Bn_lUUTBZj_lvl Tr (Van_lUUTBZ_l‘/l)
3nL202

+n(3L%2)"E [A%A% e (VT Bn_lUUTB,f_le)Q}

(3[/20'2)2 /\1)\2 E

=2 (3020%)" X, 1 + [WIB, yUUTBI_ v, Tx (VI B, sUUTBY_,V,)]

+1(3202)" \2A2E [Tr v Bn_lUUTB,f_lVL)Q}

VO 1Bt +1 (L% N2A26, 4

(3L20'2) 2 /\1)\2

<2(3L%62)" N, 1 + .

For T},
T,=E [(UITA”Bn_lUUTBZ,lAnvlﬂ

—E [(X}f vl X,)* (X7 Bn,lUUTB,{,an)Z}

_E [E [(X,%lvfxn)z (XTB, \UUTBY_ X,

S

< (4L202)4E l\/E [(W{XnXgm)él ‘Jrn1:| E [Tl“ (anlUUTBgflE)4

fn1:|

fnl] , using Lemma|A.2.2|with p = 4

< (11%0%)'B N (T50) B | T (8,007 5], 2)*

= (4120%)" XE {\/(Tr (Bn_lUUTBE_lE))ﬂ
— (4226%)" ME | (Tr (Bu-aUUT B ViAVT) + X T (By i UUTBI i)’
<2 (4L%6%)" X2 (A3Bat + A2y

Substituting in Eqalong with using nL?0%A; < 1 we have,

an < (14 40\ + 1000 L*0*A}) a1 + 10002 LA 0* A\ \/ctp—1 Bt + 6000 L8N} 8,1
Hence proved. O
Lemma A.2.10. For all t > 0, under subgaussianity (Definition , let U € RI*m,
an = E|IB.UUTBIu)Y|, Bu = E[Tx(VIBUUTBIVL)'| and ni%e* <
imin{)\ll, . m} then
Bn < (1+4nAs + 100n% log (n) L o* X Tr (2)) Ba—1 + 100n? log (n) L20* A\ Tr (2) v/an—1Bn—1

+ 60092 log? (n) L*a* Moy,
where B,, is defined in Eq 3]

Proof. Let A, :== X, X! and F,, denote the filtration for observations i € [n].

Let
an—1:="Tr (VI B,_yUUTB!_\V\) ,by_q :==Tr (VI A,B,_«UUTBL_,V.),
en-1:=Tr (V' A,B,_,UUTB}_ A, V)
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Then,
Bn
—E [T (VI BUUTBIVL)’]
=E |:(an71 + 2T]bnfl + 7720n71)2i|

< Bt (14 4nho) + 4% E [Tr (VJ_TAan,lUUTBE,le)z}

Ty

+20°E [Tr (VI B, UUTBL_ V) Tr (VI A, B, UUTBL_ | A, V)]

Ts
+40°E [Tr (VI Ay B, UUTBY_ V) Tt (VI A, B, UUT B! A,V1)]
T3

+ it E {Tr v Aan_lUUTBZ_lAnVl)Q} (A32)

Ty

T =E[Tr (VfAan_lUUTBE_le)?
(X3 B UUT B ViV X))
<E[|IVI BurUUT B X[} VX2

— 8 |B ||V B a0 B X [V X

)

Foa| B VR

<E \/E [||Van1UUTB£1X"’|§

=)

(22%6%)°E [Tx (V] By UUT BY_, 2B, _,UUTBL_,V.) Tr (VI'£V1)] . using LemmalA.2.9with p = 2
(2026 E [Tr (VI B, «UUTBI_, (\orol + ViAVT) By (UUTBY_ V) Te (VISV,)]

(2L202)2 Tr (Ag) <>\25n71 + A1 m)

INIA

IN

For T,
T, =E[Tr (VI B,_«UUTB!I_ V) Tr (VI A, B,_1UUTB]_ A, V)]
=E[Tr (VI B,-2UU"B]_\V.) (X! B, UU"B]_ X,,) (XIV.VIX,)]
=E [ﬁ (VI'B,..UU"B]_,V.)E [(X,{BnlUUTB,len) (XaviVEX,) fnlﬂ

N

E

Tr (VIB,_.UUTB}_ V) \/E [(X{BnlUUTBngn)g

]—'nl} E [(XgVLVanf

—~
.
=

fn1:|‘|
(20%6)E [Tr (VI B, yUUTBY_,V\) Tr (UTBY_£B, ,U) Tr (VISV,)],
— (2L%6%)* Tr (A) E [Tx (VI B,y UUTBL_ V) Tr (UTBI_, (Mviv + ViAVT) B, 1U)]

(2226%) T (A2) (AoBu1 + Miv/@n15n1 )

IN

IA
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where in (i) we used Lemma[A.2.2)with p = 2. For T3,

T3 =E[Tr (VI A,B,UUTB]_ V) Tr (VI Ay B, 1 UUTB]_ A, VL)
=E[(X!B,..UU"B!_\viVIX,) (X! B,_«UUTB}_ | X,) (X} V.V]X,)]
<E| |7 BL 1 Xa IV X3 |07 BV,

K JE{HUTBE1XRH2HV Xl

<IE:\/E [|

Faa| 07 B i

| & IvE xS

Faoa| 07 B i,

—E \/E [(XanlUUTBg_IXn)?’

]-'nl] E [(X{VLVLTXH)?’

]-'nl} |lUTBT v,

3126%)"E [T (UT BI_ 2B, \U)? Te (VISVL)? ||UT BT Vi ,] . using Lemma

3

(
= (3L20?) Tr(Az)i]E{Tr (UTBT_\SB,_,U)* |[UT BT VLHQ}
2

I

A.2.2|withp =3

<2(3L2%2)° Tr (A1) P E [(A; (T B s UUTBT j0))? + M T (VI B, ,UUTBT_ 1n)%) ||UTBZ_1VL||2}

<2(3L2%)° A} Tr(AQ)%JE[(UlTBn,lUUTBT o) T (VIB, ,UUTBT ,V,)? }
2 (3L20%)° 3 Tr (Ao)? E [T (VI By UUT B V1)

3

= 2(30%0%) \F Tr (M) P E (vlTBn_lUUTBE_lvl)%Tr(VLTBn_lUUTBZ_lVL)%}

3

+2 (3L%02)° A Tr (A2) B [Tx (VI B, U0 BE_, V1)’

= 2(30%%)° \f Tr (A2) P E |/ (o By UUT BT 1) Tr (VI B, \UUTBT V) (o]

+2(30262)° A3 Tx (Ag)% E[Tx (VI B, U0 BE V1)

B,_UUTB}_ v)

< 2(3L%6)* Ay Tr (Ao)? /an_1Bn_1 + 2 (3L%02) X2 Tr (As) a1 + 2 (3L202)° A3 Tr (A2)f By

For T},
Ty =E|Tx (VI A, B,_ 1UUTB£_1A,LVL)2]

=K (X B UUT B, X,) (XEVLVIX,)?]

—E|E {(Xan_lUUTBS_anf (XIv,VTX,)

&)

1} E [(nglvfxn)

<E \/E {(XanIUUTB,{lxn)4

=

< (
(4L202) " Tr (A)* E [Tr (UT BT, (MvoT + VLA VT)) B, 1U]”
2 (42%62)" Tr (A2)? (M an—1 + A3Bn-1)

< (4126%)"E [T (U7 BY_, 2B, 1U) e (VI2V1)’]

IN

IN

Substituting in Eq|A.32[along with using nL20? < % min {)\17 T %2) , \//\1”1“7(2)} we have,
1 r 1 Tr

Bn < (1+4nXa + 1007°Lio* Ao Tr (X)) Bro1 + 100n° L2302 A; Tr (2) /o181
+ 600n*L*'0* N2,y

Hence proved.

https://doi.org/10.52202/079017-2372 74557



Lemma A.2.11. Ler U € RY™ and ug ~ N (0, 1), then for all n > 0 we have

E [u§ BEUU" Byug] =E [v{ BIUUTB,v1] + E [Tr (VI BLUU B, V)]

Proof.
E [ul BIUUT Byuo| = E [Tr (u§ BLUUT Buo) |
E [E [Tr (U Bpuoug BLU) |By]]
=E [Tr (U" BLE [uouf|B,] BLU)]
=E [Tr (U" BLE [uou] BLU)]
=E[Tr (U"B,B}U)]
=E [Tr (U" Byoro] BJU)| + E[Tr (UT B, VLV BIU)]
=E[v{ BIUU" B, | +E [Tr (VI BIUUT B, V)]

Lemma A.2.12. Let U € R™™ and ug ~ N (0, 1), then for all n > 0 we have

E |(uf BIUUT Byuo)’| < 6E [ (o] BTUUT Bywn)’| + 6B | Tr (VI BIUUT B, VL)’ |
Proof. Let the eigendecomposition of BT UUT B,, for a fixed B,, be given as PAPT such that
PPT = PTP =T and A > 0. Denote ug = u and y := PTu. Therefore,

E [(UOTB;FUUTBnuO)Q} -F [(UTPAPTU)Q}

()

d

=D NE [y + > MNNE [v7y)] (A.33)
i=1 i#j

Note that E [y] = PTE [u] = 0, E [yy”] = PTE [uu”] P = PTP = I. Therefore, y ~ N (0, 13).

Therefore, E [yﬂ =3and E [yl yj} E [ 2| E Y; ] = 1. Therefore,

E {(ugBZ; UUT Bpuo) } - 32 A2 3T (A34)
i#£]

Substituting in Eq[A:33] we have

IEJ{( TBTUUT Byug }_3ZA2+ZM
i=1 i#£]

[

—3E |[Tx (BIUU” B,)’]
= 3E [(Tx (o BIUU" Bywn) + Tr (VI BIUUT B, V1))
<6 (E| (] BIUUT Byr)*| + E T (VI BIUUT B, VL))

O
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A.3 Proofs of entrywise deviation of Oja’s vector

We first state some useful results here. Let ag = vy (i)?, by = Tr (VIieel Vi) =1-u (i)%. Let
the learning rate, 7, be set according to Lemma[A.2.4] Note that (1 4+ z) < exp (z), Vz € R. From
Lemmal[AZ2.7] we have

E {(v{Bnei)ﬂ < (1421 + 8L A2)" [ao + 1A\ <4)\1> (bo + ao)}
(A1 — A2)

4\

< exp (21 + 8L o " nA}) <ao i (()\1—)\2)

> (bo + ao)) :
(A.35)

E[Tr (VI Bueiel BIVL)] < by (14 2nho + 4L 0" n? 2o Tr (B) + 4L40*?A3)"

4\ Tr (X) 4 4 2,2\
+ |:’I7)\1 <()\1 _)\2)> <(10 ¥ +b0):| (1+277/\1 +8L%¢ n )\1)

< byexp (2nnAs + 4L n*nAs Tr (2) + 4L%0*n’nA})

4\ Tr (%) 4 4.2 2
+ [77)\1 ((/\1 — )\2)> (ao N + bo)] exp (277n)\1 +8L%0"n n)\l)
(A.36)

Similarly, from Lemma and using (a + b)* < 242 + 2b2, we have
4 2 4 2
E {(U{Bnei) ] < (14 20\ +100L%0*n?A3) ™" [ao + 1A <M) (bo + ao)}
1= A2

4\ ?
< exp (4nqnA; + 2OOL404772n)\?) {ao + A1 (()\1)\)) (bo + ao)] ,
1— A2
(A37)

E {Tr (VI Besel BY VL)Q]
< 262 (1 + 20X + 5002 LA™ Ay Tr (5) + 50L4 0y A2)*"
2)\1 TT(E) 1_9 2 4 4 212\2n
2 |nA bo | —— 1+ 2nA 100L A
+ [771(0()\1_/\2))<a0 N +0< 7] (1+2n\ + o'’ A1)
< 25 exp (4nnAz + 100n°nL o A; Tt (2) + 100L*0*n’nA?)

4 Tr (S 2
+ 2 |n\ M ag r () + bo exp (4nn)\1 + 200[440'477271)\%) (A.38)
(A1 —A2) A1

Finally, noting that (1 + x) > exp (x — z2) Vx > 0, we have

E {(vlTBnei)Q} > (E [vlTBnei] )2 =y (0)* (14 nA1)*" > vy (i)% exp (2nnA1 — 2n*nAT)
(A.39)

Now we are ready to provide proofs of Lemmas [3.11]and [3.12}

Lemma 3.11 (Tail bound in support). Fixa d§ € (0.1, 1). Define the event G := {\vlTu0|2 %} and

threshold 7, := \/% min;es|vy (i) (1 + nA1)". Let the learning rate be set as in Lemma Then,

for an absolute constant C'yy > 0,

YieS, P <|ri|§ Tn

g> < CH

A1 ) 1
Ailo +nA
nA1log (n) +nAy <)\1 “x) (i)zl
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Proof of Lemma[3.T1] Letuy = avy + bv, forviv; = 0and @ = ulvy, and b = ulv, € R for
some vector v orthogonal to v;. Then Vi € S,

2
Iri|< 1 = ’I“Z-Z ST,% = (eZTBnyO) < T,s

— g2 (el-Tanl)Z +b? (eZTanL)2 < TEL

= a? (eiTanl)2 < 72 (A.40)
Then,
P(HS Tn ) ( eI'B V1) 2§T,§ Q), using Eq[A.40
<P TB 2 - 67’3
> nvl = ? g
TB0)? < A4l
6 n’Ul ~ ? ( 3 )

For convenience of notation, define v,, := %Tn and ¢; := |el B,v1|. Then,

2 67—2
P ((ezTanl) < 5;) =P (¢ <)

<P(lgi —Elg] > [E{g] =),

=P (g —Elgl > [E[g]|-m),
E[q] -Ela)]® . .

< ——————, using Chebyshev’s inequality (A42)
(IE [gi} [=vn)

E [(vI BT e;el Byvy)] — E [vf Ble,]?

- _(A43)
(IE [of BEei] |- 25 (mingeslor (D) ]) (1+n)")
T;
We now bound T; using Eq[A-35]and Eq@ as -
exp (2nnA1 + 8L o n?nA?) [ SN (0\1 Az))} ()7 (14 nA)™"
- (lor (&) =3 mlnzes|vl @) 1) (14 mA0)™"
exp (2nnA; + 8L*o*n’nA}) [ o Af)‘g\z )} vy (i)% exp (2nnA1 — 2n*nA?)

)
(l1 (@) -3 m1n1€S|U1 (i)])” exp (2mmA; — 277 nA?)
exp (2 (4L4o'4 + 1) n n/\%) [Ul (Z) + 77/\1 (()\filkz) :| — Ul

(Jo1 (4) |- minges|or () )

The second inequality follows from the fact that 1 + x > exp(z — mQ), for x > 0. Note that for
x € (0,1), expa < 14 2x. Therefore, for (8L4U4 + 2) n*nA? < i, we have

(exp (2 (4L%0 + 1) n?nA2) — 1) vy (i) + 30\ (ﬁ)

Ti < . 1 .. . 2
(lv1 (4) |- minges|vr (4)])
4 (AL40% + 1) nA2uy (1) + 30 ((Afgz))
S 4 2
vy (2)
31 (7)
=414 (4L404 + 1) n*nA3 4 —(/\12)\2)
vy (2)
The result then follows by using Claim(2) in Lemma[A2.4] O
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We next provide the proof of Lemma [3.12}

Lemma 3.12 (Tail bound outside support). Fix a § € (0.1,1). Let the learning rate be set as in
Lemmaana’ define the threshold T, := \/% min;es|vi (7) (1 + nA1)". Then, for min; vy (i)| =

~ 1
Q (A1>\—1/\2 (%) 4) and an absolute constant Ct > 0 we have,

2
M) 1
Vig S, P(ril>m)<C 2A2< )
¢ (ril> 7n) < Cr 0"A | 5 52 minges, vy (i)

Proof of Lemma[3.12] Note that fori ¢ S, ag = 0,by = 1. Therefore, we have,

AN 2
E {(vlTBgeieiTanl)z} < exp (477n)\1 + 200L4U4n2n)\%) [n)\l (M)} , using Eq|A.37]
1— A2
(A44

E {Tr (VLTBgeieZTBnVL)Z} < 2exp (dnqnAs + 100n*nlog (n) L*o* Ay Tr (£) + 100L*o*n’*nA})

4 2
+2 [n)\l ((AlilAz)ﬂ exp (4nnA; +200L*0*n’nAT) , using Eq|A4.38
(A.45)

4\
E [vlTBz:eieanvl] < exp (27771)\1 + 8L404772n)\f) <77)\1 (M)) , using Eq|A.35
1— A2
(A.46)

E [Tr (VI Bleie] B,V1)] < exp (2nnAs + 4L 0" n*nAs Tr (X) 4+ 4L 0" n*nAT)

4\
+ {7])\1 <(1)] exp (27)71)\1 + 8L404n2n)\%) , using Eq|A.36

A — Ag)
(A47)
s min v (i)° ) (1 4+ nA)" > > minv; ()% ) exp (271 — 2¢°nA?) using Eq|A.39
2 \ies ! ) =50 \es ™t AL = 21 AY :
(A.48)
Define
gi =10 —E[17] (A.49)

Note that using Assumptions [2]

i
16enA; ((,\17,1,\2)) o Blog(n)  128eh 768¢ ylog(n) o

mingegvy ()7 ~ (A —A2) " minjes vy (i)* T mingeg v (i) n

where the last inequality follows for sufficiently large n mentioned in the theorem statement.
Therefore, using Eq [A:46] and along with Claim (3) from Lemma [A24] g; is bounded
as

62
gi > (46 (Hélél U1 (2)2> exp (2nnA; — 277271)\%) — exp (2nnA2 + AL o n*n g Tr (X)) + 4L4U4n2n)\%))

2
> exp (2nnA1 — 2n°nA}) (fle (1;%1? vy (2)2> —exp (—0nn (A — /\2)))
S 200 )? 2mA; — 2n°n\? A.50
Z 9a2 Igélgv1(l) eXp(nn 1—210°n 1) (A.50)
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where the last inequality used Claim (4) from Lemmam Therefore, we have,
P(|r;|> 1) =P (r} > 77)
=P(r}—E[r}] > -E[r}]),
<P(jr} —E[r?]|> 72 —E[r?]), since from Eq[A30]g; >0
2
'l

E[(r?-E[?])’]

2

(r2 —E[r?])
_EN]-E[’
(r2 —E[r?)?

E (v BEeiel Buyo)®| — E [y B ere? Buyo)”
= =R, (A5l

2
(% (minies vy (2)2) (1+nX\1)" — (E [y BLeiel Byo] ))

We now bound R;. Therefore,

E [( BTele Bny0)2]

(£ (minies o (%) (1 4+ 90)" — (B [of Blewe! Bu]) )

6 (E (v BIeiel Byvr)®| + B[ Tr (VI BEesel BuVL)’) )

R;

—
INS
=

2
(g—z (minies V1 (1)2) (1+n\)" —E [UTBTeieTanl] —-E [Tr (VTBTeieTBnVJ_ )

where (i) uses Lemmas|A.2.11)and |A.2. 121 Denote the numerator and denominator of R; as N (R;)
and D (R;). For the numerator N (R;) using Eq|A.44{and |A.45| we have

4 ? 2
A exp (4nnAy + 200L404n2n)\§) 14+ —exp(—0nn (A1 — A2))
(M — A2) 3

4 2
<20 {77)\1 (()\l_Al)\Q))} exp (47771/\1 + 200[140'477271/\%)

where the last inequality follows from Claim (4) in Lemma For the denominator D (R;), using

Eq[A50)

N (R;) <18 [nAl (

54 2
Z 5002 (I_Iéin V1 (z)2> exp (477n)\1 — 4r]2n)\§)

Recall that for z € (0,1), exp (z) < 1+ 2a. Therefore, for (100L*c* 4 2) n?nA? < 1 which holds
due to Claim (2) from Lemmal[A.2:4] substituting in Eq we have

400€2 (4X1)?
P(|Ti|> Tn) < ((54( )\2)2> 772)\% (A.52)

minges v;) (A1 —

D(R;) =g; >

O

A.4 Proof of convergence for support recovery (Lemma [3.1,Theorem [3.2)

We start with the proof of Lemma[3.1]

Lemma 3.1 (s-Agnostic Recovery). Under Assumptions E| Sor min, |vy (i) = ( - % z)

S + OjaSupportRecovery ({Xi}ie[n] Jkym = n?;\ig_(zl) with k > s satisfies, P (S C §) 0.9

Proof. Let £ = {S C §} and set § = % for this proof. We upper bound P (£¢). Define
r; == el Byug, i € [d]. Observe that
€ < 37, > Osuchthat {Vi € S, |r;|> Tn}ﬂﬂ{z 21 g S |ri|> T} <k -—s}
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or equivalently,
E¢ = V7, >0,{F € 5, |ry|< Tn}U{|{z’ 21 ¢ S, |ri|> T} >k — s}
Therefore, for any fixed 7, > 0
£ = {Fies |n< Tn}U{Hi 21 ¢ S, |ri|> T} >k — s}

Let G := {\vlTu0|Z %} and threshold 7,, := \/% min;eg|vi (1) [(1 +nA1)". Using a union-

bound,

P(E) <P({Fie S |ri|<m}) +P(H{i:i g S, [ri]>Tn}| >k —5)

Zigsp(|ri|2 n)
k—s+1

Q) +P(G)P (Hi € S, |ri|<

<P{{FiesS | n<m})+ , using Markov’s inequality

o)+

=P(G)P (Ei € S, |ri|<
ZingP (|7"i|2 Tn)

k—s+1
<P(G) +P <Eli €S, [ri|< ™, g) n Ziiiﬂ—pg:ﬂ? Tn)
igs P (|ril=
o) + BT
o) Byl
T

+

<P (G°) JrZIP (|ri|§ Tn

i€S

spwﬂ+§:POmgm

€S

T

Using Lemma |A.2.1} we have P (G°) < §. We bound 7} and T3 using Lemmas and
respectively. Therefore,

P(£°) <6+ Cx

At 1
nAislog (n) +ni ((/\1 - A2)> 2 (i)Q]

ies U1
2
PV 1
+C 2)\2 ( ) d—s
T A1 — A2 62 min,es, vy (i)° ( )
<50
where the last inequality follows by using the bound on n. [

Next, using Lemma 3.1} we prove Theorem 3.2}
Theorem 3.2 (High probability support recovery). Let Assumptions [I} [2] hold. For
dataset D = {X;},c,, let A be the randomized algorithm which computes S <

OjaSupportRecovery ({Xi}ie[n] ,k,n), where 1 1= n?Eicig_(ﬁl) and k = s. Then, for § € (0,1),
- 1\ .
min; |vy (i)] = Q (All\fxg (%) 4), S < SuccessBoost ({Xi}ie[n] LA, 6) satisfies,
P(S=S8)>1-9¢

Proof. Consider the set 7 := {S:S8 C [d],|S|= s} with the associated metric p (S,S’) =
1(S#S8).

Then, Lemma [3.I] shows that the randomized algorithm, A, is a
ConstantSuccessOracle (D, 0, T, p, S,0) (Definition [3.9).

Therefore, the result follows from Lemma [3.10}
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A.5 Proof of convergence for sparse PCA (Theorems 3.5]3.7)

We start by providing the proof of Theorem [3.3]in Section and then provide the proof of
Theorem [3.7]in Section[A.3.2]

A.5.1 Proof of theorem

= ”g"TwOOH. Then, for any subset S C S (obtained from a support recovery procedure such as
n 2

Algorithm , the corresponding output of a truncation procedure with respect to Sis given as:

Letv :

ng _ I/S\EJ\ _ I§an0
ols], |zll, |zBaw,

We first prove a general and flexible result that bounds the sin? error as a function of B, (see
Eq[3) and analyze the performance of vgrypc by viewing it as a power method on wy followed by a

truncation using the set S in the following result.

Lemma A.5.1. Let B,, and vy be defined as in Eqand Eqrespectively. For S C [d] such
that S 11 By, wy, then with probability at least 1 — §

Clog (1) T (BE (I5 = Iguol I5) B,)

sin’ (Vtrunc,v1) < 52

(A.53)

Utrunc = ‘

N

va;{IS N B
where C'is an absolute constant and § € (0, 1).
Proof. Using the definition of sin? error,

TI~B ? wi BT (I — ImvivlIs) Byw
Ul § nWo _ 0 n S S 1Y S n W0

sin? (Vtpunc, v1) = 1 — (A.54)

Hlé\anOH B w§ Bl IzBywo
For the denominator, with probability at least (1 — J), we have
(i) 62 52
T T T RT T T T
wf BY IgBuwo > w§ BY Iy sBywo > — Tr (Bn ISm§Bn) > ol BIIg cBuon (ASS)

where (i) follows from Lemma For the numerator, using (> from Lemma 3.1 of [JJKT16],
with probability at least (1 — J), we have

S S

Combining Eq and Eq with Eq completes our proof. O

Lemma provides an intuitive sketch of our proof strategy. Following the recipe proposed

. Clog(1) Tr BT IA—IAUlvTIA B,
in [JJK*16], we show how to upper-bound ¢, := 52(5) ( Zg S vf) )
1 ~Dn

wl BT (Ig - IgvlvlTIA) Bpwo < €' log <(15> Tr (BZ[ (I§ - IgvlvlTIA) Bn> (A.56)

. For upper-

bounding the numerator, we bound E {Tr (Bg; (I 5 — Lol I

§) Bn)} and use Markov’s inequality.

To lower-bound the denominator, we lower-bound E vaTI

n sm§BnU1 , upper-bound the variance

2
E (UITBZ I Sm§an1) } and finally use Chebyshev’s inequality. A formal analysis is provided in
the following theorem -

Theorem A.5.2 (Convergence of Truncated Oja’s Algorithm). Let Sc [d] be the estimated support
set, such that S 1L B, ,wq (see Algorithm . Consider any event £ solely dependent on the
randomness of S. Define:

Wgi=E Iz Izl I | €], Gg=E Iy 5| €]

Qg = UlTngl, Bo :=Tr (VfWgVL> , Do = UlTval, qo :=Tr (VngVL)
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Fix 0 € (0.1,1). Set the learning rate as 1 := n?(’)lzg_(zi) Then, under Assumption EI forn =

A1—A2
16— P(E°),

2
Q (s (Lg(”)) ) and po (1 + 15—6) < 14 2n);s (ﬁ) we have with probability at least

_ C'log (3) N ag(142nTr (X)) + 20\
Sln2 (Utruncavl) § 53(6) )\1_1)\2 0( L p(o )) L 1ﬂ0

where Vgpypc is defined in Eqand C’ > 0 is an absolute constant.

Proof of Theorem[A.3.2] We first note that from Lemma[A.5.1] with probability at least 1 — 4,

T T Ty .
sin” (vgrunc, v1) < Clo;(%) o <Bn I(;ST] 151)1;1 IS) Bn) =X (A.57)
V1 By Sﬂ§ nU1

Next, we bound Y, conditioned on the event £. Using Markov’s inequality, we have with probability
atleast 1 — 6,

Tr (B,T (Ig — IguwlTIg) Bn>

) B |Tr (Bg (Igf fvluﬁg) Bn) M

E |o7 BT (I§ - Igvluffg) By

5} +E [Tr (VfBg (I§ - Ié\vlvlTIg) BnVL) H
3

E [of BIWgBuo| +E [ Tr (VI BIW5B, V. )] -
= — 5 ,using S UL B, (A.58)

Note that (1 + z) < exp (z) V2 € R. From Lemma[A.2.7} we have

T RTi/ 4_4.2y2\" 4M
E {Tr (vl B? WSanl)} < (14 20A; + 8L n2A2) {ao ) <(A1A2)> (Bo + ao)]
(A.59)
E [Tr (va,? WanVLﬂ
< Bo (L+2nhs + 4L n? Ao Tr (X) + 4L n?A3)"

4\ Tr (X2 n

< exp (2nqnA; + 8L4U4n2n)\f) [n)q (ao Tr (%) + ﬂ()) <(4/\1> + Boexp (—20nn (A1 — X\2))

)\1 )\1 - )\2)
Tr (2 4
< 2exp (an)\l + 8L4U4772n)\%) [77/\1 (ao r(2) + ﬁo> (Al)] (A.60)
A1 (A1 —A2)

where the last inequality follows due to Lemma[A.2.4]

Substituting Eq and Eq in Eq|A.58] we have with probability at least (1 — ¢), conditioned
on the event &,

(00 (1 4 20Tx (2)) + 20\130) ( (;1232)) exp (2nmA; + 8LAo 2nA?)

Tr (B,f (I§ _ IgvlvlTIé\) Bn) < -
(A.61)
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Similarly, for the denominator we have with probability at least 1 — § using Chebyshev’s inequality,
conditioned on the event &,
g‘|
-1

Sr

E

2
(vlTBnIS N /S\BEm)

sBrv > E |:’U;FBHIS N $B v

el |-

B, I
V1 Sﬂ 75

E [UITBHIS N BEv

(A.62)

Recall that py := vIE {IS ns

8] v1. Using the argument from Lemma 11 from [JJKT16] and
S 1 B,,

E [U{Bnlsmng v

S} =K [UlTBnE [Isﬂ§ 5} Bgvl} > po exp (27711)\1 — 477211)\?) (A.63)

This is since the base case of their recursion, [JJKT16] has vlTI vy which is 1, but we have

oI'E {IS Ns é} v which is defined as pg.

Next, using Lemma |[A.2.8|and noting that v?[sﬂ sun +Tr <Vf]sﬂ §VL> =Tr (Isﬂ §> we

5‘|
< (14 20\ + 100L4 202" B | (07T, A~ A SN B 25
_(+771+ o'n 1) v Smsv1+n1 m T sN3s

< (14 20\ + 100L40 222" B | (07T, A~ A s 25

< (14 2nA + a'n?A?) ol |

0 Y 2
e ) o]
(A.64)

have,

E

2
(ﬁansﬂgB; v1>

< exp (417n)\1 + 200L404n2n)\%)

2
where in the last inequality, we used (vf[ sﬂ§vl) < vf] s 501 < 1. For convenience of

notation, we define

- ™ A\ 2
o=t amhomo (2 )+ (s (5 ) ) <

where we used N1 s (ﬁ) < % (due to Lemma|A.2.4) and pg < 1.

Substituting Eq and Eq |A.64|in Eq |A.62] and we have with probability at least (1 — J),
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conditioned on &,

v{BnGngvl

\/exp 100L40* + 4) n?nA?) ]% - 1) ,

0

3\

> po exp (277n)\1 —4n n)\2 (

%\

(%)
> poexp (2nnA1 — 4n’nA}) ( \/ 1+ 2(100L4* + 4) n2nA?) % - 1)
Do

\/¢ 7o - 2— (100L404 + 4) n)\2>
(@) po

> 5 exp (2nmAr — 4"nAY) (A.65)

> po exp (277n)\1 4n n)\2 (

S\

where in (i) we used (100L*c* +4) n?nA} < land z € (0,1), exp (z) < 1+ 2. For (ii), it
suffices to have

¢ —pg
%

which is further ensured by,

4 4
1+ 2nAs (7@1_32)) dnhis (7@1—&2)) 8\/(100L4a4 +4) 2nA2
1+ % ’ Ve ’ 4

we have using Lemma [A.2.4]

P

2
0

(100L*0™ 4 4) n*nAT < 2

<
- 16

b

0 >
=

Ppo = max

Note that for the choice of 7, and § > 10,

4)\1
s ((Al—Az)) (100L40* + 4) n?2n\2
5 > max , 8
1+ 15 V6 g

for sufficiently large n. Therefore, we only ensure that p is greater than the first term in the theorem
statement. Finally, let

e C108(G) AN a0 (14 2T (D)) +20Mfo

. &3 A1 — A2 Po
Using Eq[A.61]and Eq[A.65]and substituting in Eq we have with probability at least 1 — 24,
conditioned on &, x < &, or equivalently P (X >¢ '5 > < 20. Therefore,

P(x > ) :P(gm(ng’g> +IP’(SC)IP’( 50> gp(ng‘g) +P(£°) <204+ P(E%)

The proof follows by making § smaller by a constant factor. O

With Theorem [A25.2]in place, we are ready to finally provide the proof of one of our main results,
Theorem

Theorem 3.5 (Vector Truncation). Let Assumptions[I)and 2| hold and k > s. For dataset D :=
{Xi}ie[n] and wg ~ N (0,1), let A be the randomized algorithm which computes Vyuncvec

TruncateQja ({Xi}ie(g,n] .S, Oja, {mwo}), where 1 = %. Then, for min; vy (7)]

Q ((n%)%) ¥ ¢ SuccessBoost ({Xi}ie[n] A, d_lo) satisfies,

P A\ klog® (d
sin? (9,v;) < C” (/\1 _1)\2> gn (d)

with probability at least 1 — d=1°, where C" > 0 is an absolute constant.
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Proof. Let £ := {5p C S} and set § := % for this proof. Consider the following variables from
Theorem|A.5.2)

Wgi=E Iz Izl | €], Gg=E [Isﬂg | 5]
ap = v} Wavy, Bo = Tr (Vfwgn) , po == vl Gzor, qo == Tr (VngVl)
Since |S|= k, therefore,
By = Tr (Vf Wng) < Tr (Wg) < Tr (§) —k (A.66)

Furthermore, under event £, Sy; C {S N S } Therefore,

1
po = U?val > E U1 (z)2 =1- E U1 (1)2 >1- %(n), using definition of Sy; (A.67)
1€ Shi i%shi

To verify the assumption on p, mentioned in Theorem[A.5.2] it is sufficient to ensure

20 slog (n) )
< - = 7 — | =
77)\18(/\1_)\2>(1 n 1+4 1

which is true by the definition of 7) and n (see Lemma[A2.4). Lastly,

2
ay = UlTVVgUl =E {vlTlgvl - (vlTlgvl) | E]
<1-E [v?[g@l \ S} , using vf[:q\vl <1

<1- Z V1 (i)Q, since S C S
1€ Shi

= Y ()2 < Slos ) (A.68)
i§éShi n

Therefore, using bounds on f3y, pg and g from Eqs[A.66} [A.67]and [A.68|respectively, in conjunction
with Theorem|A.5.2] with probability at least 1 — § — P (£¢),

C'log (%) 5\

sin? (v v1) £~ - _1& nALk (A.69)
Using Lemma[3.1] P (£¢) < 56. The result then follows using Eq and setting 0 smaller by a
constant. 0

A.5.2 Proof of theorem [3.7]

We first state the result from [Lia23] achieving the optimal sin? error rate for Oja’s Algorithm.
Proposition A.5.3 (Optimal Rate for Oja’s Algorithm with Subgaussian Data (Theorem 3.1, [Lia23])).
Let {X;}, en] be i.i.d samples from a subgaussian distribution (Definition with covariance matrix,
3, leading eigenvector v1 and eigengap, A1 — Ay > 0. Then, there exists an algorithm OptimalQOja
which operates in O (d) space, O (nd) time, processes one datapoint at a time, and returns an
estimate © which satisfies, with probability at least 1 — 6, 6 € (0,1)

M)y dlog ()
(M —X)?  m

sin? (0, v;) <

where C' > 0 is an absolute constant.

Theorem 3.7 (Data Truncation). Let Assumptions [I| and [2| hold and k > s. For dataset
D := {Xi}ie[n] and wy ~ N (0,1), let A be the randomized algorithm which computes Druncvec <—
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TruncateOja ({ | Xi] =

S}Te(gn]
0 (/\1{1)\2 (%) ), ¥ + SuccessBoost <{Xz}

7g,OptimaIOja,{{m}te[%] ,wo}>. Then for min; vy (i)] =

NG

icn] JA, d_lo) satisfies,
AA2  klog(d)

(A=)

with probability at least 1 — d='°, where C" > 0 is an absolute constant.

sin? (9,v;) < C”

Proof. Letd := % Define the event £ = {S - S } Using Lemma we have that
PE)>1-9§

A1z klog(%)
(A1—X2)? n

for an absolute constant C' > 0. Therefore,

)

<P (x > g‘e) +6 (A.70)

Let x := sin® (Dguncvec, v1) and & := C

P(x>8) ZP(g)P<XZ§‘5> +PEP(x2 ¢

<P (x > 5‘5) P (E)

Therefore, next we bound P [ sin? (Dtruncvec; V1) ‘5 ) Therefore, we seek to bound the sin? error

after truncating the data using the true support, S. Note that
E [Is XX "Is] = Mviv] + IsViAV g

Therefore, after truncation, the leading eigenvector and eigenvalue are preserved, and the second
largest eigenvalue is at most Ay. Furthermore, the truncated distribution is still subgaussian, and
therefore Proposition[A.5.3]is applicable here and we have with probability at least 1 — 4,

Sin2 (@truncveca Ul) < f (A.T1)
Eq (A770) and (A.7T) show that A is a ConstantSuccessOracle (D, (n, k), T, p,v1, O (klog (d) /n))
(Definition  [3.9) for the set 7 = {u:u€R% [lull, =1} with the metric p(u,v) :=
|uu™ —vo T[], = 3 Isin (u,v)|. The result then follows from Lemma 3.10) O

A.6 Alternate method for truncation

In this section, we present another algorithm for truncation, based on a value-based thresholding,
complementary to the technique described in Section [3] The proof technique uses the same tools as
the ones described in Section[3] Both Algorithm [2]and | may be of independent interest depending
on the particular use-case and constraints of the particular problem. Theorem provides the
convergence guarantees for Algorithm @] Note that compared to Theorem [3.5] Theorem [A.6.7]
provides a better guarantee for the sample size. However, this comes at the cost of the sparsity
of the returned vector, ﬁoja—thresh’ not being a controllable parameter. We can however show

that the support size of ﬁoja-thresh is O (s) in expectation. For the purpose of this proof, let

Shi 1= {z 1ie S, v (4) > 108;@'1)}.

n

Theorem A.6.1 (Convergence of Oja-Thresholded). Let ﬁoja-thresh’ S be obtained from
Algorithm Set the learning rate as n = %. Define threshold -, =

2
4\?% minges, [v1 (i) |(1+nA1)™.  Then for n = (Sminie;hi ) (/\1’\71,\2) ), we have

E [|§|] < C's and with probability at least 3,

) R M % max {s,1og (d)} log (d)
sin” (Uoja-threshvv1> <c” <>\1 _ )\2> n

where C',C" > 0 are absolute constants.

) Shigg
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Algorithm 4 Oja-Thresholded ({Xi}ie[n] Vs 77)

Input : Dataset { X}, c[n)» learning rate i > 0, truncation threshold ~,,
Set b,, + 0 and choose yg, wg ~ N (0, I) independently
for tin range[l, 5] do

ye — (I +nXe Xy

Yt
% gt
Yt = T,
end for

S+ Setof indices, i € [d], such thatlog (|ey,|) + b, — log (7,) > 0.

v+ Oja ({Xi}ie{n/2+17,,,,n} > wO)
[v] <

f’oja-thresh A H \-EJAH
Sz

R A A SR o

_
e

—
—

. return {@oja_thresh’ S ]

Proof. Consider the setting of Theorem A.5.2l Set 0 := % for this proof and let £ be the event
{\vlTyo|2 %} By LemmalA.2.1} P (£) > 1 — 4. Recall the definitions,

5} , Gg=E [Isngg]

ag = vlTngl, Bo :=Tr (VJ_TW:Q\VJ_) , Do = vlTG§vl

— T
W5:=E [Ig — Igvivy I

We upper bound «, 3y and lower bound py under the setting of Algorithm [ Define r; :=
el B, yo,i € [d]. For ag, po, we have

2
o = ’Ufngl =E {vlTlgvl — (vf[gvl) ‘5}
=K [v?[gvl (1 — vf]gvl) ‘5}

<1-E [vlTlgvl

5] , using vlTI§v1 <1

=1-Y> u (i)QIP’(ieg;ieS‘f)),

€S
=> u (i)’ P (z ¢ Siie S’E) (A.72)
€S
Po = vlTval
=olE [Isng] v

> o ()’ P (z €Siie S‘é’)

€S

=1-) v (i)’P <z ¢ Sie 5‘5) (A73)

i€S
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Therefore, for both g, po, we seek to upper bound ), ¢ v1 (z)2 P (z ¢ §; 1€ S‘E). We have

> o (i)’ P (z ¢ Siie S’E) =Y un(i)’P <z ¢ Sie 5‘5) + > wn(i)’P <z ¢ Siie S‘E)
€S 1E€Shi €S\ Shi
slog (n . LG
< $+ > (1)2]P’<z ¢ Siie S‘E)
€S\ Shi
_ slog (n) + Z vy (i)° P (’I"i< Tnil € S’é’)
" €S\ Shi
(@) sl A 1
< slog (n) +Cy Z v1 (i)% | A1 log (n) + nAy < ! ) —
n , _ A1 = A2 ) vy (i)
€S\ Shi
1
= M + CH77)\1 log (n) + CH77>\18I ()‘1)
(A1 = A2)
1 . . log (n) .
< Cunii {s,log(n)} < 5 using vy (4) |> ,1 € Sh
For 3y we have
Bo <E [ﬂ (Wg) 5} = Z]P’(ie§8> > u (z')21p(ie§’5>
i€[d] €S
SZ]P’(ie§’€> +Z(1—v1(i)2)P<ie§‘5> :Z]P’<ie§‘5) +s—1
i¢s icS i¢S
P i> n
SZ]I"(IWIZ% 5) +31—Z(;(5)”+81
i¢S i¢S
< 22P(|ri|2 Yn)+s—1, sinceP(G) >1-0
igS
VIR 1 ’
<20C ! ) 2X2(d — s) 4+ s — 1, using Lemmal3.12
=T ()\1 Y ((52 min;eg,, U1 (z)2> T ) £

< 2s, using bound on n

The result then follows using Theorem
note that using a similar argument as T

A.5.2]and substituting the bounds on «y, 8y and pg. Finally,
heorem [3.5] we have

P(Shig§\5) < ZP(i¢§;ieShi 5)
1€ Shi
=Yr (|7“i|< Y3 € 5‘5) <Cu > niilog(n)+nh (A AlA ) 1' 2
1€ Shi 1€ Shi 1= A2 U1 (Z)
< Cuniislog (n) + C )\( M1 )Z LI
S n
= LanAislog HTAL M — Ao P (i)2 aS
using the sample size bound on 7. O
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We present a O (d) space and O (nd) time algorithm for Sparse PCA for
general covariance matrices.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Section [3.2]shows that we handle general covariance matrices in nearly linear
time, albeit at a worse sample size.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate ”Limitations” section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used
by reviewers as grounds for rejection, a worse outcome might be that reviewers
discover limitations that aren’t acknowledged in the paper. The authors should use
their best judgment and recognize that individual actions in favor of transparency play
an important role in developing norms that preserve the integrity of the community.
Reviewers will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: All Proofs are in the Appendix.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the
main experimental results of the paper to the extent that it affects the main claims and/or
conclusions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Figure[Ta)and Figure 2] contains the experimental setup in the caption.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all
submissions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient
instructions to faithfully reproduce the main experimental results, as described in
supplemental material?

Answer: [Yes]
Justification: We make the code for our experiments available in the supplementary material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits,
hyperparameters, how they were chosen, type of optimizer, etc.) necessary to understand
the results?

Answer: [Yes]
Justification: Figure[Ta]and Figure 2] contains the experimental setup in the caption.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Our experiments were performed on a single Macbook Pro M2 2022 CPU
with 8 GB RAM.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer “Yes” if the results are accompanied by error bars,
confidence intervals, or statistical significance tests, at least for the experiments that
support the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the
computer resources (type of compute workers, memory, time of execution) needed to
reproduce the experiments?

Answer: [Yes]

Justification: Figure [Ia]provides error bars over 100 random runs. Figure 2] plots average
over 10 runs.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We abide by the NeurIPS Code of Ethics in our work.
Guidelines:

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special
consideration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: This paper presents work whose goal is to advance the field of Machine
Learning. There are many potential societal consequences of our work, none which we feel
must be specifically highlighted here.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper does not release any models
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: There are no datasets or existing codebases used.
Guidelines:

e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets to require documentation or licensing.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We only use simulated data for our experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

¢ Including this information in the supplemental material is fine, but if the main
contribution of the paper involves human subjects, then as much detail as possible
should be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We do not have experiments with crowdsourcing or human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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