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Abstract

We present the first study on provably efficient randomized exploration in coopera-
tive multi-agent reinforcement learning (MARL). We propose a unified algorithm
framework for randomized exploration in parallel Markov Decision Processes
(MDPs), and two Thompson Sampling (TS)-type algorithms, CoopTS-PHE and
CoopTS-LMC, incorporating the perturbed-history exploration (PHE) strategy and
the Langevin Monte Carlo exploration (LMC) strategy respectively, which are
flexible in design and easy to implement in practice. For a special class of parallel
MDPs where the transition is (approximately) linear, we theoretically prove that

both CoopTS-PHE and CoopTS-LMC achieve a O(d3/2 H2\/MK ) regret bound

with communication complexity O(dH M?), where d is the feature dimension, H
is the horizon length, M is the number of agents, and K is the number of episodes.
This is the first theoretical result for randomized exploration in cooperative MARL.
We evaluate our proposed method on multiple parallel RL environments, includ-
ing a deep exploration problem (i.e., N-chain), a video game, and a real-world
problem in energy systems. Our experimental results support that our framework
can achieve better performance, even under conditions of misspecified transition
models. Additionally, we establish a connection between our unified framework
and the practical application of federated learning.

1 Introduction

Multi-Agent Reinforcement Learning (MARL) has emerged as a potent tool with wide-ranging
applications in diverse fields including robotics [23, 54], gaming [74, 92, 84], and numerous real-
world systems [10, 25, 85]. This is particularly evident in cooperative scenarios, where MARL’s
effectiveness is enhanced through both direct and indirect communication channels among agents.
This requires MARL algorithms to adeptly and flexibly coordinate communications to optimize
the benefits of cooperation. One of the classical challenges in MARL is balancing exploration and
exploitation so that agents effectively utilize existing information while acquiring new knowledge.
Recent literature highlights the intricacies of this balance, focusing on cooperative exploration
strategies [27] and dynamic exploitation tactics [68]. Achieving this equilibrium is crucial for the
practical deployment of MARL systems in real-world scenarios, where unpredictability and the need
for rapid adaptation are prevalent [27, 14, 55].

Optimism in the Face of Uncertainty (OFU) is a popular strategy to address the exploration-
exploitation problem [1]. OFU strategy leads to numerous upper confidence bound (UCB)-type
algorithms in contextual bandits [18, 1, 50], single-agent reinforcement learning [36, 76], and more
recently multi-agent reinforcement learning [24, 56]. These algorithms compute statistical confidence
regions for the model or the value function, given the observed history, and perform the greedy
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policy with respect to these regions, or upper confidence bounds. Though UCB-based methods give
out strong theoretical results, they often have poor performance in practice [61, 60]. For example,
Wang et al. [76] demonstrates that computing the confidence bonus necessitates advanced sensitivity
sampling and the expensive computation makes the practical applications inefficient. It is worth
noting that UCB is mostly constructed based on a linear structure [18, 36]. NeuralUCB is a notable
attempt at a nonlinear version while it is infeasible in terms of computational complexity [94, 82].

Inspired by Thompson Sampling (TS) [73], posterior sampling for reinforcement learning (RL) [7, 95]
involves maintaining a posterior distribution over the parameters of the Markov Decision Processes
(MDP) model parameters. Although conceptually simple, most existing TS methods require the
exact posterior or a good Laplacian approximation [83]. Recently, there have been advancements
in randomized exploration with approximate sampling. One important method is perturb-history
exploration (PHE) strategy, which involves introducing random perturbations in the action history
of the agent [45, 47, 32]. This randomized exploration approach diversifies the agent’s experience,
aiding in learning more robust strategies in environments with uncertainty and variability. Another
effective method is Langevin Monte Carlo (LMC) method [83, 33, 31, 42, 58, 34]. Notably, Ishfaq
et al. [33] maintains the simplicity and scalability of LMC, making it applicable in deep RL algorithms
by approximating the posterior distribution of the ) function.

Despite the aforementioned advancements of randomized exploration in bandits and single-agent
RL, there remains a scarcity of research on randomized exploration within cooperative MARL,
which motivates us to present the first investigation into provably efficient randomized exploration
in cooperative MARL, with both theoretical and empirical evidence. We specifically focus on the
applicability in parallel MDPs, aiming to facilitate faster learning and to improve policy optimization
with the same state and action spaces, allowing for leveraging similarities across MDPs. We
theoretically and empirically demonstrate that randomized exploration strategies can be extended to
the multi-agent setting and the benefit of randomized exploration instead of UCB can be significant
from single-agent to multi-agent setting.

In summary, our contributions are as follows:

* We propose a unified algorithm framework for learning parallel MDPs, and apply two TS-related
strategies PHE and LMC for exploration, which leads to the CoopTS-PHE and CoopTS-LMC
algorithms. Unlike conventional TS, which suffers from sampling errors due to Laplace approxima-
tion and expensive posterior computation [66, 46], our proposed algorithms only require adding
standard Gaussian noises to the dataset (CoopTS-PHE) or the gradient (CoopTS-LMC) when
performing Least-Square Value Iteration, which is efficient in computation and avoids sampling
bias due to the Laplace approximation. Notably, both algorithms are easily implementable which
are more practical than UCB-based algorithms in deep MARL.

* When reduced to linear parallel MDPs, we theoretically prove that both CoopTS-PHE and CoopTS-

LMC with linear function approximation can achieve a regret bound O (d*/2 H?v/M (v/dM~ +

VK)) with communication complexity O((d -+ K /v)MH), where d is the feature dimension,
is the horizon length, M is the number of agents, K is the number of episodes for each agent, and
~y is a parameter controlling the communication frequency. When v = O(K/dM), our algorithms

attain O (d*/?H*v/MK) regret with O(dH M?) communication complexity. This result matches
the best communication complexity in cooperative MARL [56], and the best regret bounds for
randomized RL in the single-agent setting (M = 1) [32, 33]. A comprehensive comparison with
baseline algorithms on episodic, non-sationary, linear MDPs is presented in Table 1.

* We further extend our theoretical analysis to the misspecified setting where both the transition
and reward are approximately linear up to an error ¢ and the MDPs could be heterogeneous
across agents, which is a generalized notion of misspecification [36]. We theoretically prove
when ¢ = (9(\ /d/MK ), the cumulative regret for CoopTS-PHE matches the result in the linear

homogeneous MDP setting. Simultaneously, when ( = (’)(\ /1/MK ), the cumulative regret for
CoopTS-LMC matches the result in the linear homogeneous MDP setting. This result indicates that
CoopTS-PHE has a slightly higher tolerance on the model misspecification than CoopTS-LMC.

* We conduct extensive experiments on various benchmarks with comprehensive ablation studies,
including N-chain that requires deep exploration, Super Mario Bros task in a misspecified setting,
and a real-world problem in thermal control of building energy systems. Our empirical evaluation
demonstrates that our randomized exploration strategies outperform existing deep (-network
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Table 1: Comparison on episodic, non-stationary, linear MDPs. We define the average regret as the
cumulative regret divided by the total number of samples (transition pairs) used by the algorithm.
Here d is the feature dimension, H is the episode length, K is the number of episodes, and M is the
number of agents in a multi-agent setting.

Randomized Generalizable ~Communication

Setting  Algorithm Regret Average Regret Exploration to Deep RL Complexity
OPT-RLSVI [88] O(@H3VE)  O(d*H?\/1/K) v X -
single-  LSVI-UCB [36] O(d:H*VK) — O(dH\/1/K) X X -
agent LSVI-PHE [32] O(d2> H*VK) O(d2> H\/1/K) v v -
LMC-LSVI [33] O(d*H*VK)  O(diH\/1/K) v v -
LSVI-ASE [34] O(dH?*VK) O(dH /1/K) v/ v/ -
Coop-LSVI [24] O(d?H*VMK) O(d?H\/1/MK) X X dHM?
multi-  Asyn-LSVI [56] O(d*H*VK)  O(diH\/1/K) X X dHM?
agent  CoopTS-PHE (Ours)  O(d3 H2V/MK) Q(d%H 1/MK) v/ v/ dHM?
CoopTS-LMC (Ours) O(d? H*VMK) O(d2H\/1/MK) v v dHM?

(DQN)-based baselines. We also show that these strategies in cooperative MARL can be adapted to
the existing federated RL framework when data transitions are not shared.

2 Preliminary

In parallel Markov Decision Processes (MDPs), M agents interact independently with their respective
discrete-time MDPs, sharing the same but independent state and action spaces. Each agent might
have its unique reward functions and transition kernels. Specifically, for agent m € M, the associated
MDP is defined by the tuple MDP(S, A, H,P,,,r,,). Here S and A are the state and action spaces
respectively, H is the horizon length, P, = {Py, 1 }he[m) and 7, = {7m,n}ne(m) are the sets of
transition kernels and reward functions. For step h € [H], Py, . (+|$, a) is the probability measure over
the next state given current state-action pair (s, a), ry, 5 : S X A — [0, 1] is the deterministic reward
function. The policy 7, = {7m 1} ne[H] 18 a sequences of decision rules where m,, p, : S — Ais
the deterministic policy at step h.

For agent m € M, given any policy 7 and transition IP, to evaluate the policy effectiveness in the m™
MDP, we define value function V" , (s) = E, [25: b "ok (Smuh?s Gm b )|Sm,n = $] and @ function

Qr n(s,a) = Eﬂ[zg:h Troh (Smobs s @b ) |Smoh = 8y G, = a] forany (b, s,a) € [H] xS x A.
The optimal policy is defined as 7, and we denote V; ; (s) = wa’,;(s). For each k € [K], at the

m7
beginning of episode k, each agent m € M receives the initial state s*, | chosen arbitrarily by the

environment. For each step i € [H] in this episode, each agent m observes its current state sm o

selects an action am , based on policy 7* , _receives a reward ., 5, (s%, B @ ’:n »)» and then transitions

m,h’
to the next state sm n1 based on the transition probability measure Py, j, (- |sm hs am 5 ). The reward
defaults to 0 when the episode terminates at step [ + 1. The goal of agents is to minimize the
cumulative group regret after K episodes, which is defined as

k

Regret(K) = 3 Seet [V (s51) = Vi (sh1)].
3 Algorithm Design

In this section, we first present a unified algorithm framework for conducting randomized exploration
in cooperative MARL. Then we introduce two practical randomized exploration strategies.

3.1 Unified Algorithm Framework

A unified algorithm framework is presented in Algorithm 1, where each agent executes Least-Square
Value Iteration (LSVI) in parallel and makes decisions based on collective data obtained from
communication between each agent and the server. Before we describe the details of our algorithm,
we first define notations about the datasets stored on each agent’s local machine and the server.
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Algorithm 1 Unified Algorithm Framework for Randomized Exploration in Parallel MDPs

I: Initialization: set U (k), U<, (k) = 0.
2: forepisode k =1,..., K do
3:  for agent m € M do
4: Receive initial state sfn_yl.
5: Vn]i)H+1(~) «— 0.
6 {QF, (.}, +Randomized Exploration < Algorithm 2 or Algorithm 3
7 for step h = 1,..., H do
8 a’fmh — argmax, e 4 Q’fnvh(sﬁ%h, a).
9: Receive 57, ;, 1 and 7, .
10: U};):,C,h(k) A Uigch(k) U (Sﬁz,h7a']f€n,h7 Slfn.hﬂ)'
11: if Condition then '
12: SYNCHRONIZE < True.
13: end if
14: end for
15:  end for
16:  if SYNCHRONIZE then
17: forsteph = H,...,1do
18: ¥ AGENT: Send U)%¢, (k) to SERVER.
19: SERVER: U (k) < Uynepg USS, (k).
20: SERVER: U (k) < U (k) J U (k).
21: SERVER: Send U;* (k) to each AGENT.
22: V AGENT: Set U)%¢,, (k) < 0.
23: end for
24:  endif
25: end for

Index notation We define k(k) (denoted as ks when no ambiguity arises) as the last episode
before episode k£ where synchronization happens. For episode k and step h, we define three datasets:

Uitt(k) = { (Sz,h, g b S;,h+1) }neM,re[ks]’ (3.1a)
Urlr(;c,h(k) = {(s:n,ha Ay s S:n,h+1) }’:;;1654_1, (3.1b)
Unn(k) = U (k) [ J Upln (k). (3.1¢)

By definition, U;*"(k) is the dataset that is shared across all agents due to the latest synchronization at
episode k. U}flfh (k) is the unique data collected by agent m since episode ks. Then U, 5, (k) is the
total dataset available for agent m at the current time. Let (k) = |U,, 1 (k)| be the total number of
data points. For the simplicity of notation, we also re-order the data points in U, (k), and rename
the tuple (s7, 1, a7, 1,57, 1) @S (st,al, s’ such that we have Unn(k) = ;C:(f)(sl,al,s’l). In
fact, this can be done by the following one-to-one mapping

(r—1)M+n 1<k,

b, (1, 7) = {(M—l)ks+T ks <7 <k-1 e

Therefore, we use indices (s, a,s’) € Up, p(k) and [ € [K(k)] interchangeably for the summation
over set Uy, (k).

Algorithm interpretation At a high level, each episode k in Algorithm 1 consists of two stages.
The first stage (Lines 3-15) is parallelly executed by all agents and the second stage (Lines 16-24)
involves the communication among agents and the server.

In the first stage (Lines 3-15) of Algorithm 1, each agent m operates in two parts. The first part
(Line 6) updates estimated () functions {Q’fn}h},[j:l through LSVI with a randomized exploration
strategy (Algorithm 2 or Algorithm 3, which will be introduced in Section 3.2). In particular, given
the estimated value functions Vfl} he1 (1) = Maxgea Qfﬁl’ (-, a) at step h + 1, we perform one step
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robust backward Bellman update to obtain VfL »(+) at step h. And we initialize V% ,;_,(-) tobe 0
(Line 5). In the second part (Lines 7-14), after obtaining the estimated () functions, in each step h
we execute the greedy policy with respect to Q’fn’ ;, and collect new data points which are added to
the local dataset U }gch(k) (Lines 8-10). Then we verify the synchronization condition (Lines 11-13).
In this paper, we mainly use three types of synchronization rules. (1) We can synchronize every c
episode where c is a user-defined constant, which is easy to implement in practice. (2) We can also
synchronize at the episode of b', b2, ..., b, with b representing the base of the exponential function.
This is guided by the intuition that agents require more transitions urgently at the early learning
stages. (3) Additionally, if we have a feature mapping ¢(s,a) : S x A — R?, based on (3.1), we
define the following empirical covariance matrices.

A = 2o (st al, ”)6U‘“(k)¢(s a')p(s', al)T’
IOCAiCn,h = 2(817(1’ ’Z)EU]"C (k) ¢(S ) @ )¢(sl7al)T’

m,h
Af, ) = STAy + AR 4L
We synchronize as long as the following condition is met:
det (SerA,li + IOCA::%h + )\I) ol
det (s A} + A1) ~ (k= k)’

where 7y is a communication control factor. In our experiments, we try all three rules and compare
their performance, which is discussed in detail in Appendix K.1.

(3.3)

log

The second stage (Lines 16-24) is executed only when the synchronization condition is satisfied.
First, all the agents upload their local transition set U L‘;Ch(k) i.e., the newly collected local data after
the last synchronization, to the server. Then, the server gathers all information together in U;* (k)
and sends it back to each agent. Finally, each agent resets the local transition set U :ffh(k) + . Now

agent m can access the dataset U, (k) = U (k) J U)%%, (k), which contains the historical data of

all agents up to last synchronization and its local dataset.

3.2 Randomized Exploration Strategies

When we update the model parameter and estimate () functions in Algorithm 1 (Line 6), we use
exploration strategies to avoid suboptimal policies. Previous work adopted Upper Confidence Bound
(UCB) exploration in the linear function class [24, 56] to estimate the () function {an h}thl.
Although UCB-based methods come with strong theoretical guarantees, they often perform poorly
in practice [16, 61, 60]. Moreover, UCB requires precise computation of the confidence set, which
is usually hard to be implemented beyond the linear structure. In contrast, randomized exploration
strategies offer more robust performance, flexibility in design, ease of implementation, and do not
require a linear structure.

We approximate the ) functions with the following function class F = {fw : SXA — R|fw(s,a) =
f(w;¢(s,a))}, where w € R? is the parameter and ¢ € R is a feature mapping associated with
state-action pairs. Now we define the loss function for estimating the () functions.

K(k l
L (W) = 2 Lk + Vit (), £ (w3 ¢1)) + Alwl ), (G4
where 7, =), (s',a), @' = ¢(s',a'), and L is a user-specified loss function.
Perturbed-History Exploration The first strategy we use in Algorithm 1 is called the perturbed-
history exploration [45, 47, 32], displayed in Algorithm 2. We refer to the resulting algorithm as

CoopTS-PHE. In particular, we optimize the following randomized loss function, where we add
random Gaussian noises to the rewards and regularizer in (3.4).

(W) = SE L0+ ) Va5 F(wi @) Alw 6 B)

where eZ’l’” 2 A(0,02), €8 ~ N(0,0T), and n € [N]. Then we obtain the following perturbed
estimated parameter

vA\}frfh = argmin , cpa Eﬁ@"h(w) (3.6)
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Note that we repeat the above steps for n = 1, ..., N to obtain independent copies of parameters,
which is referred to as the multi-sampling process [32, 33]. Then we obtain the estimated () function
QF , based on Line 7 in Algorithm 2. Finally, by maximizing Q¥ , over action space .A, we obtain

the estimated value function V¥ , .

Algorithm 2 Perturbed-History Exploration
1: Input: multi-sampling number N € N*, function class F = {fw : S X A = R|fw(s,a) =

f(w; (s, a))}.

2: forstep h = H,...,1do

forn=1,..., N do
Sample {e’;’l’"}le[,c(k)] i N(0,0%) and €™ ~ N(0,52T) independently.
Solve VN\/fn" according to (3.6).

end for N

Qﬁ%h < min { max, e[ N f(v?'/frﬁl; ¢),H —h+ 1} .

Ve n(0) = maxaea Qf, (- ).

9: end for

10: Output: {an,h('v ‘)7V7§,h('7 Vs

AN AN

(o]

Langevin Monte Carlo Exploration Next we introduce the Langevin Monte Carlo exploration
strategy [83, 33] in Algorithm 3, which stems from the Langevin dynamics [67, 8, 19, 81, 96].
Combining it with Algorithm [ leads to our second proposed algorithm, CoopTS-LMC. Specifically,

we update the model parameter iteratively. For iterate 7 = 1, ..., Ji, the update is given b
p p y J Yooy p g Yy
k,j, k,j—1, k k,j—1, / -1 _k,j,
Wm?hn = Wm?h " nm:kVLm,h (Wm?h ”) + 2nm’kﬂm,k€m{hn7 (37)

where Lfn ;, 1s defined in (3.4), e];@j ;Ln € R? is a standard Gaussian noise, m,k 1s the learning rate,
and (3, i is the inverse temperature parameter. We similarly use the multi-sampling trick to obtain N
independent estimators and estimate ) function Q¥ , by truncation based on Line 10 in Algorithm 3.

Algorithm 3 Langevin Monte Carlo Exploration

I: Input: multi-sampling number N &€ NT, function class F = {fw : S x A —
R|fw(s,a) = f(w;@(s,a))}, step sizes {Nm i }mer, ke[x], iNVerse temperature parameters

{5m,k}7rt€M7kE[K]'

2: forsteph = H,...,1do

3: forn=1,...,Ndo

4 WS;O},Ln Z—;,Jk,l,n

5: forj=1,...,J; do

6: Sample e];jh” % N(0,1).
7: Update w72 by (3.7).

8: end for

9: end for N
10: an’h<—min{maxne[N]f(wfri:]}’;’";qS),H—h—&-l} .
11: me(-) — maXgea an,h(-7a).

12: end for

13: Output: {QF, (), Vi (- )}y

4 Theoretical Analysis

4.1 Homogeneous Parallel Linear MDPs

We provide theoretical analyses of our algorithms in the linear structure under the assumption of
linear function approximation and linear MDP setting. We first present the definition of linear MDPs.
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Definition 4.1 (Linear MDP [36]). An MDP(S, A, H,P,r) is a linear MDP with feature map
¢S x A— R4, if for any h € [H], there exist d unknown measures gy, = (1, ..., ué) over S and
an unknown vector 8;, € R such that for any (s,a) € S x A,

Ph('|57a) = <¢(Saa)7uh(')>a Th(S,a) = <¢(S,G),0h>.
Without loss of generality, we assume that for all (s,a) € S x A, [|¢(s,a)|| < 1 and
max{||n (S)|], 10n]l} < V.

Throughout the analyses in this section, we assume the homogeneous parallel MDPs setting where
all agents share the same linear MDP defined in Definition 4.1. We also provide the results when the
MDPs across agents are approximately linear and heterogeneous, which is deferred to Section 4.2
due to the space limit. Under the linear MDP assumption, it is known that the ()-function admits a
linear form [36, Proposition 2.3]. Consequently, we choose the loss function L in (3.4) to be the 5
loss and approximate the () function in the linear function class f(w; ¢') = w ' ¢'.

Now we first present the regret bound for CoopTS-PHE.

Theorem 4.2. Under Definition 4.1, choose L to be I loss and linear function class f(w; ¢!) =
w' ¢! in (3.4). In CoopTS-PHE (Algorithm 1+Algorithm 2), let N = C'log(8)/ log(co) where
C = O(d) and ¢y = ®(1), ®(-) is the cumulative distribution function (CDF) of the standard normal

distribution. Let A = 1 and 0 < § < 1. Under the determinant synchronization condition (3.3), we
obtain the following cumulative regret

Regret(K) = O(d? H*VM (/dM~ + VK)),

with probability at least 1 — 4.

Remark 4.3. When we choose v = O(K/dM) in the synchronization condition (3.3), the cu-
mulative regret of CoopTS-PHE becomes O(d*/2H?v/M K ), which matches the result of UCB
exploration [24]. When M = 1, the regret becomes O(d®/2 H?+/K), which matches the existing best
randomized single-agent result [32, 33]. Note that if there is no communication at all and agents act
independently, with the same number of learning rounds (or samples), the cumulative regret becomes
O(M-d*/?H?*\/K). By incorporating communication, our regret bound in Theorem 4.2 is lower than

that of the independent setting by a factor /M. A similar strategy called rare-switching update with
a determinant synchronization condition has also been adopted in parallel bandit problems [69, 15].

Similarly, we have the following result for CoopTS-LMC.
Theorem 4.4. Under Definition 4.1, choose L to be I loss and linear function class f(w;¢') =
w' ¢! in (3.4). In CoopTS-LMC (Algorithm 1+Algorithm 3), let N' = C'log(d)/ log(cl)) where
c¢h=1-1/22emand C = O(d). Let 1/\/Bpm 1, = O(HVd) forallm € M, A =1,and 0 < § <
1. For any episode k € [K] and agent m € M, let the learning rate 7, , = 1/(4Amax (Afj%h)), the
update number Jy, = 2k, log(4H K Md) where £ = Amax (Afn,h>/>‘min (Ak

. h) is the condition

number of Afn 5~ Under the determinant synchronization condition (3.3), we have

Regret(K) = (5(d%H2\/M(\/dM7 + \/E)),
with probability at least 1 — 4.

Remark 4.5. Note that CoopTS-PHE and CoopTS-LMC have the same order of regret. Hence the
discussion in Remark 4.3 also applies to CoopTS-LMC. We would also like to highlight that our
results are the first rigorous regret bounds for randomized MARL algorithms.

From the perspective of technical novelty, our analysis of randomized MARL algorithms is different
from that of UCB-based algorithms [24] because the model prediction error here contains randomness,
causing a more complex probability analysis and an additional approximation error. We would also
like to point out that in proofs for both CoopTS-LMC and CoopTS-PHE we use a new e-covering
technique to prove that the optimism lemma holds for all (s, a) € S x A instead of just the state-action
pairs encountered by the algorithm, which is essential for the regret analysis. This was ignored
by previous works [13] and its follow-up works [93, 33] that use the same regret decomposition
technique. Furthermore, the multi-agent setting and the communications from synchronization in
our algorithms also significantly increase the challenges in our analysis compared to randomized
exploration in the single-agent setting [32, 33].
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Next we present the communication complexity of Algorithm 1 with synchronization condition (3.3).

Lemma 4.6. The total number of communication rounds between the agents and the server in

Algorithm 1 is bounded by CPX = O((d + K/~)M H). Moreover, the total number of transferred
random bits only has a logarithmic dependence on the number of episodes K.

Remark 4.7. We provide a refined analysis in Appendix C to get this improved result based on that
of [24], which studied the same communication procedure as ours. When we choose v = O(K/dM),
the communication complexity reduces to O(dH M?), which only has a logarithmic dependence on
the number of episodes K. Additionally, we provide a rigorous analysis to show that the algorithm
only needs to communicate logarithm number of random bits throughout the learning process.

Note that Min et al. [56] studied the asynchronous setting where only one agent is active in each
episode, giving out the regret O(d*/2 H?+/K) with the communication complexity O(dH M?). It is
interesting to see that our algorithm, though in the synchronous setting, has the same communication
complexity as the asynchronous variant. This implies that the asynchronous algorithm can only cir-
cumvent current communication by delaying it to the future but does not decrease the communication
complexity. In fact, the synchronous setting can learn the policy better in our work, which is indicated
by comparison of the average regret (the cumulative regret divided by the total number of samples
used by the algorithm) in Table 1. By achieving a matched communication complexity, we find that
synchronous and asynchronous settings have their own advantages and cannot replace each other.
This phenomenon can help us better understand the properties of these two communication schemes.

4.2 Misspecified Setting

In this part, we extend our theoretical analysis to the misspecified setting. In this setting, the transition
functions P, ;, and the reward functions r,, ; are heterogeneous across different MDPs, which
is slightly more complicated than the homogeneous setting. Moreover, instead of assuming the
transition and reward are linear, we only require each individual MDP is a (-approximate linear MDP
[36] where both the transition and reward are approximately linear up to an controlled error (.

Definition 4.8 (Misspecified Parallel MDPs). For any 0 < ¢ < 1, and for any agent m € M,
the corresponding MDP(S, A, H,P,,,r,,) is a (-approximate linear MDP with a feature map
¢:S x A— R? forany h € [H], there exist d unknown (signed) measures ptj, = (/LS% . ,ugld))

over S and an unknown vector 6, € R such that for any (s,a) € S x A, we have

||Pm,h(' | Saa) - <¢(3aa)7ﬂh(')>”w < Cv
’rm,h(sa a) - <¢(57 CL), 0h>| < Ca
where || - UTV is the total variation norm, for two distributions P; and P, we define it as: ||P; —
Pa|ltv = 5D wecq | P1(x) — P2(x)|. Without loss of generality, we assume that ||¢(s, a)|| < 1 for
all (s,a) € S x A, and max {||pun(S)]],|0x ]|} < Vdforall h € [H] and m € M.

Remark 4.9. Note that our misspecified setting defined in Definition 4.8 is a generalized notion of
misspecification in [36]. Moreover, our misspecified setting is also more general and cover the small
heterogeneous setting mentioned in [24]. The triangle inequality can easily be used to derive small
heterogeneous setting from our misspecified setting, but not vice versa.

Next we state our regret bound for CoopTS-PHE in the misspecified setting.

Theorem 4.10 (Misspecified Regret Bound for CoopTS-PHE). In CoopTS-PHE (Algorithm 1+Al-
gorithm 2), under Definition 4.8 and determinant synchronization condition (3.3), with the same
initialization with Theorem 4.2, we obtain the following cumulative regret

Regret(K) = 5(d%H2\/M(\/dM7 +VE) + dH*MVE (v/dM~ + \/E)c),

with probability at least 1 — §.

Remark 4.11. When we choose ( = O (\ /d/MK ), the cumulative regret becomes
O(d? H*VM (\/dM~ + VK)). This matches the result of Theorem 4.2 in the linear MDP setting.

Similarly, we can have the following result for CoopTS-LMC.
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Theorem 4.12 (Misspecified Regret Bound for CoopTS-LMC). In CoopTS-LMC (Algorithm 1+Al-
gorithm 3), under Definition 4.8 and determinant synchronization condition (3.3), with the same

initialization with Theorem 4.4 except that 1/1/Bmx = O(HVd + HvVMEKdA(), we obtain the
following cumulative regret

Regret(K) = O(d? H*VM (v/dMy + VE) + d* H2MVE (\/dMy + VE)C),
with probability at least 1 — §.

Remark 4.13. When ( = O(\ / 1/MK) , the cumulative regret becomes (’3(d% H?y M(\/dM'y +
VK )) This matches the result of Theorem 4.4 in the linear MDP setting. By comparing Theo-
rems 4.10 and 4.12, we find the result of CoopTS-LMC has an extra v/d factor worse than that of

CoopTS-PHE, causing the chosen ¢ in CoopTS-PHE has an extra v/d order over that in CoopTS-LMC.
This indicates that CoopTS-PHE has better performance tolerance for the misspecified setting.

5 Experiments

In this section, we present an empirical evaluation of our proposed randomized exploration strategies
(i.e., CoopTS-PHE and CoopTS-LMC) with deep Q-networks (DQNSs) [57] as the core algorithm
on varying tasks under multi-agent settings compared with several baselines: vanilla DQN, Double
DQN [28], Bootstrapped DQN [62], and Noisy-Net [26]). Given that all experiments are conducted
under multi-agent settings unless explicitly specified as a single-agent or centralized scenario, we
denote CoopTS-PHE as "PHE" and CoopTS-LMC as "LMC" in both experimental contexts and
figures. Note that we run all our experiments on Nvidia RTX A5000 with 24GB RAM. The
implementation of this work can be found at https://github.com/panxulab/MARL-CoopTS
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Figure 1: Comparison among different exploration strategies in different environments. (a)-(b):
N-chain with N = 25. (c¢)-(d): Super Mario Bros. All results are averaged over 10 runs and the
shaded area represents the standard deviation.

5.1 N-chain

The N-chain [62] comprises a sequence of IV states denoted as {s;}1* ;. Assuming the existence of
m agents, all initiating their trajectories from so, this study explores the dynamics of their movement
within the chain. At each time step, agents face the decision to move either left or right. Notably, each
agent incurs a nominal reward of 7 = 0.001 upon reaching state s;, while a more substantial reward
of r = 1 is obtained upon reaching the terminal state sy . The illustration of /N-chain environment
is shown in Appendix K.1. With a horizon length of N + 9, the optimal return is 10. We consider
N = 25 with the communication among agents in Figure 1 following the synchronization approach
in Algorithm 1. In Figure 1(a), we show that PHE and Bootstrapped DQN result in higher average
episode return among all agents while LMC can also eventually converge to a similar reward.

Upon increasing the number of agents to m = 3, we show in Figure 1(b) that our randomized
exploration methods outperform all other baselines. Notably, the fluctuation in PHE is observed to be
less pronounced against LMC. This observation lends support to our theoretical framework regarding
performance tolerance in the misspecified setting, as detailed in Section 4.2. The complete results for
N-chain and ablation studies can be found in Appendix K.1I.

5.2 Super Mario Bros

Environmental heterogeneity, arising from various sources, is a prevalent challenge in practical
scenarios. In Section 4.2, we illustrate the extension of homogeneous parallel MDP to the misspecified
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setting. In the Super Mario Bros task [74], we examine a scenario where four agents, denoted as
m = 4, engage in learning within distinct environments. Despite these environments sharing the
same state space S, action space A, and reward function, their characteristics are different described
in Appendix K.2. The primary objective of the Super Mario Bros task is to train an agent capable
of advancing as far-right and rapidly as possible without collisions or falls. Utilizing preprocessed
images as input states, agents aim to select optimal actions from a set of 7 discrete actions.

Figure 1(c) visually depicts that both randomized exploration strategies outperform other baselines
in cooperative parallel learning. Notably, We observe that the superiority of LMC gets significant
against PHE unlike the results in /N-chain in Figures 1(a) and 1(b). In the case of PHE, Gaussian
noise is introduced to the reward before applying the Bellman update, which can be viewed as a
method empirically approximating the posterior distribution of the () function using a Gaussian
distribution. However, it is crucial to note that in practical scenarios, unlike the /V-chain setting,
Gaussian distributions may not always provide an accurate approximation of the true posterior of the
@ function [33]. Here, transitions are shared among the four agents whenever the synchronization
condition in (3.3) is met. We also conducted extra experiments in this task extending our proposed
method to federated learning shown in Figure 1(d) with details in Appendix K.2.

5.3 Thermal Control of Building Energy Systems

Finally, we assess the efficacy of our randomized exploration strategies through their application to
a practical task within a sustainable energy system: BuildingEnv, as outlined in [85]. BuildingEnv
is designed to manage the heating supply in a multi-zone building, which involves addressing real-
world physical constraints and accounting for environmental shifts over time. The objective is to
meet user-defined temperature specifications while simultaneously minimizing overall electricity
consumption. We defer the environment details to Appendix K.3.

With the availability of different cities in varying e
weather types, we conduct experiments on multiple -1 &

cities in parallel and share their data following Al- . -
gorithm 1 for each exploration strategy. During the
evaluation, we deploy those trained policies to the
environment of each city/weather respectively. We
include all methods as well as random action in Fig-
ure 2 for a fair comparison. Specifically, we sample -50

action randomly from action space for random action. Random - PHE e DOy oCtstrappedolsyet  DDQN
We display the distribution of the return with proba-

bility density in violin plots, indicating that our PHE Figure 2: Evaluation performance at Tampa
and LMC can perform better with a higher mean. (hot humid) in building energy systems. All
Additional results for other cities can be found in results are averaged over 10 runs.

Appendix K.3.

Daily Return
&
&8

6 Conclusion

We proposed a unified algorithm framework for provably efficient randomized exploration in parallel
MDPs. By combining this unified algorithm framework with two TS-type randomized exploration
strategies, PHE and LMC, we obtained two algorithms for parallel MDPs: CoopTS-PHE and CoopTS-
LMC. These two algorithms are both flexible in design and easy to implement in practice. Under the
linear MDP setting, we derived the theoretical regret bounds and communication complexities of
CoopTS-PHE and CoopTS-LMC. This is the first result for randomized exploration in cooperative
MARL, matching the best existing regret bounds for single-agent RL [32, 33]. We also extended our
theoretical analysis to the misspecified setting. Our experiments on diverse RL parallel environments
verified that randomized exploration improves the balance between exploration and exploitation in
both homogeneous and heterogeneous settings. Future research directions includes extending our
randomized exploration algorithm to fully decentralized or federated learning settings. Additionally,
developing a more communication-efficient algorithm to reduce the substantial communication costs
in the general function class setting is another potential direction.
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A Related Work

Cooperative Multi-Agent Reinforcement Learning Cooperative MARL is closely intertwined
with the domain of multi-agent multi-armed bandits, exemplified by decentralized algorithms featuring
communication across a network or hypergraphs [48, 91, 41] and distributed settings [29, 77].
Cooperative MARL manifests primarily in two categories: multi-agent MDPs [12, 89, 79, 24] and
parallel MDPs [11, 24, 53, 11, 56]. In the realm of cooperative multi-agent robotics, the former is
employed to formulate optimal multi-agent policies across the distributed system [86, 87]. On the
other hand, homogeneous parallel MDPs leverage inter-agent communication to expedite learning
processes [43]. Additionally, heterogeneous parallel MDPs establish connections to heterogeneous
federated learning [51] and exhibit improved generalizability in transfer learning scenarios [72].

We focus on parallel MDPs in this paper, where agents interact with the environment simultaneously
to tackle shared challenges within extensive and distributed systems [43]. Recently, Dubey and
Pentland [24] proposed the Coop-LSVI algorithm, extending the LSVI-UCB algorithm [36] in single-
agent RL to MARL with linear MDPs. In a parallel RL setting with asynchronous communication,
Min et al. [56] builds upon Coop-LSVI while relinquishing compatibility with heterogeneous MDPs.
Meanwhile, Lidard et al. [53] focuses on fully decentralized multi-agent UCB @-learning in a tabular
setting, maintaining polynomial space complexity even as the number of agents increases. However, it
is worth noting that neither of the previous works [24, 56] in non-tabular cooperative MRAL provides
experimental validation for the efficacy of their proposed communication strategies. The gap arises
from their reliance on LSVI-UCB as the core algorithm, wherein optimism is instantiated through
UCB. Empirical evidence suggests that UCB-based approaches tend to underperform in practical
scenarios [61, 60, 33]. Moreover, the computational demands of LSVI-UCB become untenable due
to the necessity of recurrently computing the feature covariance matrix for updating the UCB bonus
function. On the other hand, distributed applications of parallel MDPs in TS-based concurrent RL
algorithms have been explored [21, 22, 17]. Specifically, Dimakopoulou and Roy [21] proposed a
tabular model learning method based on seed sampling for coordinated exploration. This approach
was further generalized to address intractable state spaces in [22] and supported by a Bayesian regret
bound in [17]. However, none of these studies consider the communication complexity associated
with efficient cooperative strategies. Therefore, randomized exploration in this work is critical to
make these algorithm designs practical.

Randomized Exploration The roots of randomized exploration, particularly TS, can be traced back
to its success in bandit problems [73]. Randomized exploration strategies can typically exhibit superior
performance in practical applications due to avoidance of early convergence to suboptimal actions
[38—40]. Furthermore, these strategies demonstrate robustness in the face of noise and uncertainty,
particularly within non-stationary environments [78, 9]. This success has extended to Langevin
Monte Carlo Thompson Sampling (LMCTS), which has been applied to various domains, including
linear bandits, generalized linear bandits, and neural contextual bandits [83]. The exploration of
posterior sampling techniques in RL has gained prominence, building upon the foundation laid by
TS [71, 7]. Randomized Least-Square Value Iteration (RLSVI) is an approach that leverages random
perturbations to approximate the posterior, with frequentist regret analysis applied under the tabular
MDP setting [63], inspiring subsequent works focusing on theoretical analyses aimed at improving
worst-case regret under tabular MDPs [70, 4], with extensions to the linear setting [88, 32, 20]. In
addition to theoretical advancements, several practical algorithms have been proposed based on
RLSVI to approximate posterior samples of () functions in deep RL. These approaches involve
ensembles of randomly initialized neural networks [62, 64] and noise injection into the parameters
of the neural network [26, 52]. With the success of LMCTS [83] in bandit domains, the exploration
of randomized methods has expanded to alternative approaches like LMC in tabular RL [42] and
linear MDPs with neural network approximation [33]. Further works delve into the realm of random
exploration from the perspectives of delayed feedback [44] and offline RL [59].

While posterior sampling demonstrates superiority in various contexts, its theoretical foundations in
the multi-agent setting remain underexplored. Existing research predominantly focuses on two-player
zero-sum games, considering both Bayesian [95, 35] and frequentist regrets [80, 65]. There is no
existing work studying randomized exploration for cooperative multi-agent settings.
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B Instantiation of the Proposed Algorithms in the Linear Function Class

In this section, we specifically discuss our TS-related algorithms in the linear structure, which is
under the assumption of linear function approximation and linear MDP setting.

Recall from the loss function in (3.4), here we choose L to be [ loss and linear function class
f(w;@') = w'@'. By solving this least-square regression problem, we obtain the unperturbed
regression estimator vAvﬁT 5~ In the linear setting, we have the closed-form solution

Wih = (M) ™ O, (B.1)
where A}, and b}, are defined as follows
K(k)
.
Afn,h = Z ¢)(sl,al)¢(sl,al) + AL
=1
K(k)

blfn,h = Z [Th(sl,al) + V,Z’hﬂ (s’l)}¢(sl,al).

=1

A natural way of doing randomized exploration is to add a noise A (0, o (Afn L) h) to vAvfjl , and
get the estimated parameter v’vfmh. Then we can construct estimated ) function Qﬁl nGh) =
min{e(-,-) "Wy, H — h + 1}*. We call this method as CoopTS, which is aligned with other
linear TS algorithms [6, 2]. In what follows, we theoretically show that our proposed algorithms are

equivalent or approximately converge to the CoopTS algorithm in the linear function approximation
setting.

For CoopTS-PHE (Algorithm 1+Algorithm 2), let the function approximation in (3.5) be linear
and choose L to be the squared loss. By solving this least-square regression problem, we obtain
the perturbed regression estimator v"\?fn"h in CoopTS-PHE. The following proposition conveys that

CoopTS-PHE is actually equivalent to CoopTS.
Proposition B.1 (Equivalent to CoopTS). The output v?:fh by CoopTS-PHE is equivalent to adding

n ~

. . . ~ L . ~kn kn
a Gaussian vector to the unperturbed regression estimator w,, ,,1.e., W, =W, , + CW 1> Where
k,n 2(Ak -1
C ~ N(O7 o (Am,h) )

m,h
For CoopTS-LMC (Algorithm 1+Algorithm 3), let function approximation in (3.4) be linear and
choose L to be I loss to get the loss function. Then after finishing the LMC update, we get the
estimated parameter w75 and construct the model approximation of () function. The following

m,h
proposition conveys that the distribution of w’:n‘],f converges to the posterior distribution of Thompson

Sampling exploration. The proof of this proposition is given in [83].
Proposition B.2 (Approximately equivalent to CoopTS [83]). If the epoch length J; in Al-

gorithm 3 is sufficiently large, the distribution of Wfr’bj/; converges to Gaussian distribution
~ —1 k —1
N(Wm,h’ﬁmJC(Am,h) )

Propositions B.1 and B.2 indicate that the results of our two randomized exploration strategies
are closely related to CoopTS. As we have mentioned above, in CoopTS, the estimated parameter
wF ., is sampled from the normal distribution N'(W* , (A ,)~1). However, in practice, this
sampling is often executed in this way: we sample 3 ~ N (0, 1) first, then we calculate an h=

_1
WE , + o(AE )77 and obtain the estimated parameter. Nevertheless, computing (A, )™

can be computationally expensive, often requiring at least O(d®) operations with the Cholesky
decomposition, making it impractical for high-dimensional machine learning challenges. Additionally,
the Gaussian distribution used in Thompson Sampling may not effectively approximate the posterior
distribution in more complex bandit models than the linear MDP due to their intricate structures.

Moreover, as pointed out by recent work [16, 66, 46, 83], the Laplace approximation-based Thompson
Sampling exhibits a constant approximation error in the estimation of the posterior distribution.
Therefore, it necessitates a careful redesign of the covariance matrix to ensure effective performance.
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Advantages of PHE and LMC  As mentioned above, computing (Afn ») 2 canbe computationally
expensive. However, Perturbed-History exploration and Langevin Monte Carlo exploration can avoid
this. For PHE, by only adding i.i.d random Gaussian noise to perturb reward and regularizer, its
performance will be equivalent to TS. For LMC, by only performing noisy gradient descent, we can
do the randomized exploration, resulting in similar performance compared with TS. Additionally,
these two methods can easily be implemented to general function class while Thompson Sampling
usually cannot be generalized except for the linear setting. In summary, these two methods are both
flexible in design and easy to implement in practice.

Communication cost We emphasize that agents can just send compressed statistics to the server
under the linear setting, which can largely reduce communication cost. In the linear function class,
we can calculate the closed-form solution of the regression problem (B.1). In this case, when
synchronization process is met, all the agents will only need to send their calculated local statistics
IOCAI“ p, and 1°°b" 5, to help solve the regression problem. This communication cost is much smaller
because Ais only a d x d matrix and b is only a d-dimensional vector, where d is the feature dimension
in linear MDP assumption. This can also avoid privacy disclosure through communications.

Nevertheless, in the general function class setting, our proposed algorithms still require sharing
all the collected datasets, which will cause relatively large communication cost. Additionally, in
Appendix K.2, we also propose a federated setting algorithm Algorithm 4. In this setting, instead of
sharing collected datasets, agents can just share the weight of the collected estimated () functions,
which can largely reduce the communication cost.

C Analysis of the Communication Complexity of Algorithm 1

The proof of the communication complexity is largely inspired by that in [24]. However, we provide
a refined analysis here, and thus obtain an improved communication complexity O(dH M?), in

contrast with the O(dH M?) complexity in their paper. We also discussed this in Remark 4.7 and
showed that our result matches that of a recently proposed asynchronous algorithm. Moreover, we do
a careful calculation of the total number of transferred random bits and show it only has a dependence
on the number of episodes K.

Proof of Lemma 4.6. We assume o = {071, ..., 0} as the synchronization episodes, where o; € [K],
we also denote oy = 0. To bound the number of synchronization n, we separate o into two parts with
an undetermined term o

Il = {Z S [n]|01 — 0;—1 S Oé},
I, = {Z S [n]|01 —0;—1 > a}.
Then we have n = |I| + |I2|. Note that

n

K >0, = Z(O’i — 0'2‘_1) > Z(O’i — Ui—l) > |12|Oé.

i=1 i€l
Then we have |I5| < K/a. Then note that
det(A7; t(A7 1)
() ()
oue (i) = e (dacas
2 e
i€l

> 102, (hY

0; —04—1
Define AKX = Y omem Zszl qb(zf,l,h)(ﬁ(z’,f%h)—r + AI where zﬁhh = (sfn by O ) On the other

hand, we have
n | det (Afn n) | det(AZ;h)
2 log (det(A“ 1)) o (det(As’,s,h>>

i=1 m,h
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det(AK)
< log < det(\I) >
<dlog(l+ MK/d), (C2)

where the first inequality holds due to the trivial fact that A < B = det(A) < det(B), the second
inequality follow from Lemma J.2 and the fact that ||¢()||2 < 1. Combine (C.1) and (C.2), then we
have |I;| < da/~vlog(1 + M K/d). Finally, we choose oo = K/d, then we have

ngg—l-d%log(l—i-g):(d—i—%)log(l—i-g).

When one synchronization occurs, communications between agents and the server will occur M
times because we have M agents in total. Recall from Lines 16-24 in Algorithm 1, also note that
in one synchronization episode, communications will happen H times between every agent and the
server. Finally, the upper bound of communication complexity is

CPX = O((d+ K/7)MH).

Next we consider the total number of transferred random bits. We first calculate the communication
bits per round Under the linear setting, we can calculate the closed-form solution of the regression

problem wF , = (AF ,)7'b} ,, where

Al =YY ¢(sa)e(shal) T+,
bm h — le(l)[rh (5 y a ) + Vrﬁ,h+1(5/l)]¢(5la al)~

Note that I € [IC(k)] is equivalent to (s, a,s’) € Up, ,(k), and the index set Uy, (k) consists of
User(k) and U}, (k). Therefore, the empirical covariance matrix A}, , and the vector b, , can
be decomposed into the summation of the local matrices and vectors on each agent. When the
synchronization occurs, agents just need to send their local statistics 1°CA5% ,, and 1°°bﬁ% ,, to the server
to help solve the regression problem on each agent.

For the local empirical covariance matrix 1"CA§1 h

IOCAfn,h = Z(sl,al,s'l)EUl‘r’ﬁh(k) (ﬁ(sl,al)(ﬁ(sl’al)T’

this is the summation of up to K d x d matrices. Note that ||¢(s,a)|| < 1, thus it is easy to see that
. . T .

the entries of each matrix, namely, (;S(sl, al)(ﬁ(sl, al) , are bounded by 1. Therefore, the entries

n °°A¥ . are bounded by K. For each entry in this matrix, it suffices to use O(log K) bits to

communicate between the server and the agent. Thus in each round, O(d? log K) bits are needed to
send the matrix 'A%

For the local vector ¢ bfn h

locbfn,h = Z(Sl,al,S/L)GUl;’:h(k) [T‘h (sl’al> + ‘/;57h+1(8/l)]¢(817al),

this is a d-dimensional vector. Note that r, is bounded by 1, Vn’Z’ i1 1s bounded by H and is linear
with ¢ by definition, which indicates we only need to communicate a d-dimensional vector v‘vfm 5 1O
obtain VF Similar to the above analysis, in each round, O(dlog(K (H + 1))) bits are needed to

m,h+1"
send the vector '°b% .

Therefore, the total bits of communication still only has a logarithmic dependency on the number of
episodes K. This completes the proof. [

D Proof of the Regret Bound for CoopTS-LMC

The general framework for CoopTS-LMC and CoopTS-PHE is closely similar. To make the article
more concise, we first prove CoopTS-LMC completely, which is a bit more complicated. Then we
can simplify the following similar proof for CoopTS-PHE in Appendix G.
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D.1 Supporting Lemmas

Before deriving the regret bound for CoopTS-LMC, we first provide the necessary technical lemmas
for our regret analysis. Note that the loop (Line 3-9) in Algorithm 3 is to do multi-sampling for N
times. To simplify the notations, we eliminate the index n before Lemma D.7 because the previous
lemmas have nothing to do with multi-sampling.

Definition D.1 (Model prediction error). For any (m, k, h) € M x [K] x [H], we define the model
error associated with the reward ry,,

lfn,h(sv CL) =Th (57 CL) + Ph%ﬁ,h-&-l(& a) - fn,h(sv a)'

Definition D.2 (Filtration). For any (m, k, h) € M x [K] x [H], we define the filtration F,,, 1, j, as

Fonke,h = ”({ (87,0 am.4) }(n,r,i)EMx[k—l]x[H U {(wav afm’) }(n,i)e[mfl]X[H] U { (anu aﬁ%i) }ie[h])'

Proposition D.3. In Algorithm 3, the parameter whT

b satisfies the Gaussian distribution

N (pf;‘],’; =k ‘]’“) where mean vector and the covariance matrix are defined as

k,J i i
U = A AL A AT AT

Sk = Zg A AT (- AT (AL) TN A TAT LA,

where A, =1 — 277m,iAm,h fori € [k].
Lemma D.4. For any (m,k,h) € M x [K]| x [H], the unperturbed estimated parameter vAvfn,h

satisfies
[Winll < 2H\/Mkd/A.

Lemma D.5. Let A = 1 in Algorithm 3. For any fixed 0 < § < 1, with probability at least 1 — §2,
for any (m, k,h) € M x [K] x [H] and for any (s,a) € S x A, we have

2dlog(1/6 4
O(s,0) TWEE — o(s,0)Th, | < ( 20, 3> 1605, )l a, o

Lemma D.6. Let A = 1 in Algorithm 3. For any fixed 0 < § < 1, with probability at least 1 — d, for
any (m,k,h) € M x [K] x [H]|, we have

2K :
Wil < G HIATE 4+ [35a> < y

Lemma D.7. Let A = 1 in Algorithm 3. For any fixed 0 < § < 1, with probability at least 1 — 4, for
all (m,k,h) € M x [K] x [H], we have

S e (Vi - BVEL )| <savics
(Slval’sll)eUmr,h(k) (A’:n,h)71
1/2
where Cs = B log(K + 1) +log (%) + log %} and Bj is defined in Lemma D.6.

Lemma D.8. Let A = 1 in Algorithm 3. Under Definition 4.1, for any fixed 0 < § < 1, with
probability at least 1 — §, for all (m, k, h) € M x [K] x [H] and for any (s,a) € S x A, we have

[B(5,0) Wh = u(s,0) = PuVih i (s, 0)| < SHVACS (5, a) | a

Lemma D.9 (Error bound). Let A = 1 in Algorithm 3. Under Definition 4.1, for any ﬁxed 0<d<1,
with probability at least 1 — § — 62, for any (m, k, h) € M x [K] x [H] and for any (s,a) € S x A,

we have
2dlog (VN/0
—l’;%h(s,a)§<5H\/&Ca+5 ‘)g(m+;‘>n¢< Mins )y

36K

where Cj is defined in Lemma D.7.
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Lemma D.10 (Optimism). Let A = 1 in Algorithm 3 and ¢j = 1 — 5 \/7 Under Definition 4.1,

for any fixed 0 < § < 1, with probability at least 1 — |C(5)|C’ON — 26 where |C(g)| < (3/¢)4, for all
(m,h, k) € M x [H] x [K] and for all (s,a) € S x A, we have

llrcn,h(sv (I) S QsE,

where a5 = V/ MK(ZH\/a + Bs/NMHK)-

Remark D.11. Here we point out that in our proofs for both CoopTS-LMC and CoopTS-PHE, we
use a new e-covering technique to prove that the optimism lemma holds for all (s,a) € S x A
instead of just the state-action pairs encountered by the algorithm, which is essential in applying this
lemma to bound the term E« [lﬁl,h(sm,ha amn)|Sm,1 = 5P, 1] in (D.2) in the regret analysis. This
was ignored by previous works [13, 33] that use the same regret decomposition technique in the
single-agent setting.

The following lemma gives the upper bound of self-normalized term summation in the multi-agent
setting, which is first introduced by Lemma 9 in [24]. To make our analysis complete, we give out
the proof in the Appendix E.9 where we make some necessary modifications compared with Lemma
9 in [24].

Lemma D.12. Let Algorithm 2 run for any K > 0, M > 1, and ~ as the communication control
factor. Define AK = Y meMm Zszl qb(sfn}h, afn’h)qb(sﬁl’h, afﬁl’h)T + AL then we have

de AK det(AEK
2 an) ot ling - < (log ( dtt((AI))> i MWH\/MK1 det(()&)))

meM k=1

The following lemma shows that we can decompose the regret of Algorithm 2 into three different
components. The proof of this lemma closely resembles Lemma 4.2 in [13] for the single-agent
setting. When we fix the agent m € M, it is totally same as Lemma 4.2 in [13].

Lemma D.13. [13, Lemma 4.2] Define the operators and the following terms:

(Jm,hf)(s) = <f(8’ ')7 77;,h('|5)>> (Jm,k7hf)(5) = <f(5’ ')77r7]iz,h('|8)>’
D'rn,k,h,l - (Jm,k,h( 5n7h - Q:{:Lhk)) (an,h) - ( fn h — Qﬂmmhk) (an,ha afn,h)a (Dl)
Dotz = P (Vier = Viihn)) (Stno @) = (Vi = Vi) (St

Then we can decompose the regret into the following form:

K
k
Regret(K) = Z Z Vnt,l(sﬁl,l) -V (57}211)

(@)
K H
+ Z Z(Dm,k,h,l + Dok h2)
(1)
K H
+ Z Z (Eﬂ* [lfn,h(sm,hvam,h)‘sm,l = an,l} - lﬁ%,h (an,}w afn,h)) .

(i)

D.2 Regret Analysis

In this part, we give out the proof of Theorem 4.4, the regret bound for CoopTS-LMC.
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Proof of Theorem 4.4. Based on the result from Lemma D.13, we do the regret decomposition first

.
Regret(K) = Z Z Sm1) = Vit (Sfjnl)

meM k=1

"o

H
ZEW <th Sm, hs)s mh( |5m h)_7r (lsmh)>|5m,l :Sfml]

h=1

Mx

o>~
Il
-

(@)

(D k1 + Dok oh2)

3
m
<
=
il
>
il

n
M=
M=

(i)

n
M=
M=

(Eﬂ* [lfn,h(sm,hvam,h)‘sm,l = Sfml} - lﬁ%,h (an,}w afmh)) .

3
m
<
™
il
>
il

(4i4)
(D.2)
Next, we will bound the above three terms respectively.

Bounding Term (i) in (D.2): for the policy 7* , , we have

m,h>

Z Z ZE m h Sm Jho ')aﬂ_:n,h(W ‘Smﬁ) - an,h("sm,h)ﬂsm,l = an,l] <0. (D.3)

meM k=1h=1

This is because by definition 7rm ,, 1s the greedy policy for QF

m,h*

Bounding Term (ii) in (D.2): note that 0 < Qk < H—-h+1 < H, based on (D.1), for any

(m, k,h) € M x [K] x [H], we have | Dy, k. 5.1] < 2Hand | D ke.n,2| < 2H. Note that D,,, g p, 1 18
a martingale difference sequence E[D,, k. 1,1]|Fm.k, h] = 0. By applying Azuma-Hoeffding mequallty,
with probability at least 1 — /3, we have

K H
S 3N Dk < 2V2MH3K log(6/0).

meM k=1 h=1

Note that D,,, 1 .2 is also a martingale difference sequence. By applying Azuma-Hoeffding inequality,
with probability at least 1 — /3, we have

K H
>3 Dk < 2V2MH3K log(6/0).

meM k=1h=1

By taking union bound, with probability at least 1 — 20/3, we have

K H K H
Do DD Dmkhat D > Y Dmine < 4V2MH3Klog(6/5). (D4

meM k=1 h=1 meM k=1 h=1

Bounding Term (iii) in (D.2): based on Lemmas D.9 and D.10, by taking union bound, with
probability atleast 1 — |C(e)|ch — 26" — MHK(' + 6'%), we have

Z Z Z 77* m h (8m, by Om h)|5m 1= an 1] - lfn,h(slﬁn,hv afn,h))

meM k=1h=1

K H
< Z ZZ azge =1 b (Sypamn))

meM k=1 h=1

K H ,
< HMKage+ Z ZZ <5Hﬁ05/+5 W+§>||¢($’fn,haafn,h)”(m W1

meM k=1 h=1 3Bx
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= HMKage+ | 5 HVACs +5

Bk

< HMKage + <5Hf Cs +5 2410%3 ﬁ\/ﬁ /5" )
K
€ e K
Xz<log (ddg >+1>Mﬁ+2\/MKlog (‘M)

2d10g(VN/3') 4)

2d1log(v/N /8') K
2dlog(VN/®) | ) 1665 e e o
h=1meM k=1 ot

38k 3

( (log(1 + MK /d) + 1)M/7 + 2/MKdlog(1 + MK/d))

< HMKage + <5H\f Cs +5

The first inequality follows from Lemma D.10, the second inequality follows from Lemma D.9, the
third inequality follows from Lemma D.12, the last inequality holds due to Lemma J.2 and the fact
that ||¢(-)[[2 < 1.

Here we choose ¢ = dH \/d/MK /oy = O(\/1/dHM3K*N) and choose F = 20HVdCs +

%, we have

K H
Z ZZ ﬂ.* m h Sm hy Qm, h)|5’m 1= S,],cn 1] - lfn’h(sﬁ%mafmh)) S 6(dH2(dMﬁ+ \/dMK)),
meM k=1 h=1
(D.5)
occurs with probability at least 1 — [C(e)|c)” — 20" — MHK (8’ + 6'%).
We set &' = §/12(MHK + 1) and choose N = C'log(6)/log(c},) where C' = O(d), then we have
1—1C(e)|cyN — 26" = MHK(8' +6°) >1—6/3.

Combining Terms (i)(ii)(iii) together: Based on (D 3), (D.4) and (D.5). By taking union bound, we

get that the final regret bound for CoopTS-LMC is O (dH?(dM /7 + v/dAMK)) with probability at
least 1 — 4. O

E Proof of Supporting Lemmas in Appendix D

E.1 Proof of Proposition D.3
Recall from Algorithm 3, the LMC update rule is

kg _ k=1 k,j—1 -1 _k,j
Wnoh = W h _nmkVLmh( m,h ) 2nm’kﬁm,k6m,h7

where we have VLE, | (wi/"') = 2(Ak |, wh/! — bk ). Plug in the above formula, then we

m, W
can calculate that

e — k,J, / k,J

w h - Wm h’ - 277m,k (Afn hwm }IZ ' blfn, ) 27]7” kﬂmlke y
E,Ju—1 / ek
= (I — 27]m7kAlfn7h)w7n,}f + QnM,kbfn,h + 2777“ kﬁm k=m, i);

Jip—1
T - _
= (L= 20m kAL, ) Wil + > (1= 2 kAL, ) (277m,kbfn,h + 0/ 20m B e l)
1=0
7 ol 1
= (I — 2nm,kAfn,h) kWﬁfh + 20k Z (I - 277m,kAfn,h) bﬁl,h
=0

https://doi.org/10.52202/079017-2374 74640



Jp—1

\/2nmk6mkz 1—277mkA )l kJ'” L

where the third equality follows from iteration. Denote that A; = I — 27, lA . Moreover, we
choose the step size such that 0 < 7,,; < 1/(2Amax (Ajn »)). Thus we have

Jkl Jkl

k=1,J /
Wit = AT o e Y ALAL, L WE 20 B Z Ajen ™
1=0
Je—1
k—1,J . /
:Aikwm,h o (I Ak)(I+Ak+ +A]k 1) 'Ircnh—’— 2777” kﬁmk Z Al ian;Lc :
1=0
Je—1
k=1,J / oy Ji—l
= Aikwm,h k-1 (I AJk) thr 20, kﬂmk Z Aﬁc m;:
1=0
= AJk AJ1 .+ ZAJk Z-;jil AJ) mh
Ji—1
+ Z \/ 2177” 16m11AJk z—;jil Af :n]h ?
1=0
where the first equality holds because bf;, , = A%, wF  and wh /"~ = wh", the third equality

follows from the fact that T + A + ... + A"~1 = (I — A™)(I — A)~!, and the fourth equality holds
because of iteration.

Note that osz JL L~ N(O (0,1), based on the property of multivariate Gaussian distribution, we have

an,J}i N (um‘lk Efn ],’;) Then we can directly get the mean vector

uil = Al Al +2Ah AL (T ALY,

Next we will calculate the covariance matrix Zﬁf,f. For simplicity, we define M; =

\/mA,{’“ Azfll , thus we have
Ji—1 Ji—1
3 a0 smaloaal )~ a0 3 ar o)

=0 1=0
Thus we get the covariance matrix E,,; /; )
k Ji—1
k,Je 21 T
=h —ZMi(Z A )Mz—
i=1 1=0
Ji—1
J f 21 i J
=Sttt (A atial
=1 =0

k
=" 2B AT AT (T A (I - AD) T AT AT
i=1

—Z%A% AL (T- AP (ML) T @4+ A) AT LAY

where the third equality follows from the fact that T+ A + ... + A"~! = (I — A")(I— A)~!. Here
we complete the proof.

74641 https://doi.org/10.52202/079017-2374



E.2 Proof of Lemma D.4

~ -1
Proof. Note that w* , = (A* bk . we can calculate that
m,h m,k m,h

[hll = | (A%,) "Bk
(Aﬁi,h)ﬂ Z [ (st a) + V,ﬁ,hﬂ(s’l)] #(s',a")

(st,al,s"V)EUm, (k)

1/2
1
< ,C(k)< ) [Tra(s'sa') + Vil a ()] (s ) [ a - )
(st,al,s'V)EU,, 1 (k)
E ]C(k)( Z ||¢(5l,al)||?Ak )—1)1/2
\/X (st,al,s"V )€U n (k) "

< 2H/K(k)d/x
< 2H/MFkd/X,

where the first inequality follows from Lemma J.3, the second inequality is due to 0 < Vk

H—-—h+1,0<7, <1land|¢(s,a)| <1, the third inequality follows from Lemma J.4, and the
last inequality holds because (k) = (M — 1)k, + k — 1 < Mk. O

E.3 Proof of Lemma D.5

Proof. We separate the error into two terms and bound them respectively,

k,Jk Ea k,Jk k,J, k,J ~
[@s,0) Witk = (s, @) Wh | < [@s,0) T (Whik — b )| + [os ) (b - Whoa)|

11 12

(E.1)
Bounding Term [; in (E.1): by Cauchy-Schwarz inequality, we have

T (o kyd k,J
‘¢(s,a) (W " um,’;)‘SHQb(&a)‘sz}k- ~Hmn (251

m,h

H ka k,Jk

By choosing 7, 1 < 1/(4)\maX(Am »)) for all k and m, then we have
1
51 < Ap=T1—=20, kA% 1 < (1= 200 1 Amin (AL, 1)L (E.2)
3
5I <I+ A, =2I—2n,,A} , <2L

Recall the definition of Efr;‘],’; in Proposition D.3. By choosing 5,,; = fk for all i € [k] and
m € M, then we have

d(s,a) S (s, a)

1 1 :
:Zﬁ 3(s,0)T AL AL (1= AP () (T4 )T AL AT (5.0

S ols.0) AL AL (M) = Al (ML) AT AT LA g (s, a)
i=1

3/3K qu (s, ) AL ALY (M) = (AR ALY AL 6 (s, a)

a Sﬁml

3 (s,a) AT LATH(AL L) AT LA (s, a)
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2
+367K¢(S,G)T( mh) 1¢(S a)

where the first inequality follows from (E.2). By the definition of Afn’ 5, and Woodbury formula, we
have

-1
(Abs) = (A = (ML) - (Afn,h + > ¢(sl,al)¢(sl,al)T>
( l

st,al, s )€U 1 (k)
= (Afn) @+ (AL ) o) e T (AL )T
where ¢ is a matrix with the dimension of d X n, n is the number difference of (b(sl, al) between

N in—1 . . .
(Ai,,)  and (A;ﬂl) (i.e. we concatenate all ¢(s', a') into the matrix ¢). Note that n < M,
then we have

B(s,a) A AT (( L (A”l)’1)A;’;'+11...A;jk¢(s,a)
= ¢(s,0) AL AT (Ad) oM+ T (Al a) ) e T (AL) T )AL LA (s, )
< ¢(s,a) A LATT (AL ) e (AL )T AT A (s,a)
= [|o(s,a)T AL AL (AL el
<HA“ AT AL T2, a5 (ML) 2l
< Hl( 2 A (A2,,)) e (0T (Ad) )b, 0) Ps o
j=i+

where ||-||  is Frobenius norm and the last inequality is due to ||A~2X]|%, = tr(XT A~'X) and
(E.2). Thus we have

2J; P
[665,0) [0 < 351( Z H (1= 20 Amin (A2,)) 00 (07 (Ahn) @) l9(5 @)lPns )0

1=1 j=i+1

+ ?)’ﬁKﬂqs(S,a)H?Ag y—1-

2ok

Using the inequality va? + b2 < a + b for a,b > 0, we get

O (Z 0 (1= 20 hwin (A2, 1)) (0T (A ) ) (s, ) s,

=1 j=i+1
9 lns, - )
def ~
= gﬁ%h(d)(saa))'

ka2 kg ko Jk . .
Note that { 377 w — ~ N(0,1;). By the Gaussian concentration property, we

m,h m,h
have

([ (mh) ™ (i - wti) | = VAR ) < 6%

Then we have
(\qb s,a) Wit = d(s,a)
(‘qbsa—r ka_d)( THI;J},;

P(lee]

> 25, 1((s,0))V/dlog(1/3) )

> 24/dlog(1/6)||o(s,a)ll ka)
ey 2 2V (s, ), )
\ > Qs/dlog(1/5)>

k,Jx k,Jx

k,,]k : H m,h m,h
m

IA

mh

k, Ik 1/2 k, J,c k, ]k
P(H 2 W u’m h
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< 62, (E.3)

Bounding Term I in (E.1): Recall from Proposition D.3, we have

s = M AT AL AL (1 A

_ ch J1 Jk 1+1 ~it1 Jk Jl

- A A + Z A l+1 ’m h — Wm,h) - A A rrL h + Wrn h
_ Jk J1 W 2 : Jk 1,+1 ~it+1 ~k

- A A ( m h + A z+1 m h— W h) + Wm,h'

Then we can get

B(s,a) T (uhrE —WE 1)

= p(s,a) AL AT (w0 — W)+ é(s.a) ZA’k AW, - Wi,
P =1
Iao
In Algorithm 3, we choose w Oh = 0 and w! b = = (AL ,)7'bl , = 0. Thus we have I5; = 0. To
bound term I55, we use the 1nequaht1es in (E. 2) and Lemma D. 4 we have
k-1 ‘ '
I |3 65, ) AP AL (W, - W)
i=1
k-1 &
<3 TT (1 2m w82, ) 1905, )51+ I9EADD
i=1 j=it1
k-1 & ‘ 7,
<311 (1_2nm,jAmm(A;,h)) "p(s, a)l| (2H /Mid /X + 2H~/M(i + 1)d/))
i=1 j=it1
< IRIRY. ] (1 200 w82, ) (5. )]
1=1 j=1+1
Thus we get
kidi o
Slora)T (s 95, < 4B VIEIRS [ (1 200 huin(A2, ) (5. )]

1=1 j=i+1

(E.4)
Substituting (E.3) and (E.4) into (E.1), with probability at least 1 — 62, we have

T k,J T~k
[@(s,0)Twhik = pls,0) W

<4t FTRIAY T (12 win(8,0) "ol + 20 220D iy,

3 m,h
1=1 j=i+1 /3K

2dlog(1/5) J; PN
e S I (1= 20m i Anin(A2,0) 7 1 (07 (A5) @) 95, @)y, 0
K 1=1 j=i+1 ’
def

ey, (E.5)
Here we choose 7, j = 1/(4)\maX(Afn’h)) and set K; = Amax (Afn,h)/)‘min (Ain »), then we have

Jj .
(1 — 2 Amin (A7 h)) = (1—1/2k;)"
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We want to have (1 — 1/2x,)77 < e, it suffices to choose J; such that

Note that 1/2k; < 1/2, we have log(1/(1 —1/2k;)) > 1/2k; because e™® > 1 —zfor0 < = < 1.
Therefore, we only need to pick J; > 2k, log(1/e).

Also note that 1 > ||¢(s,a)|| > \/X”(f)(S,CL)H(Ai ,)-1 and tr (" (Aﬁmh)fl(p) < M due to the
fact that n. < M. By setting e = 1/(4HM K d) and A = 1, we obtain

k—1 k—1
W< Y a0l + 22U (o s. g -0 + X VTl9(s.0)] )

k—1
< Z€k_i4Hv MEd/AVMK|$(s,a)ll(ar -1
i=1 ’

2dlog(1/5 =
4y [P (0,0l g -1 + 3 MVEID s, - )
=1

—i— 2dlog(1/d i—
< & 1||¢(87a)”<A,:n,)h)71 +2 %(Hgb(s a || W)l + ng 1H¢(5 a)H(Ak W) 71)
i=1

2dlog(1/5) | 4
(5 44%%%1)J+§)H¢@MUMAﬁWVM

IN

where the second inequality follows from [/ (s, a)|(ax D2 1/4/K(k) + 1||¢(s, a)]|

1/vVMK]||¢(s, a)]|, the fourth inequality follows from Zf 11 eh-i-t Zz o e' <1/(1—€) <4/3.
Finally we have

~ 2d1og(1/6 4
(|o(s. whil — o a)Tw,’;,h] < (s 252 s Dot a1 )
>]P’<‘(]§saT fn‘]}’;—q&(sa ‘<W>
>1-— 4%

This completes the proof. O

E.4 Proof of Lemma D.6

Prolcl)f Recall that wk J’“ ~ N(ufan,EﬁLJ}’;) Let Ek T — wfr;:]}f u}:n‘],f; ~ N(0, Efn‘],fj), thus
we have
[[wooi = N+ & || < e ||+ (1€ - (E6)

ka

Bounding H u,, H in (E.6): Based on Proposition D.3, we have

sl = Al Afw +ZAJ’~ AL (- ALY

<ZHAJ’” Al (T- AL

i
dLen|

<2H\/.K@’§2HA“ Al (I- AP,

21 - A7)

§2HWWZ||A;@H§%HAZ-H ,
=1
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k k

< 2Hdy/ME/AYS T (1= 20m52min (47,)) ( 2
i=1 j*i+1

o Ha TR TT (- 2 (M) (14 (1 20 A (A5)) ),
i=1 j=i+1

where the second inequality holds from Lemma D.4, the third inequality follows from the fact
that rank (A7* ... A/ (I — A/")) < dand |X|2 < [|X]r < rank(X)[|X||> where | X2 =
Umax<X)~

Recall that in Lemma D.5, we set J; > 2k, log(1/€) where £; = Apax (Afn’h)/)\min (Afn’h),
e=1/(4HMKd) and \ = 1, thus we get

Hl»’szk | <2Hd\/T/Z k—1 k*i“rl)

< 4Hd\/MK/\ Z ¢
=0
16
< —Hd\/W.

Bounding Hg’“ || in (E.6): Note that £k e~ N0, Efn‘],;‘), using Gaussian concentration
Lemma J.5, we have

(Hgk Jk” < %tr (Zfﬁ{;)) >1-0.

Recall from Proposition D.3, we have

k i i Ji
r (S8 Zb’m r (AL AT (I AP (AL )T A)TIAL LAY

k
<3 ot (A7)t (AL ) b (T— A2t (AL ) ) b (T+ An)7Y)
i=1 7Tt
X tr (A;]jrﬁl) .o tr (Ai’“),

where the inequality holds due to Lemma J.6. Recall from (E.2) that, when 1,,, ,, < 1/ (4/\max(Afn’ w)
for all k¥ and m, we have AiJ'i <(1- 277m7k/\min(Afn’h))Jf I, set A = 1, then we obtain

(A7) < tr (1= 20 din (A5,1)) 7T) < (1= 20 Ain (A, 1)) " < de < 1.
Similarly, we have I — A?‘]"' < (1 — 22%1,)1, then we get
) 1
tr(I — A27) < (1 - 22J)d <d.
Also, based on (I+ A;)~! 5 2I, we have

tr ((T+A;)7") <

[SCIR )

Note that Apax (A%, ) 1) < 1, we have

tr( Z)\ <d

Combine the above results together and choose §,,; = ﬁ K forall i € [K] and m € M, we have

K
1 2

2= ke
/Bmz 3 361(

i (Sh) <
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Then we have

<H€k | < \/71@3) > P(HE’“ AESAL: (2555)) 21-34.

Combine above results together: with probability at least 1 — §, we have

|w ’”’C‘<—Hd\/7+,/36 d®/?.
K

This completes the proof. O

E.5 Proof of Lemma D.7

Proof. Based on Lemma D.6, for any fixed n € [N], with probability at least 1 — 4, for any
(m,k,h) € M x |K] x [H], we have

H k:Jan <7Hd\/7+ [35]( d3/2

By taking union over n, m, k, h, we have for all (m, k, h) € M x [K] x [H] and for all n € [N],
with probability 1 — §/2, we have

2
||Wk Jk,nH < —Hd‘/ Md?’m = B(S/QNMHK' (E.7)
3Bk

Based on Lemma J.7 and Lemma J.9, we have that for any € > 0 and § > 0, with probability at least
1-46/2,

> o(s'a") [(Visnr — PV nga) (51, a')]

(st,al, sV )€U, 1 (k)

B 2.2\ 1/2
< (4H? glog k1A +dlog ZO/2NMHK +log§ +8k5
2 DY € 1) A

d k+ A Bsjonvmak V2 02k
<2H|-1o I —t lo
[2 g( A ) e Og( 2 ) " 5} VO

Ay, )7t

Here weset A = 1, = ﬁ with probability at least 1 — §/2, we have

> o(s'.a') [(Vimnsr = PrVin ) (51 a')]

(st,al, s’V )€U, 1 (k)

(Alfn,h)71

B 1/2
<2H\f[ log(k + 1) + log (W)—Hogé] +H

2V/2k
QﬁKBcSﬂNMHK) 3] 1/2
I + log —

< 3HVd B log(K + 1) + log ( (E.8)

By applying union bound between (E.7) and (E.8), and define that C5 = B log(K + 1) + log % +

1/2
log (W)} , finally we obtain that for all (m, k, k) € M x [K] x [H],

S o a) [V — BaVEas) ()] < 3HVC;,
(st,al s’V )€U, n (k) (A’fn’h)*1
with probability at least 1 — 4. O
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E.6 Proof of Lemma D.8

Proof. We denote the inner product over S by (-, -)s. Based on Py (+|s,a) = (#(s,a), uh(~)>s in
Definition 4.1, we have

th'rlri,h+l(87 a) = ¢(57 a)T<“/h7 V’ricz,h+1>s
= ¢(s, a)T (Aﬁq,h)il (Afn,h) <Mh, Vn’i,h+1>s
= (s, a)T (Afn,h)_l < Z q{)(sl7 al)¢(sl7 al)T + AI) <p,h7 Vﬁ,h+1>s

(st,al,s'V) €U, 1 (k)

= ¢(s,a)T(A§mh)1< 3 #(s',a") (PuVis pya) (s, a') + AI(uh,v,i;HQS).
(sl,ul,

5/l>€U'm,h(k)

(E.9)

Here the last equality uses P, (+|s, a) = (¢(s, a), pa(-)) s again. Then we can separate the following
error into three parts,

d)(s? (J’)TV/‘\Ivﬁz,h - rh(87 a) - ]P)hvrﬁ,h+1(s7 a)
= ¢(sva)T(Afn,h)71 Z [rh(slval) + V;fl,h+1(sll)]¢(slaal) - Th(sva)

(st,al,s'V) €U, 1 (k)

- ¢(s,a)T(Afn’h)_1< Z @(s'a) (PLVis hir) (s'a') + AL, Vn’;h+1>$>

(sh,al,s"1)€Um (k)

= ¢p(s,a)T (AL, ) < > o (s a") [(Vim s = PuVip g (81, al)]>

(st,al,s'V)EUm,n (k)

@

+¢(s,a)T(Afn’h)1< Z rh(sl,al)¢(sl,al)> —rp(s,a)

(st,al, s’V )€U, 1 (k)

(ii)
—Ap(s,a) T (AL ) T ViE ) - (E.10)
(iii)

Here the first equality holds due to (E.9). We now provide an upper bound for each of the terms in
(E.10).

Bounding Term (i) in (E.10): using Cauchy-Schwarz inequality and Lemma D.7, with probability at
least 1 — 0, for all (m, k,h) € M x [K] x [H] and for any (s,a) € S x A, we have

¢<s,a>T(Afn,h)1< > ¢(s%al)[(vn’z,h+1—Phwﬁ,h+l)(sl,al>]>

(sh,al,s") €U, 1 (k)

=< ) o(s',a") [(Vinnsr = PaVin i) (s )] lo(s, )llar, )
(st,al sV )€U, (k) (Ak )1
< BHVACs|d(s,a)(ak ,)1- (E.11)

Bounding Term (ii) in (E.10): we first note that

d)(s?a)T(Aﬁ@’h)_l( Z Th(sl7al)¢)(sl7al)> —rn(s,a)

(st,al,s'V) €U, 1 (k)

= ¢ (s, a)T (Alfn,h)71 < Z Th (sl, al)(f)(sl, al)> — ¢(s, a)TGh

(sh,al,s'H)eU, 1 (k)
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= ¢(s, a)T (Aﬁ%h)fl < Z Th (sl, al)qi)(sl, al) — Aﬁ%heh>

(sh,al,s")EU, 1 (k)

= ¢p(s,a)’ (A,’l,h)i1 < Z rh (sl, al)qb(sl, al) — Z d)(sl, al)¢(sl, al)TOh — )\IOh)

(stsal,sD)EU 1 (F) (51,0l /1) €Uy 1 ()

= ¢(5,a)T(Afn,h)_l< Z rh(sl,al)qﬁ(sl,al) — Z d)(sl,al)rh(sl,al) —)\9h>
(sh,al sV )€U 1 (k) (st,al,s’'t) €U, 1 (k)

= —Ag(s,a) (AL, ,) " 6n, (E.12)

where the first and fourth equality holds due to the definition 7, (s, a) = (¢(s, a), 8 ) from Defini-
tion 4.1, the third equality uses the definition of Aﬁl’ 5,- Next we can obtain that

. -1
—A(s,a)" (Ag, ) On < Mlo(s; a)llax, -1 10nllear )1
< VAld(s, @)las. )1 104
< VAdlg(s, a)llax, )1 (E.13)

where we use the fact that /\max((Afmh)fl) < 1/X and |6y < V/d from Definition 4.1. By
Combining (E.12) and (E.13), we obtain

d’(Saa)T(Afn,h)_l ( Z rh(sl,al)ﬁi’(slaal)) —rp(s,a) < \/ﬁ”d}(s,a)”mﬁhh)fl.

(st,al,"1) €Uy (K)
(E.14)

Bounding Term (iii) in (E.10): we have
>\¢(57@)T(A§n,h)il<ﬂh7Vﬁ,h+1>3 < A||¢(57a)||(A’;7h)71 ||<Mh7Wﬁ,h+1>3”(A§Lh)_1
< VAlg(s,a)llar, - [[{mns Vi 1)l
< HVN|@(s,0)|as. )l
< HVAd||¢(s,a)ll(ax, )1 (E.15)

where the second inequality holds due to the fact that Amax (A%, ;) _1) < 1/, the third inequality
uses the fact that Vfl’ ne1 < H and the last inequality follows from || || < v/d in Definition 4.1.

Combine Terms (i)(ii)(iii) together: combine (E.11), (E.14) and (E.15), then set A = 1, with
probability at least 1 — §, we get

B(s,a) "W, —ri(s,a) = PRV (s, a)) < <3HC§ +Vd + H\/E) lo(s, a)ll(A'fn,h)‘l
< 5H\/&Cg||¢(57a)||(A';7h)717
This completes the proof. O
E.7 Proof of Lemma D.9
Proof. Recall from Definition D.1,
Ui (5,0) = Q p(s,0) = ri(s,0) = PRV iy (s, a)

— i T koo * k
=min{ max ¢(s,a) w " H—h+1: —rp(s,a) =PV, 01(5,0)

n€[N]
< max (ﬁ(s,a)war;J}’:’" —rp(s,a) — ]P’hV,fI he1(s,a)
ne[N] ; ’
ks A -
= e B, 0) WA = B(s.0) T+ B ) W~ (s0) — BV s (520)
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< fel?x (s a)Twﬁ;:I,;“’" — ¢(s, a)TvAvfn’h’ +|o(s, a)TvAvfj%h —rp(s,a) — PhVn]ﬁ’hH(s, a)l.

b
I 2

Bounding Term /;: based on Lemma D.5, for any fixed n € [N], forany (m, h, k) € M x [H|x K]
and for any (s,a) € S x A, with probability at least 1 — §2, we have

2dlog(1/9)
30k
By taking union bound over n, we have for all n € [N], with probability 1 — 62, we have
2d log (\/N / 5)
3Bk

This indicates, for any (m, h,k) € M x [H] x [K] and (s,a) € S x A, with probability at least
1 — 62, we have

. ~ 4
p(s,a) W™ — @(s,a)TWE, | < <5 + 3> (s, a)llar, )1

n ~ 4
|B(s.a)TWEI — (s, a)TRE | < (5 + 3> (s, )l ar )1

1¢(s, a)ll(ar

m, h)_l'

(E.16)

ne[N] mh

2d 1 N/ 4
Term /; = max ]qb s, a)kaJk,n _ qb(s,a)TvAvﬁ%ﬂ < (5 Ogg(ﬁm 3)
K

Bounding Term I5: based on Lemma D.8, with probability at least 1 — 4, for any (m, h, k) €
M x [H] x [K] and (s,a) € S x A, we have

[b(s.0)T W, — rh(s.0) — BLVE 1 (s.0)| < BHVACs|(s,a) [ ar. )+

Combine the two result above, by taking union bound, with probability at least 1 — § — §2, for any
(m,h,k) € M x [H] x [K] and (s,a) € S x A, we have

2dlog (VN /5)
3Bk

This completes the proof. O

4
7lfn,,h(s’ a) S <5H\/g05 +5 + 3> ||¢(57 a,)H(AI:n,h)71'

E.8 Proof of Lemma D.10
Proof. Recall from Definition D.1,

lfn,h(sa a) = T”h(S, a) + PhVn’fL,h—&-l(sv a) - an h(s a‘)'
Note that

Qf’hh(s’a) = min{ max ¢(s,a) w, ka’ JH—h+ 1} < max ¢(z,a)'w fnJ}f’"
ne[N] n€[N]

Note that [|¢(s, a)]|( Ak -1 < V1/A@(s,a)| <1 forall ¢(s
|

{o| ||¢”(A’ﬁn,,h)‘l < 1} Based on Lemma J.8, we have |C(¢)

s,a). Define C(¢) to be a e-cover of
< (3/e)4.

First, for any fixed ¢(s,a) € C(e), based on the results in Proposition D.3, we have that
qb(s,a)wa,;;],f’n ~ N(qb( )Tufni}’f, (s, )TEk ]’“¢(5 a)) for any fixed n € [N]. Now we
define

(s, @) + PaVii g (5,0) = @(s,0) Tt
\o(5.0)T=E T (5,0)

When |Z}| < 1, by Gaussian concentration Lemma J.10, we have

Zk:

]P’((;S(s,a)—rwf,;:],f’ > ru(s,a) + PrVis (s, a))
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P

<¢(3 L) TwWhE™ — g (s,a) T p - ri(s,a) + PRV (s, a) — @(s, )Tuﬁ{];’f>
&(s, a)TEfn]}’; (s,a) \/(;5 (s,a) TZk J’“(ﬁ(s a)

&

Tk Jk n T,k Jk
:p<¢’<3 WA~ s ) Tu Zk)
\/d)(s a)TEk J’“(;[)(s a)
1
> 2\/%6@(—25/2)
1
Z Waer

Consider the numerator of 7 :

[ (s,a) + PaVip g (5.0) = s, >Tu,’;";

< [ru(s.a) + PV pya(s,0) = @(s,0) W5 o] + [d(s,0) T — s, @) Tpan i |-
Based on Lemma D.8, with probablity at least 1 — §, we have

[ra (s, @) + PaVip g1 (s,0) = (s, a) W, | < SHVACs ] (s,) | (ax )1
From (E.4), we have
Blosa) (1% —5h,) < AHVATRAR Y [ (1= 20w (82,))” (5.0) .
i=1 j=i+1

Recall the proof of Lemma D.5, we set 7, ; = 1/(4)\maX(Afn7h)), J; > 2k;1og(1/€), then we have
forall j € [K], (1 — 277m,j)\min(AiLh))J-7 <esete=1/4HMKdand A = 1, we have

k—1
|p(s,a)TWE, , — @(s,0) Tl | < 4HvMKdZ (s, a)|
i=1

etV MEdVMK||é(s,a)||a

M \

4MHKd

4:
< Slles @)la, -

So, with probablity at least 1 — J, we have
i (s,0) + PRVE i (s,0) — d(s,0) Tl k| < <5Hf Cs + ) (s, a)llar ,y-r- (EAD)

Consider the denominator of Z;: recall from the definition of Ek Jk from Proposition D.3, then we
have

B(s,a) " Z0 (s, a)

k

ﬁl “p(s,a) AT AT (T AP (AL ) T I A TAL AR (s, a)

k
22/3 (s,a) TAJE AT (T = AT (AL ) TTATE AR (s, a),

where we used the fact that 11 < (I+ Aj)~'. Then we have

B (s, a)Tzk’Jf’d)(s a)

i i -1 ] i i
_Zwmz B(s,a) AL AT (ML) T = AlT(AL ) AT AT AR b(s,a)
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2ﬂK Z¢ s,a) AL LA (AL )T = (AL AT AR (s, )
i=1

1

- M—qu(&a)TAi’“ CCAT(AL ) TTA A (s, a)
+ w%qb(s, )T (A% ) (s, a).

By the definition of Ain, 1, and Woodbury formula, we have

()™= (3 = j“’h)_l_<Ai"fh+ > <b(sl,al)cb(sl,al)T)_1

(st,al,s"V )€U, (k)
i — i — -1 i _
= (ALn) 150(171 +¢'( h) 190) ‘PT( ) 5
where ¢ is a matrix with the dimension of d x n, n is the number difference of ¢ (s, a') between

ooyl it1y—1 . . .
(Ajn’h) and (A;ﬂl) (i.e. we concatenate all ¢(sl, al) in to the matrix ¢). Note that n < M,
we have

ls.0) AL AT (ML) T = (M) T AT LAl (s, 0)
= ¢(s,0) AL ALY (Adn) e+ 0T (ML) ) e T (AL ) ) ALY A (s, )
< ps,a) A ALY (M) e (ML) T ALY A G(s,a)
= [lo(s,0) AL AT (ML) el

< HAJk AZJ+41_1( mh) 1/2¢ S a HQ H znh 1/2¢HF
k ) 2.J; S
< T (1= 2mmdain (A,)) tr (07 (ML) @) (s 0)l2ns )
j=i+1 '

where ||-||  is Frobenius norm and the last inequality is due to ||A~2X]|%, = tr(XT A~'X) and
(E.2). Therefore, we have

P(s,a) " ZNE (s, a)

1 2 i\ 2
ZEH(Z-”(S,G)”(A;:M)A 25 H — 20 i A mm( m’h))

(5,0)20 )

MZ H = 2 Amin (A, 1))t (T (AL ) T @) 0(s @)Eas )

i=1 j=i+1

Similar to the proof of Lemma D.5, note that tr (cpT (Afmh)’lgo) < M, when we choose J; >
2k log(3kM), we have

v

llp(s,a)| = VM )

16l 2 57 (16000l -~ iyt — 2 Geapye=s 050l

1 1
> 5 (196 0lag 1 - 500l - llét ol )
1
Z P s - E13)

where we used the fact that )\min((Afn’h)_l) > 1/kM and [|¢(s,a)l|ar )-1 = 1/VEM||(s,a)].
Therefore, according to (E.17) and (E.18), with probablity at least 1 — §, ‘it holds that

Th(s,a) +PRVE hi(s,a) — (s, )Tufn‘],f
Vs, )Tk (s, )

| Z| =
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5H\[C5+*

— b

\/ﬂ7
which implies | Z;| < 1 when F = 20HVdCs + 2.

Till now we have proved that for any fixed ¢(s,a) € C(g) and for all (m, h, k) € M x [H] x [K],
for any fixed n € [N], with probablity at least 1 — ¢, we have

1
]P’( s,a)TwhIET (s q) — PRVE s,a) > 0)
¢( ) m,h h( ) h m,h+1( ) 2\/%
By taking union bound over n € [N], with probablity at least 1 — §, we have
1 N N
P(max (s,a) "W _ g (s a) — PRVE s, a >O>>1—(1— ) =1-c,
ne[N {¢ ) m,h n(s,a) h m,h+1( )} = = o oen 0

where ¢, = 1—m. Therefore, for any fixed ¢ (s, a) € C(e) and forall (m, h, k) € Mx[H]|x[K],
with probability at least (1 — 8)(1 — cj™) > 1~ — ¢, we have

m?x {o(s (s,a) W™ gy (s,a) — PRVE het(s,a)} = 0. (E.19)
ne[N ’ ’

Next for any ¢ = (s, a), we can find ¢’ € C(e) such that [|¢p — @'[|(ax -1 < £. We define
A¢ = ¢ — ¢'. Recall from Definition 4.1, we have

X def
ru(s,a) + }P’hV,fL’hH(s,a) = ¢(s, a)TGh + ¢ (s, a)T<uh, h+1>$ b(s, a)Twﬁ%h,

where wfjhh = 0 + <uh,V7§’h+1>S. Note that max{||ux(S)|, ||0x]|} < v/d and Vrﬁ’hﬂ <
H — h < H, thus we have

[Whonll < 1061+ [, Vit i) || < Vd+ HVA < 2HVA.

k ka,

Then we define the regression error Awm h=Wp— W, . Thus we have

m[ax {¢ (s,a)Tw fnJ};; " — (s, a) — PLVE hi1(s,a } = m[ajslc]{ b(s, a)TAwmh}
ne[N S

Then by Cauchy-Schwarz inequality, we have
o TAWE = ¢ TAWE  + AT AWE,
T
> ¢, Awm h — ‘Aqu ||Aw7n h||
> ¢/TAwmh v €||Awm,h||'
By triangle inequality, with probability at least 1 — §, we have

lawsall < [wiall + [wie ™| < 2BV + By

Denote o5 = VMK (2HVd + Bs/nymmurc)- Then, for all (m, h,k) € M x [H] x [K], with
probability at least 1 — §, we have

m?]ir(] {(b AwF h} > max {(;5 AwF, h} — o€,
ne

Recall from (E.19), by taking union bound, with probability at least 1 — |C (5)|C’ON — 24, for all
(m,h, k) € M x [H] x [K] and for all (s,a) € S x A, we have

ne (V] {67 Awp .} > —ase.

Finally, with probability at least 1 — |C(s)|06N — 20, for all (m, h, k) € M x [H] x [K] and for all
(s,a) € S x A, we have

lfn,h(s, a) < ase.

This completes the proof. O

74653 https://doi.org/10.52202/079017-2374



E.9 Proof of Lemma D.12

k

a’m,h

Proof. For simplicity, we denote (s*
(var, vk ) : [MK] — [M] x [K],

b ) as zfn - Then we consider the following mappings

v (r) = T(mod M), vk = UA

where we set vy (7) = M if M|7. Next, for any 7 > 0, we define

-
vi (u) vk (u)
=+ Z qb( 2y (), h) (zu;(u)ﬁ) , forT >0,

A) = )1, f0r7' =0.

We denote 0 = {o1,...,0,} as the synchronization episodes, where o; € [K], we also denote
oo = 0. Then we separate the episodes £ = 1,..., K into two groups based on the following
condition,
det(A7?)
oA <3. E.20
T odet(A,TY) T ( )

Oi—1

Note that the left inequality always holds due to A [Xzi and the trivial fact that A < B =
det(A) < det(B). Then we define that I; = {k 6 N+ k € [0s-1,04),Yi € [n]|(E.20) is true}
and I = {k € NT,k € [0y_1,0:),Yi € [n ]|(E 20) is false} then [K] = I; U I, U {K}. For any
k € [04-1,0;) and k € I, note that A7 < AF , < A} < A7, thus for any m € M, we have

det(AF)
L) D YR [y K

det(Ay
< 16 (A gy aimion

S 2||¢(’ZWL,h)H(A§)—1a (E21)

where the first inequality follows from Lemma J.12, the second inequality follows from the trivial
fact that A < B = det(A) < det(B), and the final inequality holds because k& € I;. Then we will
bound the summation for £ € I; and k € I, respectively.

Z Z Hd)(zrkn,h)” m h) 1 < MK Z Z H¢( )”(A’“ h)—l

keliU{K}meM meM kel U{K}

<2 MK Y 18250251
meM kellu{K} )

S2 MK Z ZHd)(anh)H?]\ﬁ)fl

meM k=1
det(AK)
<24/ MK log
\/ d t(AI) )

where the first inequality follows from Cauchy-Schwarz inequality, the second inequal-
ity holds due to (E.21), the final equality follows from Lemma J.I and Af =

2 omem Sy (S, s @) D(sE, 1o afn,h)T + AL

For any interval [0;_1,0;), define A; = o; — 0;_1 — 1, we calculate that

o;—1 o;—1

Z ||¢’<Z§1,h)H(Afm)flg A Z (=0 H(M -1

)
k=0o;_1 k=oi_1
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det(A‘”*l)
< (| Ailog | ——=5+

det(A,, ')
<V

where the last inequality follows from the synchronization condition (3.3).

K
Define R;, = {log (dcf;((jt\}f)) ﬂ , note that o,, < K, then we can find that

det(A")\ & det(A)
>log ( — =22 ) =) log | —pire
R 2 log (det(A;°)> ; °8 (detmf“ )

1

We can claim that I3 has at most R}, synchronization episodes, otherwise
det(Af?) det(A7?)
Ry, > lo — > log | ————=+~ ) > Rplog3,
" Z ( ”>>—4 p3 g(dt(A“) = me
i€{ilo;_1€l2}
which causes the contradiction. Thus I has at most R, intervals, then we get

e K
Z Z H¢ Zm,h |(Ak S RyM /v < <log <dd;((1§\}i)))+1)Mﬁ.

keI, meM

Finally, we can bound the total summation,

Z ZHd) Zm,h H(A’“ L)~ = Z Z Hd) Zm,h ||(A’“ W) 1+ Z Z Hd)( mh)H(Amh -1

meM k=1 meM kel, meM ke[lu{K}

det(AK) det(AL)
<<log<dt(/\1))+1 Mf+2\/MK1 det(/\}i))

This completes the proof. O

F Proof of the Regret Bound for CoopTS-LMC in Misspecified Setting

In this section, we prove the regret bound for CoopTS-LMC in the misspecified setting. The regret
analysis, the essential supporting lemmas and their corresponding proofs are almost same as what we
have presented in Appendix D and Appendix E. Here we mainly point out the differences of proof
between these two settings.

F.1 Supporting Lemmas

Definition F.1 (Model prediction error). For any (m, k, h) € M x [K] x [H], we define the model
error associated with the reward r,, j,,

i (5,0) = T n(5,0) + P n Vi i (s,0) = Qg (s, ).

Lemma F.2. Let A = 1 in Algorithm 3. Under Definition 4.8, for any fixed 0 < § < 1, with
probability at least 1 — 4, for all (m, k,h) € M x [K] x [H]| and for any (s,a) € S X A, we have

‘qb 5,a) Wy, = Tm,n(s,a) — ]P’m’thl’hH(s, a)
< (BHVAC; + 3H(VMKA)||d(s, a)||ax y-1 + 3H,

where C' is defined in Lemma D.7.

Proof of Lemma F.2. Recall from Definition 4.8, we have

BV (5,0) = B0, 0) (b Vi) | < B | 8,0) = (95,0, O Vi
< 2H|[Bon(- | 5,0) = (B(s.a), () |y
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< 2HC,

where the first inequality follows from Cauchy-Schwarz inequality, the second inequality follows
from the fact that [V,% , . | [loo < H and Py, [Py — Pallty = 3 Y e, [P1(X) = P2(x)| = 3| P1 —
Py||; for two distributions Py and P», note that here we regard distribution as infinite dimensional
vector, the third inequality follows from Definition 4.8. Define A,, 1 = ]P’m,,h,Vﬁh +1(5’ a) —

&(s,a)" (pn, V’“)h+1>3, thus |A,, 1| < 2H(. Then we have

P Vi pia(s,a) (E.1)
= ¢(s,0)" (n, Vi 1) g + B

- ¢(s,a)T(Aj§%h)‘1< Z qb(sl,al)qb(sl,al)T—f—)\I) (B Vi ni1) g + Am

(st,al,s'V)YEUm 1 (k)

- ¢(s,a)T(A’ﬁ,L7h)1< Z ¢(sl,al)(b(sl,al)T(uh,Vﬁ,h+1>3>
(st,al,s'V)EUm,n (k)
+ )\d)(S, G)T (Aﬁlvh)71<lllh» Vrﬁ,h+1>5 + Am»1

- qb(s,a)T(AﬁLh)_l< Z ¢(sl7al) (Pm,hV,fL’hH)(sl,al))

(st,al,s"V )€U, (k)
-1
— ¢(s,a) (AF, ) ( > AT,L71¢(sl7az)>
(st,al,s"V )€U 1 (k)
-1
+Ad(s,a) " (Arn)” (s Vimns1)g + A (F2)
Based on (F.1), we can separate the following error into four parts,
¢(Sa a)Twﬁl,h - rm,h(sa a) - Pm,hvn]g,h—kl(sv a)
—1 l
= ¢(S7 a)T (A']fn,h) Z [T"mh (8l7 a’l) + ‘/;ﬁ,h+1 (5/ )] ¢(Sl’ al) - r’m,h(sa CL)

(st,al,s" )€U 1 (k)

SISV S SR [EENIET)

(s',al,s"")E€Um 1 (k)

+ Amad(s,a) (AL ( S e al)>
(st,al,s'V )€U, n (k)
- A(b(s, a)T (Afn,h) 71<Il’hv Vrg,h+1>5 - AmJ
“oe b (X ) (A PV ()
(st,al,

'Y EUm, n (k)

@

ot Wha) (X el ) s
(st,al

:8"1) €U, n (k)

(i)
- )‘¢(Sa a)T (Afn,h) 71<u‘hv Vrﬁ,h+l>5
(iii)

+ Apig(s,a)" (A’:m)‘1 ( > o(s, al)> — A (F.3)

(stal,s' )€U (k)

(iv)
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We now provide an upper bound for each of the terms in (F.3).

Bounding Term (i) in (F.3): same as (E.11) in Appendix E.6, with probability at least 1 — §, we have
[Term ()| < 3HVdCs|d(s, a)ll (). (F4)

Bounding Term (ii) + Term (iv) in (F.3): define A, 2 = 7,,.1(s,a) — @(s,a) " 0y, then we have

|Ap,.2| < ¢ due to Definition 4.8. Next we have

¢(S»G)T(Afn,h)1< > Tm,h(sl,al)gb(sl,al)) — Tm,n(s,a)

(st,al,s"V) €U, 1 (k)

= ¢(Sva)T(Afn,h)71 ( Z Tm,h (Sl7al)¢(sl7al)> - d)(saa)TOh - Am,Q

(sh,al,s") €U, (k)

= ¢(s.a) (M) < > rmn(s'a) (s a') - Ai;,h,eh> — Az

(st,al,s"V) €U, 1 (k)

= ¢(s,a)T(Afn7h)1< Z ¢(sl,al)rm,h(sl,al)

(st,al,s") €U, 1 (k)

_ Z ¢(sl,al)¢(sl,al)T0h A10h> — Ao

(st,al, ") €U n (k)

= ¢(s,a) (AE )7 < > #(s',a) Az — >\10h> — Ao
(sl,al7

s €U, n (k)

= -Ag(s,a) " (Afn) 'O+ Amogp(s,a) (Als) ™" ( > qb(sl,al)) — Ay, (B5)

(sh,al,s") €U, (k)

)

where the third equality uses the definition of A’fm 5~ By Combining (F.5) and (E.13) in Appendix E.6,
we obtain

|Term (i) + Term (iv)| < VAd|@(s, a)||(ax ,y-1 + [Term (iv) + Term (v)|. (F6)
Then we calculate that

|Term (iv) + Term (V)|

(At + Ama)d(s,a)T (A )7 ( > ¢(sl,al)> — (A + Apo)

(st,al, sV )€U, n (k)

+ |Am,1 + A'rn,2‘

< |Am,1 + Am,?' ! ‘(ﬁ(s’a)T(Afn,h)_l( Z ¢(Slaal)>

(sh,al,s")€Um (k)

< 3HC||¢(Saa)”(A’jn,h)*1 Z ||(]5(Sl,al)||(Afn W)L +3HC
(s’,a’,s’L)EUm,h(k) N

< 3H<||¢(S:a)”(A,’fn’h)*1 (’C(k) Z |‘(Z)(Sl,al)H?A;;Yh)1> +3H<

(sh,al,s"" )€U, 1 (k)
< BHCVMKd||¢(s,a)l|(ax ,y-1 + 3HC, (ET)
where the second inequality follows from Cauchy-Schwarz inequality and the fact that |A,, 1 +
Aol < |Apal + |An2| < 2HC + ¢ < 3H(, the third inequality holds because of Cauchy-

Schwarz inequality, and the last inequality holds because K(k) < M K and Lemma J.4. Substitute
(F.7) into (F.6), we have

[Term (ii) + Term (iv)| < (3H(VMKd + V) || (s, a)llax )1 +3HC (F.8)

h
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Bounding Term (iii) in (F.3): same as (E.15) in Appendix E.6, we have
|Term (iii)| < HV A\d||¢(s, a)”(Afn.h)*l‘ (F9)

Combine all the terms in (F.3) together: by using triangle inequality in (F.3), we combine (F.4),
(E.8) and (F.9), then set A = 1, with probability at least 1 — J, we get

[@(5,0) W 1 = i (5.0) = PV (5, 0)

< (3H\/&c5 +Vd+ HVd+ 3H§Mm) lp(s, a)llar,)-+ +3HC

< (5HVACs + 3H(VMKA) | ¢(s,)ll ()1 + 3HC.
This completes the proof. O
Lemma F.3 (Error bound). Let A = 1 in Algorithm 3. Under Definition 4.8, for any fixed 0 < § < 1,
with probability at least 1 — § — 62, for any (m, k, h) € M x [K] x [H] and for any (s,a) € S x A,

we have

2dlog (VN/6) 4

—&wwmhéGHVM%+MKVM%d+5 3 +3)W@ﬂﬂmg”4+3HQ

where Cj is defined in Lemma D.7.
Proof of Lemma F.3. We do the same process as that in Appendix E.7, and we have

L (s:0) < maxe [(s,0) "W = s, ) T

(i)
+[@(s,0) "W,y = ran(s,0) = PV g (s,0) -
(i)

Bounding Term (i): based on (E.16), for any (m, h, k) € M x [H] x [K] and (s,a) € S x A, with
probability at least 1 — §2, we have

2d log \/N/(S 4
?)(BK) T 3> (s, a)llak, )1

Bounding Term (ii): based on Lemma F.2, for all (m, h,k) € M x [H] x [K] and (s,a) € § x A,
we have

|p(s,a) Wy = Ti(s,a) = PuVig i (s,0)| < (BHVACs +3HCVME)|[d(s, a)llar -1+ 3HC.

max |¢(s,a)—rwﬁ;‘]}’;’” — ¢(s,a)T6\v’fn7h| < (5
n€[N] ’

Combine the two result above, by taking union bound, with probability at least 1 — § — 62, we have

2dlog (VN/5) 4
1k (s,0) < <5H\/&C5+3H<¢MKCJ+5 Og?)(ﬁ/) + 3> I (s,a) |t -+ + BHC.
-

This completes the proof. O

Lemma F.4 (Optimism). Let A = 1 in Algorithm 3 and ¢, = 1 — 2\/% Under Definition 4.8, for

any fixed 0 < & < 1, with probability at least 1 — |C(e)|c)” — 26 where |C(e)| < (3/e)<, for all
(m,h,k) € M x [H| x [K] and for all (s,a) € S x A, we have
1%, (s,a) < ase + 3HC,

where o5 = \/MK(2H\/g + Bs/NMHK)-
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Proof of Lemma F.4. This proof is similar to the proof in Appendix E.8, we just prove the part that
for fixed ¢ € C(e). Recall from Definition F.1,

lfﬁ,h(& a) = rm,n(s;a) + Pm,hvvﬁ,thl(Sv a) — ﬁ,h(sva)

Note that

+
k(s a) = min{ max ¢(s, a)wa,;J/;’n, H—-h+ 1} < max ¢(z, a)Twﬁq"]}f’".
’ n€[N] ’ n€([N] ’

Here we define
7’m,h(sa a) + ]P)m,hVTI,CLthl(Sa a) — (s, a)Tufy;{}IZ - (Am,l + Am,Q)
\o(5,0)TSE T 8(5,0)

where A, 1 = IP’mthn’Z’hH(s,a) — ¢(s,a)T<uh,Vn’§’h+1>S,Am,2 = rmn(s,a) —
¢(s,a)"0;,. Based on the results in Proposition D.3, we have that qﬁ(s,a)—'—w?’;’l:]}’;’”
N(c].’)(s,a)'rufr;’;, (s,a)TE’;’L:]}’;qb(s,a)), for any fixed n € [N]. When |Z;| < 1, by Gaussian
concentration Lemma J.10, we have

P(T"L,h(87 CL) + Prn,hv'rﬁ,h+1(57 a) - ¢)(S7 a)wa;,’,yJ},:’n S (Amyl + Am,,Q))

Zy =

)

— ]P(qb(s, a)warzf}i”" > rmn(s,a) + Pm,hV,ﬁth(s, a) — (Ama1+ Amyz))

B P<¢(s, 0) W = (5,) gk rmnn(5,0) + Pron Vi (5,) = (A + Amj2) — (s, a)Tu’:r::i’:>
Volsa) TS g(s.a) Vo5 0TS 6(s.0)
s,a Twhdkmn _ s,a)’ ke, T,
:]P)<¢( ) m,h kf( ) l‘l’m,h ZZ]C
V85,0 S5 6 (5. 0)
1 2
exp(—2; /2
2 2\/% P( k/ )
>_ L
24/ 2em

Consider the numerator of 7 :
[P (5, @) + P Vo g (5:0) = @(s,0) T py 7 = (Agny + Do)
< |rmn(s,a) + P aVik g (s,0) = @(s,0) "W gy = (A + A )
Iy
+|@(s,0) "W — Bls,a) k] (F.10)

I

Bounding Term /; in (F.10): recall the proof of Lemma F.2, we do the almost same error decompo-
sition as (F.3) with the only difference of adding term (A, 1 + Ay 2)

o (s, a)T‘/’\V’:n,h - Tm,h(sva) - Pm,hvyﬁ,h+1(s7a) + (Am,1 + Am,2)

= ¢(s, G)T (Aﬁz,h)il ( Z ¢(Sla al) [(Vfﬁ,hﬂ - Pm,thZ,hH) (Slv al)]>

(st,al,s"Y)EUm, n (k)

@

Fota Wh) (S ) st

(st,al,s"V)€Um, n (k)

(i)
- >\¢(87 a)T (Afn,h) - <l"h» ani,h+1>$
(iii)
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+Am,1¢>(8,a)T(Afn’h)1< > d)(sl,al)) +Ama. (F.11)
(st,al,s

"YEUm,n (k)

@iv)
We now provide an upper bound for each of the terms in (F.11).

Bounding Term (i) in (F.11): almost same as (E.11) in Appendix E.6 with the only difference
between Py, and Py, j,, with probability at least 1 — ¢, we have

|Term (i)| < 3H\/&C(;H¢(s,a)||mfmh),1. (F.12)

Bounding Term (ii) + Term (iv) in (F.11): we do the same calculation as that in the proof of
Lemma F.2, based on (E.5), we have

Term (ii) = ¢ (s, a)T(Aﬁ%h)_l ( Z rm,h(sl,al)¢(sl,al)> — Tm.n(s,a)
(st,al,

§"V)EUpm, 1 (k)

= —Ap(s,a)" (Aﬁm,h)ileh + Am,2¢(S,G)T(Afn,h)71 ( Z #(s', al)> AV
(st,al,s

/l)eUm,,h(k)

)

(F.13)
By Combining (F.13) and (E.13) in Appendix E.6, we obtain
[Term (ii) + Term (iv)| < VAd|@(s, a)[(ax y-1 + [Term (iv) + Term (v)|. (F.14)

Then we calculate that

|Term (iv) + Term (v)| = [A,, 1 + Apy 2] - ‘(Jb(s, a)T(Afmh)_l ( Z #(s', al)> ‘
( 1

stal s )€U n (k)

< 3HC||(]5(8,(1)||(A51)}1)—1 Z |‘¢(Slaal)H(Afn W)t
(st,al,s'")EUm (k) o

2

<3H<||¢><s,a)||<A¢”,h>1<i€<k> > Hd)“““”’ﬁm,hw)

(Sl 1al as/l )EU'm,,h (k)

< BHCVMK|p(s,a)llax )1, (E.15)
where the first inequality follows from Cauchy-Schwarz inequality and the fact that |A,,, 1 + Ay, 2] <
3H(, the second inequality holds because of Cauchy-Schwarz inequality, and the last inequality

holds because K (k) < M K and Lemma J.4. Substitute (F.15) into (F.14), we have
|Term (ii) + Term (iv)| < (SHC\/ MKd+ \/)\d) llo(s, G/)H(Ak )1 (F.16)

Bounding Term (iii) in (F.11): same as (E.15) in Appendix E.6, we have

|Term (iii)| < HV )\d||qb(s,a)||(A1:nih)71. (F.17)

Combine all the terms in (F.11) together: by using triangle inequality in (F.11), we combine (F.12),
(F.16) and (F.17), then set A = 1, with probability at least 1 — 9, we get

“i’(s, a) Wy, = T (8,0) = Poyn Vi g (5,0) + By + A 2)
< (5HVACs + 3HCVMEd) [ d(s,)(ax, )+

Bounding Term I in (F.10): same as the proof in Appendix E.§8, we have

N . 4
p(s,a)"WE, = @(s,a) Tl k| < Zlld(s.a)llar )1

m,h
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So, with probability at least 1 — J, we have

h

(F.18)

[P (5,0) + P Vil i1 (s,0) — d(s,a) " plo | < <5chs+3H<\/ d+ )||¢>(s a)llar -1

Consider the denominator of Z;: same as the proof in Appendix E.8, with (E.18), we have

(s, a)ll5 15, a)ll(a (F.19)

kfk_4\/—

where we used the fact that Ao (A%, )_1) > 1/k and [[¢(s,a)[(arx )1 = 1/VE[¢(s, a)l|2.
Therefore, according to (F.18) and (F.19), with probability at least 1 — 9, it holds that

‘Z | rmyh(s,a) +]P’m7th7h+1(8,a) _d)( S, )Tu}:nJ;:
ol =
(s, a)T=E T 6(s,a)
_ (5rvacs + /MK + 4196, @l s, -

T80 Dl ar)
5HVACs + 3H(VMKd + &

Tl,e? )
which implies | Zj;| < 1 when F = 20HVdCs + 12H(VMKd + 38

Now we have already proved that, for any fixed n € [IN], with probability at least 1 — &, we have

1
k T k,Je,mn
P(rm’h(s,a) + PV i1 (s, a) — @(s,a) WmJ’; < (Ama +Am,2)) > Norr s

By taking union bound over n € [N], with probablity at least 1 — §, we have

P(r?ela]sf(] {o(s a)war;:f}z;,” — rmn(s,a) — Pm,hv,,’g’hﬂ(s,a)} > —(Apa + Am72)>

1 1 1 N
21 (15 =)
o 2v/2em

/N
=1-c ,

where ¢ = 1 — F Finally, with probability at least (1 — 8) (1 — ¢, ), for all (s,a) € S x A,
we have

1%, n(s,a) < 3HC.
Till now we have completed the proof of fixed ¢» € C(e). Follow the proof in Appendix E.8, we can
get the final result. O

F.2 Regret Analysis

In this part, we give out the proof of Theorem 4.12, the regret bound for CoopTS-LMC in the
misspecified setting.

Proof of Theorem 4.12. This proof is almost same as the proof in Appendix D.2. We do the same
regret decomposition (D.2) and obtain the same bound for Term(i) (D.3) and Term(ii) (D.4). Next
we bound Term (iii) with new lemmas in the misspecified setting.

Bounding Term (iii) in (D.2): based on Lemma F.3 and Lemma F.4, by taking union bound, with
probability at least 1 — |C(e)|cp™ — 26’ — MHK (&' 4 6'%), we have

K H
Z Z Z (Ew* [lfn,h(sm-,ha Umh) |Sm,1 = an,l] - lﬁz,h(sfn,hv afn,h))

meM k=1 h=1
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K H
< ZZ ( ( fn,h?af:n,h) + agsre + 3H<)
meM k=1 h=1
K H
2d1 N/&) 4
< ZZ <<5H\f05/+3H<\/7+5 (%?f\r/)+3>|}¢(8:17h7afn’h)’|(1\k -
meM k=1 h=1 B rh
+Oz§/s+6H§>
2d1 N/
= HMKage +6H>*MKC + <5H\/&05, +3H(VMKd+5 Ogg(ﬂ\m n g)
K
XZ Z Z||¢ mh> mh H(Ak h -1
h=1meM k=1
2d1 N/
< HMKase+6H>*MK( + <5H\/&05, L 3HCVMEKd+ 5 Ogg(ﬂ\r/) n g)
K
det(Af) det(AJ)
) Z( ( det(AL) ) ! Mf”\/MK1 det()\I) )
2d1 N/
< HMKage+6H*MK( + <5H\/E05, +3H(VMKd+5 Og?)(ﬁ\m + g)
K
x H (d(log(1 + M /d) + )M /7 +2y/MEdlog(1 + MK/d))
= O(d2 B>V (VN + VE) + d H*MVE (VM +VE)C). (F20)

The first inequality follows from Lemma F.4, the second inequality follows from Lemma F.3, the
third inequality follows from Lemma D.12, the last inequality holds due to Lemma J.2 and the fact

that ||¢(-)||2 < 1, the last equality follows from ﬁ = 20HdCys + 12H(VMKd + 5. which
we define in Lemma F.4.

The probability calculation is same as that in Appendix D.2. By combining Terms (i)(ii)(iii) together,
we get that the final regret bound for CoopTS-LMC in misspecified setting is

O(d3 H*M (/M + VE) + d H*MVE (v/dM + VE)C),

with probability at least 1 — §. Here we finish the proof. O

G Proof of the Regret Bound for CoopTS-PHE

Before getting the regret bound for CoopTS-PHE, we first present some essential technical lemmas
required for our analysis.
G.1 Supporting Lemmas

~k,n

Proposition G.1. The difference between the perturbed estimated parameter w,’", and unperturbed

estimated parameter wm ,, satisfies the Gaussian distribution,
kn _ ~kn ~k 20k 1
Coihy = Wl = W ™~ N(O,a (Am’h) ),

where vAvfn’h = (Afmh)fl ( Do (st al YU (k) [rp + VE h+1( l)} o(s', al)) is the unperturbed
estimated parameter.

Next we will define some good events that hold with high probability to help prove the critical lemmas
in this section.
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Lemma G.2 (Good events). For any fixed 0 < § < 1, with some constant ¢ > 0, we define the
following random events

Gh(€ ) { max [, < 10V,
M K. H)E () [ () 9hnlc.0)

meEM k<K h<H

where ¢; = ¢/log(dNMK H/5). Then the event G(M, K, H,§) occurs with probability at least
1-94.

Lemma G.3. Let A = 1 in Algorithm 2. For any fixed 0 < § < 1, conditioned on the event
G(M, K, H,0), with probability 1 — ¢, for all (m, k, h) € M x [K] x [H]|, we have

> #(s',a ) [(Vik iy = PRV 1) (54 dY)] < 3HVdDs,

(st,al,s"Y)EUm, n (k)

(A )t

1/2
where we define D5 = [% log(K + 1) + log (6\[K(2H‘ MK +clmﬁ)) + log 5} )
Lemma G.4. Let A = 1 in Algorithm 2. Under Definition 4.1, for any fixed 0 < ¢ < 1, conditioned

on the event G(M, K, H, §), with probability 1 — ¢, for all (m, k, h) € M x [K] x [H] and for any
(s,a) € S x A, we have

b(s,a)TWE  — (s, a) — th,f;,hﬂ(s,a)‘ < SHVADs (s, )| (ar ) 1- G.1)
Lemma G.5 (Optimism). Let A = 1 in Algorithm 2 and set ¢cg = ®(1). Under Definition 4.1,
conditioned on the event G(M, K, H, §), with probability at least 1 — |C(e)|c} — & where |C(e)| <
(3/¢)?, for all (m, k,h) € M x [K] x [H] and for all (s,a) € S x A, we have

lfn h(57 a) S A5€,

where A5 = cyoV/d + 5HVdDs = O(Hd).

Lemma G.6 (Error bound). Let A = 1 in Algorithm 2. Under Definition 4.1, for any fixed 0 < § < 1,
conditioned on the event G(M, K, H, §), with probability 1 — 4, for all (m, k,h) € M x [K] x [H]
and for any (s,a) € S x A, we have

,l]:n,h(s,a) < CQHd||¢(S7a)H(AI:n,h)71’
where ¢co = 6(1)

G.2 Regret Analysis

In this part, we give out the proof of Theorem 4.2, the regret bound for CoopTS-PHE.

Proof of Theorem 4.2. Based on the result from Lemma D.13, we do the regret decomposition first

.
Regret(K) = Z Z Sp1) = Vil (5511)

(1)
K H
+ Z Z(Dm,k,h,l + D ke,h2)

(i)
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K H
+ ZZ ‘ﬂ'* m h Sm Jhy my h)‘sm 1= Sk 1} - lfn,h(sfn,haa}:n,h)) .

meM k=1h=1

(ii4)
(G.2)
Next, we will bound the above three terms respectively.

Bounding Term (i) in (G.2): for the policy 7* , , we have

m,h’

Z Z ZE Qm.h (Sm.h» ')aﬂ;,h( |Sm,h) — 77 ( |Sm, h)>|5m,l = 551,1] <0. (G3)

meM k=1 h=1
This is because by definition 7'('1}% 5, 1s the greedy policy for an h
Bounding Term (ii) in (G.2): note that 0 < Qm n < H—-h+1< H,based on (D.1), for any
(m,k,h) € M x[K] x [H],wehave | Dy, 1| < 2H and | Dy, j 12| < 2H. Note that D,,, j, 51 is

a martingale difference sequence E[D,, k. .,1|Fm. k1] = 0. By applying Azuma-Hoeffding inequality,
with probability at least 1 — §/3, we have

K H
S 3N Dk < 2V2MH3K log(6/5).

meM k=1h=1

Note that D,,, 1 .2 is also a martingale difference sequence. By applying Azuma-Hoeffding inequality,
with probability at least 1 — /3, we have

K H
S>30 Dikne < 2¢/2MH3K log(6/9).

meM k=1h=1

By taking union bound, with probability at least 1 — 2§/3, we have

K H K H
STNS Do+ D S0 Dukne < 4V2MHPK log(6/6). (G4

meM k=1 h=1 meM k=1h=1

Bounding Term (iii) in (G.2): conditioned on the event G(M, K, H,¢"), based on Lemma G.6 and
Lemma G.5, by taking union bound, with probability at least 1 — |C(e)|cy’ — ¢ — M HK ', we have

Z Z Z (Exr- [lsm,h(sm,ha m 1) |Sm1 = an,1] - lfn,h (Sﬁw,iw afn,h))
K H
Z Z Z (A5/5 - lfn,h (Sf:n,,h’ a]:n,h))

<
meM k=1h=1

K H

< HMKAgse + Z ZZ 2dHH¢ m,h? mh H(A’c W
meM k=1h=1 '
H
det(AL) det(AfL{)

< HMKA5,5+chHZ_:< (d D) ) +1>Mf+2\/MK1 detm)

< HMKAge + codH - H(d(log(l + MK/d) + 1)M /7 + 2¢/MKdlog(1 + MK/d)).

The first inequality follows from Lemma G.5, the second inequality holds due to Lemma G.6, the
third inequality follows from Lemma D.12, the last inequality holds due to Lemma J.2 and the fact
that [|¢p(-)[]2 < 1.

Here we choose ¢ = dH+/d/MK /A5 = O(y/d/MK). Conditioned on the event G(M, K, H,¢'),

we have

H
z ZZ 71'* nL h Srn hs @m, h)|8m 1= S'Ifn 1] - lfn,h (an,haa'lfn,h)) < 6(dH2 (dMﬁ+ v dMK))7
meMk=1h=

(G.5)
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with probability at least 1 —|C(e)|cfY —¢’ — M H K §'. Based on Lemma G.2, the event G(M, K, H, §")
occurs with probability at least 1 — §’. Therefore, (G.5) occurs with probability at least

(1=8)(1—|C(e)|ey —6" — MHKG').
We set ' = 6/6(MHK + 2) and choose N = C'log(8)/log(co) where C' = O(d), then we have
(1-0)(1—1|C(e)|e) — &' — MHKS') > 1-6/3.

Combining Terms (i)(ii)(iii) together: Based on (G 3), (G.4) and (G.5). By taking union bound, we

get that the final regret bound for CoopTS-PHE is O (dH?(dM /7 + VdMK)) with probability at
least 1 — 4. O

H Proof of Supporting Lemmas in Appendix G

H.1 Proof of Proposition G.1
Proof. Based on (3.5), we can calculate that

Wl = (M) 1( ) [(ra(s", a)+€'Zl")+V£,h+1(8'l)]¢(slval)—%’")

(shal,s" )€U n (k)

=Wk + (A’:mh)1< > el (st al) — AP ”) (H.1)
(st,al

28" E€Um 1 (K)

where W = (A} )_1(E(sl,al,s")eUm,h(k) [rn 4+ Vi i (s ’l)}qb(sl,al)) is the unperturbed

estimated parameter. Since eZ’l’” ~ N(0,0?), for I € [K(k)], based on the property of Gaussian
distribution, we have

eZ’l’"qb(sl,al) ~/\/'(0,02¢(sl,al)¢(sl,al)T)7
Since 52’71 ~ N(0,0I), we can calculate the covariance matrix of the second term in (H.1),

(Afn’h)lCov< 3 ertng(sal) — Ag’ﬁ")( AL

(s',al,s"")E€Um 1 (k)

SRS et ) )
(st,al,s’V)YEUm 1 (k)

—1 -1
=0’ (Afmh) A (Am h)

= (M%)
It is obvious that the mean of the second term in (H.1) is 0. Thus, we have

n ~k,n ~ -1
Cfni,h = Wfr;,h - Wﬁz,h ~ N(ngz (Afn,h) )
This completes the proof. O
H.2 Proof of Lemma G.2
Proof. Recall that in Proposition G.1, we have
n -1
fhnt ~ N (002 (AL ) 7).

By Lemma J.10, for fixed n € [N], with probability at least 1 — §, we have

€8l . < ev/doTlog(ase)
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By applying union bound over N samples, we have

P( ma |G|y | < e/do?log(d]d)) > 1 = No.

1E[N]

Now we define ¢; = c/log(dNM K H/5), and we define the event

G (€,0) = { mae €15 < a0V}

ne[N

Thus for any fixed m, h and k, the event Q’fm 1 (€, 0) occurs with a probability of at least 1 —6 /M K H.
By taking union bound over all (m, h, k) € M x [H] x [K], we have

P(G(M,K,H,5)) = <ﬂ N () 9 >>1—5.

meM k<K h<H

This completes the proof. O
H.3 Proof of Lemma G.3
Proof. Based on the result in Lemma D.4, for any (m, h, k) € M x [H] x [K], we have

Wk |l < 2H\/Mkd/.

By recalling the construction of A* , | it is trivial to find that Ay, (Aﬁi ») = A. Conditioned on the

event G(M, K, H, §), we have
VG < HC:?{,TZHAI;M < coVd.

m,h’

Then by triangle inequality, for all n € [N], we obtain the upper bound

H~k" H = Hw k" H < 2H\/Mkd/\ + cro+/d]X.

Based on the result from Lemma J.7 and Lemma J.9, we have that, for any ¢ > 0, and for all
(m, k,h) € M x |K] x [H], with probability at least 1 — §, we have

Z ¢(Slaal)[(vm htl — IEDhV h+1)(slval)]

(st,al,s’Y)YEUm,n (k)

(Agn) ™

3(2H/ Mkd/ X\ Vd/A
<<4H2lglog(w)+dlog< ( /EJrClG / )>+log1

8k2e2 e
+ =

A 0
3(2H\/ Mkd/\ Vd/A 1 24/2
<om [T 10g (FEA) 1 d1og ( A+ eoy/d/) tlog=| + V2ke
2 A € 0 vV
Here weset A = 1, = ﬁ with probability at least 1 — §, we have
Y. oL d) [(Vinne = PaVip) (s a')]
(Slvalvs,l)eUm,h(k) (Afn,ﬁh)_l
1/2
6vV2K (2HVMKd + d 1
<2Hf[ log(K + 1) + log ( V2K ( 7 c“”f)>+10g(S +H
< 3HVdDs,
STo T 1/2
where we define Ds = [% log(K +1) +log (G‘[K@H MK +clg‘[)) +log 5} . Here we finish
the proof. O
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H.4 Proof of Lemma G.4

Proof. This proof is almost same as the proof of Lemma D.8 in Appendix E.6. The only difference is
the Term (i) in (E.10). Here based on Lemma G.6, conditioned on the event G(M, K, H, §), with
probability 1 — §, we have

Term (i) < 3HVdDs||¢(s,a)l|(ax -1

Finally, conditioned on the event G(M, K, H, §), with probability 1 — 4, for all (m, k,h) € M x
[K] x [H] and for any (s,a) € S x A, we have

o(s, a)TV?'fn’h —rp(s,a) — ]PhV h+1 5,a) ‘ (3H\/ED6 + HVd + \/E) (s, a)”(A,’fn_h)*1
<5H \/&D5||¢(5,a)H(A5n’k),1.

Here we finish the proof. O

H.5 Proof of Lemma G.5

Proof. Recall from Definition 4.1, we have

rh(sa CL) + ]thrfz,h+1(sva’) = ¢(5 a) 0h + ¢ S, a <l~l/h7 m h+1>$ = ¢(S a’>TW1l:fL,ha

where wfjhh = 0 + <uh,V7§’h+1>S. Note that max{||ux(S)|, ||0x]|} < v/d and Vn’i’hﬂ <
H — h < H, thus we have

[whonll < 10al + |t Vi it
<Vd+ HVd
< 2HVd.

Then we define the regression error AwF, , = wk , — Wk, Forany (m,h, k) € M x [H] x [K]
and any (s,a) € S x A, we have

lfn,h(sa Cl) = Th(sv CL) + thn]i,h-&-l(S? a) - Q'lrcn h(sv Cl)

+
:rh(s,a)—l—IPhVn]i,hH(s,a) mln{H h+1, m?xqﬁ(s a)’ ( mh—|—th>}

< max {@(s,0) Twh — (H —h+ 1), b(s, ) wh, = max @(s,0) T (W), +C15) |

< max {O, o(s, a)TAwfmh — 7{22{1}3}(} &(s, a)TC’Z’TL}, (H.2)

where the last inequality holds because || < 1 and V,F ha1 < H — h, this indicates (s, a) +
]P’;LVn’j_’hH(s,a) = ¢(s,a)"wk , <H—h+1. NotethatH(ﬁ(s Cl)”(Ak -1 S VI/A@(s,a)]] <

1 for all ¢(s, a). Define C(¢) to be ae-cover of {¢ | [®llar -1 < 1} Based on Lemma J.8, we
have |C(g)| < (3/¢)4.
First, for any fixed ¢(s,a) € C(e), we have
{07¢n ) ~ N (0,071l 1).
Use the property of Gaussian distribution, we obtain
B(¢T¢h — ol llar )1 > 0) = B(-1).
By taking union bound over n € [N], we obtain

]P’( mae o7k —olldliar, )1} > o) >1-(1-d(-1)¥ =1-d(1)N =1 V.
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By applying union bound over C(g), with probability 1 — |C(¢)|c}’, for all ¢ € C(e), we have

T En .
s {07CK — ol@lag

Then, for any ¢ = ¢(s,a), we can find ¢’ € C(e) such that [|¢p — ¢'||(px -1 < €. Define
AP = ¢ — ¢, we have

-1} > 0. (H.3)

STC — b AW, =TT — ¢ AW+ AGTCET — ApTAWE,,
> Gl 1 las - AW Al = 1Al s ll6h R s
— [Adl(ax, -1 HAan,hHAfnJl
2 ¢ Gl = 19, - [AWhalla
—e(llenillas,, +1Awnallax - (H4)

Conditioned on the event G(M, K, H, §), we have
k,n
’ < .
¢kl < oV

For any vector x € R%, we have

xTAwfn,h =x'(wh wE L)

m,h Wm,h

=x' (Afn,h)il (A]ﬁn,hwfn,h - ( Z [rn + Vi s (s’l)]gb(sl, al)>)
(st,al,s'V) €U, 1 (k)
K(k)

X (A5 (X 0o a) Ttk At
=1

K(k)

(X b Vi et a)))
K (k)

=x' (Afn,h)_l (an,h + ( Z [th’r‘lfl,h-‘rl - Vyﬁ,h+1(3/l)]¢(517al)>)7

=1
where the third equality holds due to the definition of Aﬁl’ n Wesetx = Afj% hAwfj% - By using

Cauchy-Schwarz inequality, we have

K (k)

awhalie, = awho (whot (X P - Vhans(o(a) ) )
" =1
(k)

<[|Awrallax | - Han,h + ( S BaVE s - v/,;hH(s'l)](p(sl,al))

=1 (Afﬁ,h)fl
This indicates that with probability at least 1 — 4§, for all (m, h, k) € M x [H] x [K], we have

K(k)

Z [P Vi 1 — Vrﬁ,hﬂ(sll)]d’(slﬂl)

=1

HAWZ@,;LHAI:M < \|an,h”(Az,h>*1 *

h

< ||wh, || +3HVdDs
< 5HVdDs,

where the second inequality holds because of Lemma G.3. Then for all (m, h, k) € M x [H] x [K],
with probability at least 1 — §, (H.4) becomes

Tprkn T k
7{2[&&(]{(1) CrrL,h d) Ava,h}
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> T{rel%s[(] {QS/TCZJ;L _ ||¢/||(Alfn,,h)7l HAWf’L’hHAfwh} — 6(610’\/& + 5H\/gD§)

Now we choose ¢ = O(H+/d) and guarantee that ¢ > 5Hv/dDs > ||AwE, ||, . this is
) m.h

achievable through calculation. Define A5 = cioVd + 5HVdADs = O(Hd). Then, for all
(m, h, k) € M x [H] x [K], with probability at least 1 — J, we have

T okm T Ak 1T ekn !
T 6TA > " :
max {@ ¢, — @ Awy,} > max (@1 ¢ — ol ay,

v

,h)71 } - A5€.

Recall from (H.3), by taking union bound, with probability at least 1 — |C()|c] — &, for all
(m,h,k) € M x [H]| x [K] and for all (s,a) € S x A, we have

k,n
max {$7C, % — ¢ Awy ) 2 —Ase.

Finally, recall from (H.2), we have, with probability at least 1 — |C(g)|cY — , for all (m, h, k) €
M x [H] x [K] and for all (s,a) € S x A, we have
lfn’h(&a) < Age.

This completes the proof. O
H.6 Proof of Lemma G.6

Proof. Recall the definition of model prediction error in Definition D.1, we get

7lfn,h(5v a) = ercn,h(sa a) - Th(‘S’ a‘) - ]P)hVTI:L,h+1(Sa a)

— i T(wk kon * k
= min mz{x}sf(] d(s,a) (Wop +Ch ), H—h+1r —rp(s,a) =PV, 41(5,0)
ne ’ ’

IN

max B(s,a)" (VAVE'@,;L + Cﬁﬂ) —ri(s,a) = PpVin i1 (s, 0)

max §(s, )" €5 = (r(5,0) + PaV i (5,0) = (s, 0) T,

ri(s,0) + BV, (@) = bls,0) T |+ mae [0(s,0) T¢I

IN

Based on Lemma G.4, conditioned on the event G(M, K, H,0), with probability 1 — §, for all
(m,k,h) € M x |[K] x [H] and for any (s,a) € S x A, we have

‘(ﬁ(sv a)TV/‘}fn,h - Th(‘S? a) - ]P)hVT’YCL,h-‘rl(S’ a)

Conditioned on the event G(M, K, H, d), for all (m, h, k) € M x [H] x [K] and for any (s,a) €
S x A, we have

< 5HVdDs||¢(s,a)llar, )+ (HS)

felz[%]if(] (s, a)TCZ’m < 010\/&||¢(57a)||(1\1;n7h)71- (H.6)

Combine (H.5) and (H.6), then use o defined in Lemma G.5. Conditioned on the event G(M, K, H, 6),
with probability 1 — §, for all (m, h, k) € M x [H] x [K] and for any (s,a) € S x A, we get

b 1(5,0) < (BHVAD; + c10Vd) | 6(5,0) | (ar, )
< coHdl|p(s, a)ll(ax )1,

where ¢; = O(1). Here we completes the proof. O

I Proof of the Regret Bound for CoopTS-PHE in Misspecified Setting

In this section, we prove the regret bound for CoopTS-PHE in the misspecified setting. The regret
analysis, the essential supporting lemmas and their corresponding proofs are very similar to what we
have presented in Appendix G and Appendix H. Here we mainly point out the differences of proof
between these two settings.
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I.1 Supporting Lemmas

Lemma I.1. Let A = 1 in Algorithm 2. Under Definition 4.8, for any fixed 0 < § < 1, conditioned
on the event G(M, K, H, §), with probability 1 — ¢, for all (m, k, h) € M x [K] x [H] and for any
(s,a) € S x A, we have

]qb(s, a) Wi = ra(s,a) = Pa Vi i (s, a)\ < (5HVAD;s + 3HCVMEKA)||¢p(s, a) | ar -1 + 3HC,
' (L)
where Dj is defined in Lemma G.3.

Proof of Lemma I.1. This proof is almost same as the proof of Lemma F.2, with the only difference
in bounding Term(i) in (F.3). Here (F.4) becomes

|Term(i)| < 3H\/&D§H¢(S, a)||(Afﬁ,h)71 .
Finally we can get the desired result. O

Lemma 1.2 (Optimism). Let A = 1 in Algorithm 2 and set ¢ = ®(1). Under Definition 4.8,
conditioned on the event G(M, K, H, §), with probability at least 1 — |C(e)|c} — & where |C(e)| <
(3/¢)?, for all (m, k,h) € M x [K] x [H] and for all (s,a) € S x A, we have

1 < Ase + 3HC,

m,h
where A5 = cy0V/d + 5HdDs = O(Hd).

Proof of Lemma 1.2. This proof is similar to the proof in Appendix H.5. In the previous part, we
have defined

AmJ = Pm,hvrﬁ,h+1(5a a‘) - ¢(87 a)—r<y’h7 VrlrcL,h+1>3a
A171,2 = Tm,h(& CL) - ¢(87 a)Teh?
where |A,, 1| < 2H( and |A,, 2| < ¢. Thus we have
Tm.n(s,a) + Pm,hVn’Z’hH(s,a) = gb(s,a)—rwﬁ%h + A1+ An o,
k

where W = (un, V% , 1) o+ 6. Then we define Aw, , = w
M x [H] x [K] and any (s,a) € S x A, we have

lfn,h(sa a) = rmyh(sa a) + Pm,h‘/;z,h+1(3; a) - Qﬁm,h(sv (l)

+
=rmn(s,a) + ]P’mthn’fLyh_H(s, a) — min {H —h+1, Helz[%cl (s, a)T ((fvﬁlh + Cfn’ﬁl) }

k

Ko — Wk . Forany (m, h, k) €

< max {¢(s, a)'whk . —(H—h+1),¢(s,a) Wk , — mfazir{] o(s,a)" (vAvfj1 nt C:;Y;L)}
k) ’ ne ? )
+ Am,,l + Am,Q
< max {0, o(s,a)TAWF , — mf[a%(] o(s, a)TCﬁZ} +3HC. (1.2)
T :
In Appendix H.5, we have proved that with probability at least 1 — |C(g)|c) — §, for all (m, h, k) €
M x [H] x [K] and for all (s,a) € S x A, we have
max {(Z)TCZIL — ¢ TAWE, L} > —Ase.
ne[N] ’ ’
Substitute it into (I.2), we can get the final result. O]
1

)

Lemma L.3 (Error bound). Let A = 1 in Algorithm 2. Under Definition 4.8, for any fixed 0 < § <
conditioned on the event G(M, K, H, §), with probability 1 — §, for all (m, k, h) € M x [K]| x [H]
and for any (s,a) € S x A, we have

1k, (s,0) < (c2Hd + 3HCVME) (s, a)l| sty 1+ 3HC,

where ¢, = O(1) is same as that in Lemma G.6.
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Proof of Lemma 1.3. Similar to the proof in Appendix H.6, using (H.6) in Appendix H.6 and (I.1),
we have

_lfn,h(& a) <

ri(s,@) + PV i (5, @) = @(s,0) Ty, | + max (s, a) ¢

m,h
< (BHVdD; +3H(VMKd + ¢10Vd) || (s, )| (ax)-1 +3H¢
< (coHd + 3H(VMKA)||¢(s, a)llary-1 + 3HC,

where ¢y = (5(1) is same as that in Lemma G.6. Here we completes the proof. O

1.2 Regret Analysis

In this part, we give out the proof of Theorem 4.10, the regret bound for CoopTS-PHE in the
misspecified setting.

Proof of Theorem 4.10. This proof is almost same as the proof in Appendix G.2. We do the same
regret decomposition (G.2) and obtain the same bound for Term (i) (G.3) and Term (ii) (G.4). Next
we bound Term (iii) with new lemmas in misspecified setting.

Bounding Term (iii) in (G.2): conditioned on the event G(M, K, H, "), based on Lemma 1.3 and
Lemma 1.2, by taking union bound, with probability at least 1 — [C(¢)|c)" — 6’ — M HK¥', we have

K H
Z (Ew* [lfn,h(smﬁa Am,h)|Sm,1 = an,l] - lfn,h(slfn,hv afn,h))
meM k=1 h=
K
< Z ( ( fn,h7a’7k;l,h) +A515+3HC)
meM

IA
M
- EMm i

(CQdH+3Hg\/ d)[| (s, )l (ar)- 1+3H§+A5/s+3HC>
eM

3
b
I
-
>
I
—

= HMK Ay + 6H* MK + (c2dH + 3H(VMK Z > ZHQS S Ak, Wear s

h=1meM k=1 h
< HMKA5,E +6H’MK( + (codH + 3H(VMKA)

X Z ( (d;ttj}\;)> + 1>Mf+2\/MK1 m)
< HMK Agie + 6H*MK( + (codH + 3HCVMEKd)

X H(d(log(l + MK/d) + )M /7 + 2¢/MKdlog(1 + MK/d))
= O(a} HAVM (VAN + VE) + dH* MVE (Va7 + VE)C).

The first inequality follows from Lemma 1.2, the second inequality holds due to Lemma 1.3, the third
inequality follows from Lemma D.12, the last inequality holds due to Lemma J.2 and the fact that

l¢(-)]]2 < 1, and again we choose ¢ = dH \/d/MK Ay = O(\/d/MK).

The probability calculation is same as that in Appendix G.2. By combining Terms (i)(ii)(iii) together,
we get that the final regret bound for CoopTS-PHE in misspecified setting is

Regret(K) = @V(d%HQ\/M(\/dMW +VE) + dH*MVE (v/dM~ + \/?)c),

with probability at least 1 — . Here we finish the proof. O
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J Auxiliary Lemmas

Lemma J.1. [1, Lemma 11] Let {X;}$°, be a sequence in R%, V is d x d positive definite matrix
and define V; = V + 3! _ X X. Then, we have that

det(V,) = 9
1 ——= | < Xi|lo-1 -
©8 ( det(V) > = thl ez,
Further, if | X;||2 < L for all ¢, then

E min {1, X3 } < 2(logdet(V,) —logdet V)
t—1
t=1

< 2(dlog ((trace(V) + nL?)/d) — logdet V),
and finally, if Ayin (V) > max (1, L?) then

Z det(V,,)
X412 < 2log ——22.
; H t”thl = og det(V)

Lemma J.2. [1, Lemma 10] Suppose X;,Xs,...,X; € R¢andforany 1 < s < ¢, | X,z < L.
Let V, = AT+ 3t X X for some A > 0. Then,

det (V;) < (A +¢L?/d)".

Lemma J.3. [32, Lemma D.5] Let A € R%*? be a positive definite matrix where its largest
eigenvalue \yax(A) < A Let X1, ..., Xy be k vectors in R, Then it holds that

k k 1/2
Ay x| < var( L)
i=1 =1

Lemma J.4. [36, Lemma D.1] Let A; = A\l + 25:1 d)i(,b;r, where ¢; € R% and A > 0. Then it
holds that

t

Yol (A) i< d

i=1

Lemma J.5. [33, Lemma D.1] Given a multivariate normal distribution X ~ A (0, X), we have,
1
]P’<|X|| < 6tr(2)> >1-4.

Lemma J.6. [30] If A and B are positive semi-definite square matrices of the same size, then
0 < [tr(AB)]* < tr (A?) tr (B?) < [tr(A)]*[tr(B)]*.
Lemma J.7. [36, Lemma D.4] Let {s;}$2; be a stochastic process on state space S with corre-

sponding filtration {F;}° . Let {¢;}52, be an R%-valued stochastic process where ¢; € F;_1, and

@il < 1.Let Ap =+ Zle @i, . Then for any § > 0, with probability at least 1 — 4, for all
k> 0,andany V € V with sup,cs |V (s)| < H, we have

2
d k4 A N, 8k%e?
<4H?*|-log | —— | +log ==
ATY {2Og< A )+Og5}+ A

k

k
Z di{V(si) —E[V(si) | Fi-1l}

where N is the e-covering number of V with respect to the distance dist(V, V') = sup,cs |V (s)—
V'(s)]-

Lemma J.8. [75, Covering number of Euclidean ball] For any € > 0, N, the e-covering number of
the Euclidean ball of radius B > 0 in R¢ satisfies

d d
N6§(1+QB> §<3B) .
3 3
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Lemma J.9. Let )V denote a class of functions mapping from S to R with the following parametric
form

V()= I;leaj({min{g%{] o(,a) "W H—h+ 1}+},

where the parameter w” satisifies |w"| < B for all n € [N] and for all (z,a) € S x A, we
have ||¢(z,a)|| < 1. Let Ny . be the e-covering number of VV with respect to the distance dist
(V,V') =sup,es |V (s) — V'(s)|. Then

d
NV,E < <3B> .
3

Proof. Consider any two functions V1, V5 € V with parameters {w7 },,c[n] and {w3 },,c[n] respec-
tively. Then we have

dist(V1, Va) < sup | max ¢(s,a) ' w} — max ¢(s,a) wh
s,a | n€[N] née[N]
< sup | max (¢(s,a) "Wl = ¢(s,0) w3 )
s,a | n€[N]

< sup max |¢Tw? — ¢Tw§|
llll<1mEN]

= max sup |¢T(w?—w5‘)|
€N )<t

IA

) no_ N
T{g%”zﬁgl\lqﬂll}wl wy ||

A

max [[wi —wi].

Let Ny « denote the e-covering number of {w € R? | ||w|| < B}. Then, Lemma J.8 implies

d d
Nw,e < <1+2B) < (?’B> .
g g

For any Vi € V, we consider its corresponding parameters {w{ },,c[n]. For any n € [N], we can
find w such that |[w} — w3 || < ¢, then we can get V5 € V with parameters {w3 },c[n]. Then we
have dist(V1, V2) < max,, ¢y} [[Wwi — wi|| < e. Thus, we have,

d d
2B 3B
NV,E < Nw,s < (1 + > < () .
€ €
This completes the proof. O
Lemma J.10. [3] Suppose Z is a Gaussian random variable Z ~ N (u,0?), where o > 0. For
0 < z<1, wehave

—22 1 —22

e2, PZ<pu—zo)> ez .
(Z<up )\/877

P(Z > u+ zo) >

1
Vv 8m
And for z > 1, we have
—22/2 e—z2/2

e
<P(|Z — < .
2 = (1Z = pl > 20) < =

Lemma J.11. [32, Lemma D.2] Consider a d-dimensional multivariate normal distribution

./\/(0, AAfl) where A is a scalar. Let 71,72,...,nx be N independent samples from the dis-
tribution. Then for any § > 0

P (max m;llx < chAlog(d/é)) >1— Mo,
Je[M]

where c is some absolute constant.

Lemma J.12. [1, Lemma 12] Let A, B and C be positive semi-definite matrices such that A =
B + C. Then we have that

- xTAx < det(A)
x;é% xBx ~ det(B)’
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R )

Figure 3: The N-Chain environment [62].

K Additional Experimental Details

We conduct comprehensive experiments investigating the exploration strategies for DQN under a
multi-agent setting. For all the () networks in our experiments, we use ReLLU as our activation
function. Given that all experiments are conducted under multi-agent settings unless explicitly
specified as a single-agent or centralized scenario, we denote our methods: CoopTS-PHE as "PHE"
and CoopTS-LMC as "LMC" in experimental contexts and figures. In addition to our methods,
the baselines we selected are either commonly used (DQN [57], DDQN [28]) or with competitive
empirical performance (Bootstrapped DQN [62], NoisyNet DQN [26]). Both Bootstrapped DQN
and NoisyNet DQN are randomized exploration methods. Bootstrapped DQN uses finite ensembles
to generate the randomized value functions and views them as approximate posterior samples of
@-value functions. NoisyNet DQN injects noise into the parameters of neural networks to aid efficient
exploration. For those figures which aim to compare among different m agents within a single plot,
we use Total Episodes to indicate the total number of training samples for a direct comparison. Note
that the shaded areas on all figures represent the standard deviation.

Table 2: The swept hyper-parameters in N-Chain for PHE

Hyper-parameter Values

Learning Rate 7, {1071,3x1072,1072,3x1073,1073,3 x 1074, 10~}
No Target Networks {1,2,4,8}

Reward Noise {0,10741073,1072,1071,1.0}

Regularization Noise {0,107%1073,1072,1071, 1.0}

Table 3: The swept hyper-parameters in N-Chain for LMC

Hyper-parameter Values
Learning Rate 7, {1071,3x1072,1072,3x1073,1073,3 x 1074, 10~}
Bias Factor a {1.0,0.1,0.01}
Inverse Temperature 3,,, .~ {10°,10%,10%,10¢,10%}
No Update J, {1,4,16, 32}
K.1 N-chain

We commence by presenting the comprehensive results for N = 25 in Figure 4, illustrating that
our randomized exploration methods exhibit greater suitability in realistic scenarios characterized
by an increasing number of agents. This superiority is particularly evident under two potential
circumstances: (1) where there are more limitations on computation or data access from each source
in the real world, and (2) when parallel learning from multiple sources can significantly enhance
runtime efficiency.

Subsequently, we provide a more comprehensive study to investigate the exploration capabilities
facilitated by parallel training. Preliminary experiments are conducted with a reduced state space,
specifically considering N = 10. The study aims to investigate exploration capabilities across varying
agent counts, specifically within the set m € {1,2,3,4}.

We list the details of all swept hyper-parameters in N-chain for PHE and LMC in Table 2 and Table 3

respectively. Specifically, PHE is trained with reward noise eﬁ’l’" = 1072 and regularizer noise
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Table 4: Hyper-parameters used in the N-chain

Hyper-parameter PHE LMC DQOQN Bootstrapped Noisy DDQN
DQN DQN
Discount Factor A 0.99 0.99 0.99 0.99 0.99 0.99
Learning Rate 1), 3x1072 107* 3x1072 3x1072 3x1072 3x1072
Hidden Activation Relu Relu Relu Relu Relu Relu
Output Activation Linear Linear Linear Linear Linear Linear
No Update Jy, 1 4 1 1 1 1
No Target Networks 2 1 1 4 1 1
Batch Size 32 32 32 32 32 32
NN size 32 x 32 32 x 32 32 x 32 32 x 32 32 x 32 32 x 32
NS N w
E 6 | E 6 [i E
2 / g 2
§e o 2 R e Ao A | B e
W | — Don ~NA /‘\\/r’“\ W | — bon \Av’ N W | — pon SN
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Figure 4: Comparison among different exploration strategies in N-chain with N = 25. All results
are averaged over 10 runs.

5,1?" = 1072 in (3.5) and LMC is trained with Bm,k = 102 and in (3.7) and optimized by Adam
SGLD [33] with a; = 0.9, as = 0.999 and bias factor « = 0.1. The final hyper-parameters used in
N-chain are presented in Table 4.

Performance Consistency with Varying m

In the investigation detailed in Figure 5, we explore

parallel learning without inter-agent communication. Note that the x-axis implies the total training
episodes from m agents. Consequently, while multiple agents engage in simultaneous policy learning,
each agent independently formulates its policies without the exchange of transition information. The
discernible trend in this scenario is that an increase in the number of agents sharing the total episodes
results in a slower rate of policy learning. Notably, despite this temporal discrepancy, all learning
trajectories eventually approximate convergence towards the optimal dashed line.

Episode Return
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algorithms without communication. Note that when m = 1, one agent indicates a centralized setting.
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Figure 7: Performance with different number of agents m compared with bandit-inspired exploration
in N = 10.

Different Synchronization Conditions To further demonstrate the efficiency of parallel learning
with communication, we compare different synchronization conditions in Section 3.1. Specifically,
we denote synchronization (1) in every constant step as constant, (2) following exponential func-
tion as exponential, and (3) based on (3.3) as linear. To have a fair comparison among different
synchronization conditions, we firstly record the empirical number of synchronization via linear
condition in average, and then we consider constant value for constant condition and select proper
base b for exponential condition with a similar number of synchronization. Figure 6 illustrates that
any synchronization condition can improve learning efficiency but still with centralized learning as
an upper bound. Note that the x-axis implies the total training episodes from m agents.

Performance Compared with Bandit-inspired Methods Since one of our proposed random
exploration strategies, PHE is a variant of approximation TS, it is fair for us to investigate the
performance of other exploration methods from bandit algorithms with the integration of DQN. We
mainly compare both TS and UCB under neural network (i.e., NeuralTS [90] and NeuralUCB [94])
and linear (i.e., LinTS [5] and LinUCB [49]) settings. We show that a performance gap exists between
linear approaches and other neural-based methods even in a small-scale exploration problem with
N =10 1in Figure 7. Note that the x-axis implies the total training episodes from m agents.
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Figure 9: Hyper-parameter tuning of inverse temperature (inv temp) /3,,, ;. for LMC with N = 25: (a)
centralized setting m = 1 (b) 2 agents without communication m = 2.

Computational Time We have demonstrated that both Neural TS and NeuralUCB exhibit conver-
gence to performance levels comparable to our proposed randomized exploration strategies (i.e., PHE
and LMC) when considering the case of N = 10 with m = 4 under the synchronization condition
(linear), as outlined in (3.3). However, we argue that the scalability of both methods is limited
due to their associated computational costs. To substantiate this assertion, we conduct experiments
across all methods including DQN baselines with N = 10 and m = 4 over 10* steps with varying
neural network sizes, such as [32, 32, 32], which signifies three layers with 32 neurons in each layer.
Importantly, the length of the chain N has no bearing on the running time.

In Figure 8, we show the computational time of all methods under different neural network sizes.
The solid lines represent the average computational time over 10 random seeds and the shaded area
represents the standard deviation. We observe that NeuralTS and NeuralUCB have heavy running
time consistently with varying network sizes. Although the computation time of LMC is still higher
than other remaining approaches, we observe that it maintains a similar computation time with
different neural network sizes, which can still be scaled up to more complex problems with larger
neural networks.

Hyper-parameter Tuning of Inverse Temperature /3,,, ;, Subsequently, we scale the problem to
N = 25. Given the extended horizon, the demand for exploration intensifies, leading us to conduct
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settings in N = 25.

hyper-parameter tuning for the inverse temperature parameter /3, ;, in LMC, as illustrated in Figure 9.
It is crucial to note that the efficacy of learning is significantly influenced by the exploration capacity
in both centralized learning and parallel learning without communication. Our observations reveal
a discernible gap between centralized and parallel learning, a departure from the pattern observed
in Figure 5. We posit that the disparity may stem from issues associated with the replay buffer
size in off-policy RL algorithms. Specifically, when the replay buffer exhausts its capacity for new
transitions, the incoming transition replaces the oldest one.

Hyper-parameter Tuning of Buffer Size Therefore, we present a performance comparison be-
tween a solitary agent (m = 1) and a scenario involving two agents (m = 2) in Figure 10 with
different buffer sizes. Full buffer and half buffer indicate the replay buffer’s capacity to store the
complete set and half of the transitions during training, respectively. We observe that the learning
process is more efficient with less buffer size in a centralized setting because having an excessively
large replay buffer may potentially impede the efficiency of the learning process. Furthermore, the
gap between centralized setting and paralleling learning still exists among different buffer sizes.
Therefore, we focus on the setting of less buffer size with different synchronization conditions
in Figure 11. We conclude that linear condition results in competitive performance in both PHE
and LMC in the N-chain problem and we report all exploration strategies with /inear condition in
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Figure 13: Illustrations of 4 different environments in Super Mario Bros task.

Section 5.1. Note that the x-axis in Figure 10 and Figure 11 represent the total training episodes from
m agents.

Ablation Study of Sampling Mechanism To reduce the reward gap, we adopt a better sampling
mechanism in the replay buffer with prioritized experience replay (PER). In Figure 12, parallel
learning without inter-agent communication can increase reward with PER, where the z-axis repre-
sents the total training episodes from m agents. However, centralized learning with PER improves
faster convergence with similar performance and the trends for linear condition curves are similar.
Therefore, the gap between centralized and parallel learning without communication is reduced
with PER. Note that the main experimental results in Figure 1 are based on standard experience
replay because standard sampling in linear condition has similar performance against PER with faster
training time.

K.2 Super Mario Bros

While cooperative parallel learning enhances training efficiency through data sharing, challenges
emerge when handling data from devices capturing images or audio due to privacy concerns in real-
world applications. In response, our approach extends randomized exploration strategies to a federated
reinforcement learning framework as shown in Algorithm 4, from Algorithm 1, which incorporates
parameter synchronization among () neural networks rather than relying on the conventional practice
of sharing agents’ transitions in Line 14 in Algorithm 4. Note that the synchronization follows the
format as in Algorithm 1 to update Q functions with horizon h € H. However, in practice, we can
directly update the weight of the neural network to reduce the communication cost.
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Table 5: Hyper-parameters used in the Super Mario Bros

Hyper-parameter PHE LMC DQN Bootstrapped Noisy DDQN
DQN DQN

Discount Factor A 0.9 0.9 0.9 0.9 0.9 0.9

Learning Rate 1), 1072 3x107* 1072 1072 1072 1072

Hidden Activation Relu Relu Relu Relu Relu Relu

Output Activation Linear Linear Linear Linear Linear Linear

No Update Jy, 1 4 1 1 1 1

No Target Networks 2 1 1 4 1 1

Batch Size 32 32 32 32 32 32

The training process unfolds within a federated reinforcement learning framework, wherein local
updates and global aggregations are iteratively executed [37]. Specifically, each agent iterates through
multiple local updates of its value function, followed by server-mediated averaging of these functions
across all agents, constituting a form of parameter sharing. Note that the transitions are not accessible
among agents, leading us to directly synchronize all agents with parameter sharing every constant
local iteration instead of synchronization condition in (3.3). We use the same architecture for all the
experiments in the Super Mario Bros task with the preprocessed images as the input states and 7
discrete actions in action space.

Particularly, we construct 3 convolutional neural network layers with width [32, 64, 32], followed by 2
fully connected layers with the output of action space in the ) network. The detailed hyper-parameters
for Super Mario Bros task are presented in Table 5.

Algorithm 4 Unified Algorithm Framework for Randomized Exploration in Federated Learning
1: for episode k =1,..., K do

2:  for agentm € M do
3: Receive initial state s, ;.
4: V£7H+1(~) ~ 0.
5: {QF, (-}, «+Randomized Exploration < Algorithm 2 or Algorithm 3
6: forsteph =1,..., H do
7: a’fn)h — argmax,c 4 Qfmh(sﬁ%h, a).
8: Receive 5%, ;, ; and 74,.
9: if Condition then
10: SYNCHRONIZE < True.
11: end if
12: end for
13:  end for
14:  if SYNCHRONIZE then
15: forsteph = H,...,1do
16: an «— ﬁ 25:1 fn,h
17: Qi QF, 1 Ym
18: end for
19:  endif
20: end for

K.3 Thermal Control of Building Energy Systems

BuildingEnv encompasses the regulation of heat flow in a multi-zone building to sustain a desired
temperature setpoint. We focus on one pre-defined building called "office small" in different cities
with varying weather types, i.e., Tampa (Hot Humid), Tucson (Hot Dry), Rochester (Cold Humid),
and Great Falls (Cold Dry). Each episode is designed to span a single day, comprising 5-minute time
intervals (H = 288, 7 = 5/60 hours).
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Table 6: Hyper-parameters used in the building energy systems

Hyper-parameter PHE LMC DQN Bootstrapped Noisy DDQN
DQN DQN
Discount Factor A 0.99 0.99 0.99 0.99 0.99 0.99
Learning Rate 7, 3x107% 3x1073% 3x107% 3x107* 3x1073% 3x1073
Hidden Activation Relu Relu Relu Relu Relu Relu
Output Activation Linear Linear Linear Linear Linear Linear
No Update Jy, 1 8 1 1 1 1
No Target Networks 2 1 1 4 1 1
Batch Size 32 32 32 32 32 32
NN size 64 x 64 64 x 64 64 x 64 64 x 64 64 x 64 64 x 64
10 - o &
? ¢ -20 <> -
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Figure 14: Evaluation performance at different cities in building energy systems

Observation Space The state at time step ¢, denoted as s(t) € RM*4 encompasses the temper-
atures T} (t) of each zone, where i € M, along with four additional properties: Q%1 (t), QP (t),
Te(t), and T (t). Specifically, Q& (t) represents the heat gain from solar irradiance, QP (t) de-
notes the heat acquired from occupant activities, while T (¢) and Tg(¢) signify the ground and
outdoor environment temperatures, respectively.

Action Space The continuous version of the action a(t) € [—1,1] controls the heating of M
zones. However, since our randomized exploration strategies use DQN [57] as the backbone, we
adopt the multi-discrete action space defined in [85], which is a vector of action spaces. Then we
convert the multi-discrete action space to a single discrete action space with action mapping.

Reward Function The primary objective is to minimize energy consumption while ensuring the
maintenance of temperature within a specified comfort range. Therefore, the reward is penalized with

both temperature deviations and HVAC energy consumption as follows:

r(t) = =1 = Blla(®)ll2 — BIT™E(t) = T(0)ll2,

where T®e(t) = [T1"*(t), Ty (1), ...,

tween the energy consumption and temperature deviation penalties.

Tlarget

(1)) are the target temperatures and T(t) =
[T1(t), To(t), ..., Tar (t)] are the actual zonal temperatures. The parameter S is the trade-off be-
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We execute experiments following the united framework in Algorithm 1, synchronizing every constant
number of steps across diverse weather conditions in varying cities. The hyper-parameters we used are
in Table 6. Subsequently, we evaluate the performance of all methods in distinct cities respectively,
as illustrated in Figure 14. Notably, our proposed random exploration strategies demonstrate a
consistently higher mean return across all cities. However, it is worth highlighting that DQN in
Figure 14(c) and Noisy-Net in Figure 14(d) exhibit lower returns compared to random actions. This
outcome can be attributed to the discrete action space configuration [85]. In addition, we observe that
maintaining thermal control of buildings is more challenging in cold weather conditions compared to
hot weather conditions.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We propose our algorithm in Section 3 with main theoretical analysis in
Section 4. We also support our proposed method with empirical results in Section 5.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss that the limitation of theory is hard to generalize to deep RL setting
and the communication cost will also be higher in Section 6.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We present theoretical analyses of our algorithms in the linear structure under
the assumption of linear function approximation and linear MDP setting in Section 3. We
provide comprehensive proof from Appendix B to Appendix J, including the analysis
of the communication complexity, proof of the regret bound for two proposed methods,
misspecified setting, and all supporting lemmas.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

» Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We describe experiment settings and environments with the main experiment
results in Section 5 and mention the hardware we run on. In addition, the used archi-
tectures and hyper-parameters are provided in Appendix K. We also release our code in
supplementary materials.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide our code in supplementary materials and in the link in Section 5.
Specifically, we provide scripts and access to the datasets/environments we use.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We present the goals, main settings, and the datasets/environments in Section 5.
Due to the space limit, the full training details are provided in Appendix K.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We present our learning curves in the figures with shaded areas, representing
the standard deviation over varying random seeds. In addition, violin plots can display the
distribution of the return with probability density.
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the experiments?
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Justification: We indicate the related description in Section 5.
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* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We do review and follow the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
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Justification: This paper presents work whose goal is to advance the field of Reinforcement
Learning. This work does not have any potential negative social impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our work does not include and release new data, so the paper poses no such
risks.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited and the original paper that produced the code package and
dataset. In addition, we also provide the URL in the README.md.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.
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 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

 The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper is mainly for proposing provable and practical algorithms without
any human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper is mainly for proposing provable and practical algorithms without
any human subjects.

https://doi.org/10.52202/079017-2374 74688


paperswithcode.com/datasets

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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