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Abstract

Peptide design plays a pivotal role in therapeutics, allowing brand new possibility
to leverage target binding sites that are previously undruggable. Most existing
methods are either inefficient or only concerned with the target-agnostic design of
1D sequences. In this paper, we propose a generative model for full-atom Peptide
design with Geometric LAtent Diffusion (PepGLAD) given the binding site. We
first establish a benchmark consisting of both 1D sequences and 3D structures from
Protein Data Bank (PDB) and literature for systematic evaluation. We then identify
two major challenges of leveraging current diffusion-based models for peptide
design: the full-atom geometry and the variable binding geometry. To tackle the
first challenge, PepGLAD derives a variational autoencoder that first encodes full-
atom residues of variable size into fixed-dimensional latent representations, and
then decodes back to the residue space after conducting the diffusion process in the
latent space. For the second issue, PepGLAD explores a receptor-specific affine
transformation to convert the 3D coordinates into a shared standard space, enabling
better generalization ability across different binding shapes. Experimental Results
show that our method not only improves diversity and binding affinity significantly
in the task of sequence-structure co-design, but also excels at recovering reference
structures for binding conformation generation.

1 Introduction

Peptides are short chains of amino acids and acts as vital mediators of many protein-protein interac-
tions in human cells. Designing functional peptides has attracted increasing attention in biological
research and therapeutics, since the highly-flexible conformation space of peptides allows brand new
possibility to target binding sites previously undruggable with antibodies or small molecules [17} 35].
The key of peptide design is to generate peptides that interact compactly with target proteins (see
Figure[I)), since they mostly exhibit flexible conformations [20] unless bound to these receptors [60].

Conventional simulation or searching algorithms rely on frequent calculations of physical energy
functions [6} 9], which are inefficient and prone to poor local optimum. Recent advances illuminate
the remarkable success of exploiting geometric deep generative models, particularly the equivariant
diffusion models [45] [72], for molecule design [21} [39]], antibody design [29, |44, 34] and protein
design [64} 28], as well as latent diffusion models further enhancing the performance [71} [18].
Inspired by these successes, a natural idea is leveraging diffusion models for peptide design as well,
which, yet, is challenging in two aspects. From the dataset aspect, existing databases (PepBDB [65]],
Propedia [46]) merely collect data from Protein Data Bank (PDB) [3]], neither performing filters
according to practical relevance [49] and redundancy, nor providing an adequate split for evaluation.
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Figure 1: Left: Peptide design requires generating peptides that form compact interactions with
the binding site on the receptor. The intricacy of protein-peptide interactions demands efficient
exploration in the vast space for sequence-structure co-design. Right: Different binding sites (a,
b, c, d) adopt disparate center offsets and geometric shapes, approximating variable 3D Gaussian
distributions that deviate from N (0, I'). We propose to convert the geometry into a standard space
approximating standard Gaussian, via an affine transformation derived from the binding site (§3.3).

Therefore, this paper first curates a benchmark from PDB [5] and the literature [S9], and then
systematically evaluates the generative models in terms of diversity, consistency, and binding affinity.

From the methodology aspect, it is nontrivial to adopt latent diffusion models to characterize the
geometry of protein-peptide interactions. The first nontriviality stems from the full-atom geometry,
which determines the comprehensive protein-peptide interactions in the atomic level, yet difficult to
preserve. Throughout the generation process, the type of each amino acid always changes and thus
requires us to generate different number of atoms, which is unfriendly to diffusion models that prefer
fixed-size generation. Current latent diffusion models on molecules [[71] or protein backbones [[18]]
still tackle tasks with fixed number of atoms, thus leaving this challenge untouched. The second
nontriviality lies in the variable binding geometry. Diffusion models are typically implemented
directly in the data space, which might be suitable for regular data (e.g. images with fixed value
range), yet ill-suited for our case on 3D coordinates where the value range is not fixed and even
cursed with high variances due to the rich diversity in protein-peptide interactions. These variances
define divergent target distributions of Gaussian with disparate expectation and covariance, which
hinders the transferability of the diffusion process across different binding sites and thereby yields
unsatisfactory generalization capability. Unfortunately, this point is seldom investigated previously.

To address the above problems, we propose a powerful model for full-atom Peptide design with
Geometric LAtent Diffusion (PepGLAD) with the following contributions:

* We construct a new benchmark from PDB and literature based on practical relevance and
non-redundancy, then systematically evaluate available sequence-structure co-design models
on the task of target-specific peptide design.

* To capture the full-atom geometry, we first learn a Variational AutoEncoder (VAE) to obtain
a fixed-size latent representation (including a 3D coordinate and a hidden feature) for each
residue of the input peptide, and then conduct the diffusion process in this latent space, both
of which are conditioned on the binding site to better model protein-peptide interactions.
Notably, the proposed design enables our model to accommodate full-atom input and output.

* Regarding the variable binding geometry, we derive a shared standard space from the
binding sites by proposing a novel skill—receptor-specific affine transformation. Such affine
transformation is computed by the center offset and covariance Cholesky decomposition
of the binding site coordinates, serving as a mapping from the binding site distribution to
standard Gaussian. With the affine transformation applied to both the binding sites and the
peptides, we are able to project the shape of all complexes into approximately standard
Gaussian distribution, which facilitates generalization to diverse binding sites.

Favorably, all the aforementioned models and processes meet the desired symmetry, i.e., E(3)-
equivariance, as proved by us. Experiments on sequence-structure co-design and complex conforma-
tion generation demonstrate the superiority of PepGLAD over the existing generative models.
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2 Related Work

Peptide Design Conventional methods directly sample residues [6] or building blocks from libraries
containing small fragments of proteins [26, |57, 9, 8], with guidance from delicate physical energy
functions [2f]. These methods are time-consuming and easy to be trapped by local optimum. Recent
advances with deep generative models mainly focuses on target-agnostic 1D language models [48]],
antimicrobial peptides [[13}163]], or a subtype of peptides with a-helix [68| 169]. While geometric deep
generative models are exhibiting notable potential in other domains of target-specific binder design
(e.g. antibodies), their capability of target-specific peptide design remains unclear, which is the first
problem we answer in this paper. Other contemporary work includes peptide design algorithms with
flow matching frameworks [38 40].

Geometric Protein/Antibody Design Protein design primarily aims to generate stable secondary or
tertiary structures [27/], where diffusion models demonstrate inspiring performance [66} 58} |3, [72]]. In
particular, RFDiffusion [64]] first generates backbones via diffusion, and then designs the sequences
through cycles of inverse folding and structure refining with empirical force fields. Chroma [2§]]
adopts a similar strategy, but further explores controllable generative process with custom energy
functions. Antibody design, encompassing a special family of proteins in the immune system to
capture antigens, mainly focuses on inpainting complementarity-determining regions (CDRs) at the
interface between the antigen and the framework [33} 134} 61]], where the geometric diffusion models
exhibit promising potential [44} 45] in co-designing sequence and structure. Unlike antibodies which
are constrained by framework regions, peptides exhibit a more irregular binding pattern and greater
flexibility, adapting to binding sites upon interaction [35]]. Thus the target distributions are remarkably
divergent on different binding sites, posing an urgent need for more robust generative modeling.

Geometric Latent Diffusion Models Diffusion models learn a denoising trajectory to generate
desired data distribution from a prior distribution, commonly standard Gaussian [54, /55! 25]]. Recent
literature extends diffusion to 3D small molecules satisfying the E(3)-equivariance [70], which
triggers subsequent advances in geometric design of macro molecules (e.g. antibody, protein) as
aforementioned. Further efforts are made to latent diffusion models [53} 71 18], which implement
the generative process in the compressed latent space of pretrained auto-encoders, to improve the
performance. Compared to the literature that either encodes atom-wise representation in the latent
space for small molecule generation [71], or compress a fixed number of atoms into one latent node
for protein backbone generation [18]], we explore compression of the full-atom geometry by directly
generating different residues with variable number of atoms in the latent space. Moreover, we propose
a novel technique, namely the data-specific affine transformations, to enhance the generalization
ability of diffusion models, which is barely explored before.

3 Our Method: PepGLAD

We first define the notations in the paper and formalize peptide design in §3.1] The overall workflow
of our PepGLAD is presented in Figure 2] which consists of three modules: (1) An autoencoder that
defines the joint latent space for sequences and structures conditioned on the full-atom context of
the binding site (§3.2); (2) An affine transformation derived from the binding site to project the 3D
geometry into a standard space approximating standard Gaussian distribution (§3.3); (3) A latent
diffusion model trained on the standard latent space (§3.4). Finally, we summarize the training and
the sampling procedures in §3.5]

3.1 Definitions and Notations

—

We represent binding sites and peptides as geometric graphs G = {(x;, X;)}, where each node i is
a residue with its amino acid type x; and the coordinates of all its ¢; atoms X} € R%*3, In later
sections, we use the simplified notations ¢ € G to denote that a node i is in the geometric graph G,
and |G| to denote the total number of nodes in G. We use G,, and G, to represent the geometric graph
of the peptide and the binding site, respectively. In this work, the binding site incorporates residues
on the target protein within 10A distances to the peptide residues based on C's atoms which alleviates
leakage of the side-chain interactions. Note that the threshold (10A) is chosen to be large to better
reduce leakage of the peptide geometry.
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Figure 2: Overall architecture of PepGLAD. (A) Variational AutoEncoder (§3.2): compressing

—

the sequence and the structure {(z;, X;)} of the peptide into the latent space {(z;, Z;)} with the
encoder £4, and decoding the sequence and full-atom geometry from the latent states with the decoder
De. (B) Affine Transformation F' (§3.3): projecting the geometry to approximately (0, I) via
the receptor-specific affine transformation derived from the binding site, and recovering the data
geometry with the inverse of F' after the diffusion generative process. (C) Latent Diffusion (§3.4):
jointly generating z; and Z; in the standard latent space.

Task Definition Given the binding site G;, we aim to obtain a generative model py conforming to
the distribution of binding peptides ¢(G,|Gy).

3.2 Variational AutoEncoder

The autoencoder [62] consists of an encoder £, that encodes the peptide G,, in the presence of the
binding site G, into a latent state G, and a decoder D¢ that reconstructs the peptide from the latent

state to obtain G, = {(z7, X/)}. To encourage & to learn contextual representations of residues, we
corrupt 25% of the residues in G, with a [MASK] type to obtain QNP as the input:

G: =E4(Gp. ), G =De(G:,Gp), (M

where G, = {(zi, Z;)|i € G,} contains the latent states z; € R" (h = 8 in this paper) and Z; € R3
sampled from the encoded distribution N(z;; w;, o;) and N'(Z;; fi;, &;) using the reparameterization
trick [32]. We borrow the adaptive multi-channel equivariant encoder in dyMEAN [34] for both &,
and D¢ to capture the full-atom geometry. In the decoder D¢, we factorize the joint distribution of
sequences and structures as follows:

pe(ah, X!1G., Gb) = pe, (|G-, Go)pe, (XL|2}, G, Gy, 2

where the sequence is first decoded and then the all-atom geometry, initialized with replications of
Z;, is reconstructed. The training objective of the autoencoder consists of the reconstruction loss
Lecon and the KL divergence L, to constrain the latent space. The reconstruction loss includes cross
entropy on the residue types, mean square error (MSE) on the full-atom structures, and an auxilary
loss L, on bond lengths and angles [31]:

‘Crecon(i) = H(p(xz)ap(x;)) + MSE(-}ZM )22/) + Eaux(”a (3)

where H denotes cross entropy. We include details of £, in Appendix [A] The KL divergence con-
strains z; and Z; with the prior A/(0, I') and N (7, I), respectively, where ; denotes the coordinate
of the alpha carbon (C,) in node i:

Lk (i) = A - DL (NV(0, I)||N (s, diag(a))) + A2 - DL (N (75, I) |V (i, diag(a:))),  (4)

where Dyp, denotes the KL divergence, A\; and A, reweight the contraints on the sequence and
the structure, respectively. Lg; prevents the scale of z; from exploding and constrains Z; around
C, to retain necessary geometric information. Such regularization also helps ensure consistent
scales between the peptide latent coordinates and the pocket, mitigating potential issues arising from
their different levels of abstraction. Then we have the overall training objective of the variational
autoencoder as follows:

Lae =3,y (Eneonli) + L1 (0)/1G, . )
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We have explored E(3)-invariant latent space, which appears to have difficulties in reconstructing
the full-atom structures since it lacks information of geometric interactions with the pocket atoms

(Appendix [F).
3.3 Receptor-Specific Affine Transformation

With the latent space given by the autoencoder, we further exploit a standard space obtained from
receptor-specific affine transformations, which enhances the transferability of diffusions on disparate
binding sites (see Figure [T). Most peptides fold into complementary shape upon binding on the
receptor [60, 41]. Thus, the target distribution is inherently characterized by the shape of the binding
site. Given the wide disparity in binding geometries, directly implementing diffusion in the data
space yields minimal transferability among different binding sites. To address this deficiency, we
propose to implement the diffusion process on a shared standard space converted via an affine
transformation derived from the binding site. Formally, denoting the C,, coordinates of the residues in
a given binding site G as R € R3¥I9| we can derive their center m= E[R] € R3 and covariance
= Cov(R'7 ﬁ) € R3%3, 5o that these coordinates can be regarded as sampled from the distribution

N (i, ). We then calculate the Cholesky decomposition [19] of 3::
Y =LL",LecR>3 (©6)

where L is a lower triangular matrix. Lis unique [19] and invertible since the covariance matrix
is a real-valued symmetric positive-definite matrix’, Then we can define the affine transformation
F : R? — R3?, which enables the projection of the geometry into the standard space approximating

standard Gaussian F'(R) ~ N(0, I). Further, we can easily obtain the inverse of F as:
F(@) =L Y&—j), F (&) =L&+ji )

With the above definitions, for each given binding site G;,, we transform the geometry via the
derived F' to obtain the standard space, where the diffusion model is implemented, and recover
the original geometry with F~! (see Figure [2) after generation. Notably, we have the following
proposition to ensure that the equivariance is maintained under the proposed affine transformation
with scalarization-based equivariant GNNs [23] [16]:

Proposition 3.1. Denote the invariant and equivariant outputs from a scalarization-based E(3)-

—

equivariant GNN as f({h;,Z;}) and f({h;, @;}), respectively. With the definition of F' in Eq. E]
Vg € E(3), we have f({hi,F(Z:)}) = f({hi, Fy(g - €:)}) and g - F7(f({hi, F(&3)})) =
F U (f({hi, Fy(g - ©:)})), where Fy is derived on the coordinates transformed by g. Namely, the
E(3)-equivariance is preserved if we implement the GNN on the standard space and recover the
original geometry from the outputs.

The proof is in Appendix [B] This is vital since it indicates the Markov kernel is E(3)-equivariant,
and thus ensures the E(3)-invariance of the probability density in the diffusion process [[70]. Note
that our variational autoencoder (§ and latent diffusion model (§ are already designed to
be equivariant even without the proposed affine transformation here. The purpose of defining such
component is to encourage better generalization of the diffusion processes. Indeed, it is nontrivial
to analyze whether such an implementation will break the equivariance of our workflow. Luckily,
Proposition manages to prove that scalarization-based equivariant networks [23]], which is used
in our autoencoder and diffusion model, are seamlessly compatible with such affine transformation,
naturally preserving equivariance without any requirements of adaption.

3.4 Geometric Latent Diffusion Model

With the aforementioned preparations, the discrete residue types are encoded as continuous latent
representations {z;}, and the full-atom geometry is also compressed and standardized into 3D
vectors {Z;} ~ N(0, I). Therefore, we are ready to implement a diffusion model on the standard
latent space to generate z; and Z;. The forward diffusion process gradually adds noise to the data
from ¢ = 0 tot = T, resulting in the prior distribution N'(0, I'). The reverse diffusion process

’The binding site has at least 3 nonoverlapping nodes, namely rank(fé) = 3, thus we can ignore the corner
case of semi-positive definite matrices.
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generates data distribution by iteratively denosing the distribution from ¢t = 7" to t = 0. We denote
ul = [z}, Z!] and G! = {(2!, Z})} as the intermediate state for node 4 and the entire peptide at

time step ¢, respectively. For simplicity, we assume both G! and the binding site G, are already
standardized via the transformation F}, in Eq.[/| Then we have the forward process as:

q@ilal™") = N(al; /1 - pt-al~t, p'I), 8)
q(al|a)) = N(al; Vat - al, (1 —a')I), )

where 3¢ is the noise scale increasing with the timestep from 0 to 1 conforming to the cosine
schedule [51], and &' = [[3=% (1 — 3*). Then the state at timestep ¢ can be sampled as:

4l = Vvata) + (1 - a')e;, (10)
where €; ~ N(0, I). Following Ho et al. [25]], the reverse process can be defined with the reparame-
terization trick as:

po(d; |G, Gy) = N (@5 fio(G2,Gv), B'T), (1D
1 t
ﬁe(g;gb):m(ﬁﬁ—\/ﬁﬁee(gz,gw)m), (12)

where o' = 1 — 3, and €y is the denoising network also implemented with the equivariant adaptive
multi-channel equivariant encoder in dyMEAN [34] to retain full-atom context of the binding site
during generation and preserve the equivariance under affine transformations (Proposition [3.1)).
Finally, we have the objective at time step ¢ as MSE between the predicted noise and the added noise
in Eq.[I0] as well as the overall training objective £,y as the expectation with respect to ¢:

Lipy = IE15~Unifo1rm(1...T) [ZL Hei - €g(gi7 gb’t)[Z]HQAQEH (13)

3.5 Training and Sampling

Training The training of our PepGLAD can be divided into two phases where a variational au-
toencoder is first trained and then a diffusion model is trained on the standard latent space. We
provide the overall training procedure in Algorithm [I] (see Appendix [D). Note that a smooth and
informative latent space is necessary for the consecutive training of the diffusion model, thus we
resort to unsupervised data from protein fragments apart from the limited protein-peptide complexes
for training the autoencoder, which we describe in Appendix [E]

Sampling in Ordered Subspace The sampling procedure includes generative diffusion process on
the standard latent states, recovering the original geometry with the inverse of F'in Eq.[7} and decoding
the sequence as well as the full-atom structure of the peptide (see Algorithm 2]in Appendix D). A
problem here is that the unordered nature of graphs is not compatible with the sequential nature of
peptides, thus the generated residues may have arbitrary permutation on the sequence order. Inspired
by the concept of classifier-guided sampling [[15], we first assign an arbitrary permutation P on the
sequence order to the nodes. Then we steer the sampling procedure towards the desired subspace
conforming to P with the following empirical classifier p(1|{Z¢}), which estimates the probability
of the current coordinates belonging to the desired subspace:
—t -t -t
p(1{Zi}) = exp( Z’P(i)—’P(j):l E(lZ - Z51), (14)
d—(ud+30',1), d>/1,d+30'd,
E(d): (,Ltd—3dd)—d, d < pqg — 304, (15)
0, otherwise,
where 14 and o4 are the mean and variance of the distances of adjacent residues in the latent space
measured from the training set. Intuitively, this classifier gives higher confidence if the adjacent
(defined by P) residues are within reasonable distances aligning with the statistics from the training
set. Nevertheless, the effect of the guidance is relatively minor, which is only a technical trick to
enhance the robustness. We provide more details in Appendix [G|

4 Experiments

4.1 Setup

Task We evaluate our PepGLAD and baselines on the following tasks: (1) sequence-structure
co-design (§4.2) aims to generate both the sequence and the structure of the peptide given the specific
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binding site on the receptor (i.e. protein). (2) Binding Conformation Generation (§4.3) requires to
generate the binding state of the peptide given its sequence and the binding site of interest.

Dataset We first extract all dimers from the Protein Data Bank (PDB) [5] and select the complexes
with a receptor longer than 30 residues and a ligand between 4 to 25 residues [S9]]. Then we remove
the duplicated complexes with the criterion that both the receptor and the peptide has a sequence
identity over 90% [56], after which 6105 non-redundant complexes are obtained. To achieve the
cross-target generalization test, we utilize the large non-redundant dataset (LNR) from Tsaban et al.
[59] as the test set, which contains 93 protein-peptide complexes with canonical amino acids curated
by domain experts. We then cluster the data by receptor with a sequence identity threshold of over
40%, and remove the complexes sharing the same clusters with those from the test set. Finally,
the remaining data are randomly split based on clustering results into training and validation sets,
yielding a new bechmark calling PepBench. Further, we exploit 70k unsupervised data from protein
fragments (ProtFrag) to facilitate training of the variational autoencoder. We also implement a split
on PepBDB [65] based on clustering results for evaluation. We show details and statistics of these
datasets in Appendix

Baselines We first borrow three baselines from the antibody design domain. HSRN [30] autore-
gressively decodes the sequence while keeps refining the structure hierarchically, from the C,, to
other atoms. dyMEAN [34] is equipped with an full-atom geometric encoder and exploits iterative
non-autoregressive generation. DiffAb [44] jointly diffuses on the categorical residue type, the
coordinate of C,, as well as the orientation of each residue. Next, we explore two baselines from the
general protein design. RFDiffusion [64] exploits a pipeline that first generates the backbone via
diffusion and then alternates between inverse folding [14] and structure refining based on a physical
energy function [2]. AlphaFold 2 [31] is the well-known model for protein folding, which also shows
certain abilities on peptide conformation prediction [59]. We also include two traditional methods.
AnchorExtension [26] designs peptides by first docking an existing scaffold to the binding site, and
then optimizing the peptide with cycles of mutations guided by energy functions. FlexPepDock [42]
is designed for flexible peptide docking via optimization in the landscape of a physical energy
function [2]]. Implementation details are provided in Appendix[I|

4.2 Sequence-Structure Co-Design

Metrics A favorable generative model should produce diverse candidates while maintaining fidelity
to the desired distribution. To comprehensively evaluate the models, we generate 40 candidates
for each receptor and employ the following metrics: (1) Diversity. Inspired by [72], we measure
the diversity via unique clusters of sequences and structures. Specifically, we hierarchically cluster
the structures based on pair-wise root mean square deviation (RMSD) of C,. The diversity of
structures Divg,.,.; 1S defined as the number of clusters versus the number of candidates. A similar
procedure can be applied to the sequences to obtain Divy,,, utilizing the similarity [36] derived from

alignment [24]]. Then the co-design diversity is y/DivgeDivgye. (2) Consistency. We measure how
well the models learn the 1D&3D joint distribution by the sequence-structure consistency, quantified
via Cramér’s V [12]] association between the clustering labels (as in Diversity) of the sequences and
the structures. High consistency indicates that candidates with similar sequences also have similar
structures, implying that the generative model effectively captures the dependency between 1D and
3D. (3) AG. Aligned with the literature [3444]), we employ the binding energy (kcal/mol) provided
by Rosetta [2], a widely-used suite for biomolecular modeling with physical energy functions, to
evaluate the binding affinity of the generated candidates. Lower AG indicates stronger binding
between the peptide and the target. (4) Success. We report the proportion of successful designs (i.e.
AG < 0, indicating no severe atomic clashes or twisted conformations) among all the candidates.

Table 1: Evaluation on sequence-structure co-design. On each target, 40 candidates are generated for
evaluation. Div. and Con. are abbreviations for diversity and consistency, respectively.

Model PepBench PepBDB
Div.(T) Con.(T) AG({) Success Div.(T) Con.(T) AG®{) Success
Test Set - - -35.25  95.70% - - -35.96  95.79%
HSRN?J 0.158 0.0 >0 10.46% 0.111 0.0 >0 10.86%
dyMEAN 0.150 0.0 226 14.60% 0.150 0.0 -1.92 6.26%
DiffAb 0.427 0.670 -21.20  49.87% 0.269 0.463 -18.40 41.45%
PepGLAD (ours)  0.506 0.789 -21.94 55.97% 0.692 0.923  -21.53 48.47%
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For all metrics except AG, we first compute values for each receptor individually and then average
the results across different receptors. For AG, we identify the best candidate on each receptor as the
outputs and report the median value across different receptors. Details about the metrics are provided
in Appendix [H] including discussion on AAR (Appendix [H:I) and consistency (Appendix [H.2).

Results Table T]illustrates that our PepGLAD generates significantly more diversified and consistent
peptides with better binding energy and success rates compared to the baselines. When benchmarking
HSRN, dyMEAN, and DiffAb, which perform well on antibody CDR design, we observe a notable
performance gap between non-diffusion baselines (i.e. HSRN, dyMEAN) and the diffusion-based
baseline (i.e. DiffAb), suggesting the higher complexity in peptide design and the need for stronger
modeling capabilities. Compared to DiffAb, which operates on categorical residue types, C,
coordinates and orientations, our PepGLAD (1) better captures the dependency between sequence and
structure, as indicated by higher diversity and consistency, since diffusion is implemented on the latent
space where the representation of sequence and structure are nicely correlated by the autoencoder; (2)
more effectively captures the intricate protein-peptide interactions, demonstrated by better AG and
success rates, since we leverage the full-atom context of the binding site and enhances generalization
capability by converting the geometry into a standard space. We showcase two candidates designed
by our PepGLAD with favorable binding energy given by Rosetta in Figure[3] Furthermore, the
diversity within successful designs is 0.632, which is higher than that of all designs (0.506), indicating
the high structural flexibility of peptides upon successful binding.

Receptor . Peptide Hydrophilic I Hydrophobic

Figure 3: Top: A generated candidate confined within the binding site (PDB=4cu4, AG=-34.21).
Bottom: A generated candidate with complementary shape to the binding site (PDB=3pkn, AG=-
33.32). Both candidates form compact interactions at the interface.

We also evaluate our PepGLAD against two sophisticated pipeline systems in Table 2} The traditional
method (i.e. AnchorExtension) is limited by low efficiency, thus we can only afford outputting
10 candidates for each receptor. For a relatively fair comparison with RFDiffusion, we refine the
structure of the generated candidates using the empirical force field in RFDiffusion. However, the
comparison may still disadvantage our PepGLAD, given that RFDiffusion is finetuned from a model
pretrained on a large-scale dataset [64]]. Nevertheless, as demonstrated in Table [2] our model still
exhibits marvelous superiority on diversity, consistency, and success rate, while achieving competitive
binding energy AG, with obviously higher efficiency.

Table 2: Evaluation on sequence-structure co-design with two well-established systems. Time cost is
measured as the total time spent divided by the number of designed candiates.

Model Div.(1) Con.(f) AG() Success Time

AnchorExtension  0.245 0.423 -26.80 84.30%  735s
RFDiffusion 0.259 0.696 -33.82  79.68% 61s
PepGLAD (ours)  0.506 0.789 -29.36  92.82% 3s

SHSRN and dyMEAN generate homogeneous structures that are clustered together yet still sample very
different sequences, leading to zero association between squence and structure.
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4.3 Binding Conformation Generation

Metrics For each receptor, we generate 10 candidates and report the median value of the following
metrics across different receptors to measure how well the generated distribution can recover the
reference conformation: (1) RMSD¢_ : Root mean square deviation on the coordinates of C,, between
a candidate and a reference structure with the unit A. (2) RMSD,om: RMSD on all atoms to measure
the quality of the full-atom geometry. (3) DockQ [4]. A comprehensive metric evaluating the
full-atom similarity on the interface between a candidate and a reference complex. It ranges from 0
to 1, with values above 0.23 and 0.49 considered as acceptable and medium quality, respectively.

Table 3: Evaluation on binding conformation generation. On each target, 10 candidates are generated
to calculate the optimal recall of the reference conformation.

Model PepBench PepBDB
RMSDc,({) RMSDgom(}) DockQ(1) RMSDc,, (1) RMSDgom(}) DockQ(1)

FlexPepDock 6.43 7.52 0.393 - - -

AlphaFold 2 8.49 9.20 0.355 - - -
dyMEAN 7.96 8.35 0.374 17.64 17.56 0.142
HSRN 6.02 7.59 0.508 9.28 9.72 0.394
DiffAb 4.23 7.60 0.586 13.96 13.12 0.236
PepGLAD (ours) 4.09 5.30 0.592 8.87 8.62 0.403

Results As shown in Table 3] our PepGLAD surpasses all the baselines in terms of both RMSDc_,
and DockQ by a large margin, highlighting the superiority of incorporating the full-atom context and
the binding-site shape into the latent diffusion process. Additionally, we present the distribution of
the best RMSDc_, on different test receptors using box plots and showcase a generated conformation
highly resembling the reference in Figure[d] The distribution reveals that our model achieves favorable
performance on RMSD¢_ with lower variance on the test set compared to other baselines, exhibiting
robust generalization ability across disparate binding sites.

FlexPepDock Reference (PDB: 3vxw) Generated by PepGLAD
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Figure 4: The distribution of RMSD¢_ on the test set of PepBench and a visualized sample.

S Analysis

We conduct the following ablations: the full-atom geometry (Full-Atom); the affine transformation
(Affine); the unsupervised data from protein fragments (ProtFrag) and the mask policy (Mask)
when training the autoencoder. Note that generative performance is assessed from various aspects,
and improvement in one aspect at the disproportionate expense of others might be meaningless.
Thus, we additionally compute the average of all the metrics to evaluate the comprehensive effect
of each module, where AG is normalized by the statistics on the test set. Table ] demonstrates the
following observations: (1) Discarding the full-atom context results in a significant degradation on
all metrics, especially the success rate, implying the necessity of the full-atom context in capturing
the intricate protein-peptide interactions; (2) Implementing the diffusion directly on the data space
without the proposed affine transformation incurs a notably adverse impact on all metrics, indicating
the remarkable enhancement on the generalization capability made by the affine transformation; (3)
Training without the unsupervised data leads to a less informative latent space, exerting a negative
effect on the binding energy and success rate; (4) Removal of the mask policy reduces the correlation
between sequence and structure in the latent space, thus harms the consistency.
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Table 4: Ablations on different components. Avg. computes the average of all metrics, where AG is
first normalized by the median value of the references on test set.

Ablations Div.(1) Con.(1) AGW) Success\ Avg.

PepGLAD 0.506 0.789  -21.94 55.97% | 0.619
w/o Full-Atom  0.441 0.751 -20.87  51.18% | 0.574
w/o Affine 0.450 0.740  -19.08 52.39% | 0.564
w/o ProtFrag 0.535 0.760  -20.16 52.15% | 0.597
w/o Mask 0.422 0.741 -20.45  57.44% | 0.579

6 Limitations

Despite the promising results, we acknowledge several limitations which might be addressed by
future work. First, the binding affinity assessment relies on the Rosetta scoring function as a proxy for
wetlab experiments. There may be discrepancies between the predicted and actual binding energies.
The ultimate test of a peptide utility is its performance in vivo, which is too costly for large-scale
evaluation. Nevertheless, this is a problem confronting the entire community, and we hope future
research might propose more reliable in silico proxies to bridge the gap. Second, while this paper
addresses peptide design from the aspect of proteins, it might also be reasonable to think from the
aspect of small molecules if the peptides are short enough. Under such circumstances, it is also
beneficial to further explore counterparts of methods for small molecule design [43} 152, |39]], which
we leave for future work.

7 Conclusion

In this paper, we first assemble a dataset from Protein Data Bank (PDB) and literature to benchmark
generative models on target-specific peptide design in terms of diversity, consistency, and binding
energy. Subsequently, we propose PepGLAD, a powerful diffusion-based model for full-atom
peptide design. In particular, we explore diffusion on the latent space where the sequence and
the full-atom structure are jointly encoded by a variational autoencoder. We further propose a
receptor-specific affine transformation technique to project variable geometries in the data space
into a standard space, which enhances the transferability of diffusion processes on disparate binding
sites. Our PepGLAD outperforms the existing models on sequence-structure co-design and binding
conformation generation, exhibiting high generalization across diverse binding sites. Our work
represents a pioneering effort in the exploration of deep generative models for simultaneous design of
1D sequences and 3D structures of peptides, which could inspire future research in this field.

Software and Data

The curated PepBench and ProtFrag are available at https://zenodo.org/records/13373108.
The codes for our PepGLAD are open-sourced at https://github.com/THUNLP-MT/PepGLAD.

Impact Statements

This paper aims to advance the field of peptide design through the construction of a benchmark
and the development of a novel latent diffusion model, PepGLAD, which addresses key limitations
in current methods. Our work represents a step forward in computational peptide design, with the
potential to impact both scientific research and practical applications in various domains. For instance,
more precise peptide design could lead to enhanced drugs in the pharmaceutical industry, and could
facilitate the creation of new biomaterials, sensors, and other innovative technologies in biology and
materials science. We wish our paper could inspire future research in this field.
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A Reconstruction of Full-Atom Geometry

A.1 Auxilary Loss for Training the AutoEncoder

To better recover the all-atom geometry, we employ an auxilary structural loss similar to the violation
loss in Jumper et al. [31] including the supervision on C,, coordinates, bond lengths, and side-chain
dihedral angles. First, since the C,, is critical in deciding the global geometry of the peptide, we exert
additional loss on its coordinates to distinguish it from other atoms:

Lea(i) = MSE(#;, ), (16)

where 7} and 7; are the reconstructed and the ground truth coordinates of C,, in node i. Next, we
implement L1 loss on the bond lengths:

Loona(i) =D, o 0= V1B, (17)

where B(7) includes all chemical bonds in node 4, and b’ denotes the reconstructed bond length. For
simplicity, he bonds between residues are included into the bonds of the former residue. Finally, we
supervise on the x; to x4 side-chain dihedral angles [73]:

Langie)) =3, 4y X=XV, (18)

where A(7) includes all side-chain dihedral angles in node 7, X’ and x denotes the reconstructed and
the ground truth angles, respectively. The overall auxilary loss for node ¢ is then given by:

Euux(i) - )\CAECA (Z) + )\bondﬁbond(i) + )\angleﬁangle(i)7 (19)

where we set A\ca = 1.0, Apong = 1.0, Agngie = 0.5 in our experiments. We find that it is necessary to
set Aangle With a relatively small value to make the training process stable.

A.2 Idealization of Local Geometry

Preserving atom instances enhances the modeling of side chain interactions but introduces challenges
due to potential twisting in local geometry. While in sequence-structure co-design, samples undergo
fast relax by physical force field to ensure a valid local geometry, in binding conformation generation,
we use an alignment technique to place the idealized side chains on the generated atom instances.
Specifically, the idealized side chain can be represented as at most 4 dihedral angles (x-angles),
treating fragments like phenyl group as rigid bodies. Suppose there are n; x-angles and ¢; atoms in
node ¢, we can define a function to map from the y-angles with the backbone coordinates B; ¢ R4x3
to atom instances as M; : R™ x R**3 — R%*3 which is luckily differentiable [28]. Thus we can
optimize y-angles via gradient descent to minimize the MSE between the coordinates constructed
from y-angles and those generated by the model:

M;i(x, B;) — Xi?, (20)

. .
X; = arg minyco,2x)m

where )21- € R¢*3 denotes the coordinates of ¢; atom instances in node i generated by the model.
Now it should be easy to construct an idealized side chain maintaining fidelity to the generated

—

atom instances by M (x, B;). In the experiments of conformation generation on PepBench, such
idealization gives slightly better DockQ and RMSD,,, than Rosetta side-chain packing algorithm
but with higher efficiency.

B Proof of Proposition 3.1]

Proposition 3.1. Denote the invariant and equivariant outputs from a scalarization-based E(3)-
equivariant GNN as f({h;,Z;}) and f({hi, &;}), respectively. With the definition of F in Eq. E]
Vg € E(3), we have f({hi,F(Z:)}) = f({hi, Fy(g - €:)}) and g - F7(f({hs, F(Z:)})) =
E7N(f({hi, Fy(g - #:)})), where Fy is derived on the coordinates transformed by g. Namely, the
E(3)-equivariance is preserved if we implement the GNN on the standard space and recover the
original geometry from the outputs.
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For simplicity, given F' derived from a set of coordinates {&;} following Eq. [7, we use F} to
indicate the affine transformation derived from {g - Z;}, where g € E(3). Additionally, we keep the
terminology "standard space" for describing the space after the data-specific affine transformation F'.
We begin by proving a key lemma, that is, the E(3)-invariance of distances between two nodes in the
standard space converted by F":

Lemma C.1. Given two nodes i and j in the geometric graph G, denoting their coordinates as ©; and
&, their distance in the standard space is E(3)-invariant. Namely, Vg € E(3), ||[F(Z;) — F(&;)| =
1y (g - @) — Fy(g - &)

Proof. Yg € E(3), g can be instantiated as an orthogonal matrix @ € O(3) (including rotation
and reflection), and a translation vector ¢ € R3. Denoting all coordinates in the geometric graph

as X € R3%191 and the number of nodes in G as n, we can derive the E(3)-equivariance of the
expectation of the coordinates:

Sl 1

E[g-X]=ﬁzg-fi=5Z(Qi‘i+f§ 2D
1 o S

— ﬁQ(;xi)thfQE[X] +1 (22)

=g -E[X]. (23)

With the E(3)-equivariance of the expectation, it is easy to derive the following equation on the
covariance matrix:

Covly- X,g- %)= ——(g- X ~Elg- X])(g- X ~ B[y X)) a9
= L (g X g BX))(g X g EIX])T ©5)
- L (@(X ~EIX])(@(X ~ E[X]) 26)
= L Q(X —EX))(X - E[X) Q" @1
= QCov(X,X)Q". (28)

- =

Based on the Cholesky decomposition used in the derivation of F', we denote Cov()z X y=LL"
and Cov(g- X,g- X) = LngT, with which we can immediately derive:

L,L) =QLL"Q". (29)
Considering Q' = QT, we further have the following equation:

L;"L;'=QL "L7'Q". (30)

Given that F(&) = L~} (& — E[X]), we are now ready to prove Lemma|C.1|as follows:
1Fy(g- &) — Fylg- &)l = L, (9 & —Elg- X]) — L, (9~ & — Elg- X])| (€29)
=L, (g & — g- &)l = | L, Q& — &) (32)
= V(L 'QE: ~ )T (Ly ' Q(E: — &) (33)
=\ (@~ &)TQTL, "L, Q(&: ~ &) (34)
=\/(& — &) TL-TL-\(& — &) (35)
=\ (LN@ — &) T(L-U(& - &) = | L& - &) (36)
= ||L7}(& — E[X]) - L7(&; - E[X))|| = [|F(&) - F(&)] (37
O
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With Lemma [C.T] we are able to give the proof of Proposition [3.1] as follows.

Proof. A first observation is that to prove Proposition 3.1} we only need to prove the equivariance
in the 1-layer case, since the multi-layer case can be decomposed into the 1-layer case by inserting
I = F o F~! between layers, where I is the identical mapping. Generally, each layer in scalarization-
based E(3)-equivariant GNN has the following paradigm:

mij = bm(his by, |18 — 351, eiy), (38)
B=Eit ) & = E)oa(my), (39)
h — , iy
hi=on(hi, ) ™) (40)

where N (¢) denotes the neighborhood of node 4, and ¢, outputs a scalar. Therefore, for the invariant
part, we have:

fil{hi, Fy(g - &)}) = (bh(hi’zjej\/(i) mij r,) 41

= ¢n(hi, Z]EN(I.) Om(his by, [|Fy(g - &) — Fo(g - 25)I° eij))  (42)

= ¢on(hi, Zje/\/'(i) Om(hi, by, | F(2:) — F(&;)]], ei5)) (43)

= ¢h(hi’2jej\/(i) mij r) (44)

= fi{hs, F(Z:)}) (45)

For the equivariant features, recalling F~'(Z) = L& + E[X], we have:

F7 fi(ha, Fylg - &)}) (46)

= F (Folg- @)+ Y (Folg - @) = Fylg - &))du(mir,)) (47

= F (Fylg @) + D0 Ly Q@ = &5)6n(mi p)) (48)

= F ML Qa + - Blg- XD+ L QE: — E5)oa(miie)  (49)

=F, (L, Q# +t—g - EX])+ > N L;'Q(&; — &) pz(mij r)) (50)

= F N LNQE - QRIX]) + )L Q@ — &)6x(mi p)) 1)
= F, (L, Q@ - E[X']) + 2w Lo Q@i = E5)0a(mis p)) (52)
= F (L' Q@ X+ 3 (@ = &5)oe(mir)) (53)
= Q(&; — E[X] + ZM zi mﬂ%(mij,p)) +Elg- X] (54)
= Q(& + ZMU) & — &) ps(mijr)) — QE[X] + g E[X] (55)
= Q@i+ (@i = E)oa(mie) +E (56)
=g (@4 D (B = E5)ou(mip)) (57)

By replacing g with identical element I in E(3), since F' = F, we can immediately derive:

FU((Gha, F(#)}) = (& + ) N (fz‘ = &;) ¢z (mijr)), (58)
g- F7 fi(({hi, F(&)}) = Fy ' fil{ha, T, (g T;)}), (59)
which concludes Proposition 3.1} O
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D Algorithm for Training and Sampling

We present the pseudo codes for training in Algorithm [[|amd sampling in Algorithm[2]

Algorithm 1 Training Algorithm of PepGLAD

input geometric data of protein-peptide complexes S
output encoder £4, decoder D¢, denoising network €y
1: function TrainAutoEncoder(S)

Initialize £, D¢

S~ample (Gp:Gp) ~ S
G, < mask(G,)

{(ei,€)} ~ N(0,1)

while ¢, ¢ have not converged do

G.—{(ni+€ 0o +€ 0ad;)}

3

4

5: )

6: {(Hiaai7ﬁi7&i)} <_g¢(gp7gb)
7:

8

9

10.: Lag = Ziegp (Lrecon(i) + ﬁKL(Z))/|gP|

11 ¢, & < optimizer(Lag; ¢, €)

12:  end while
13:  return £y, D¢
14: end function

16: function TrainLatentDiffusion(E4, D¢, S)

17:  Initialize €y

18:  while # have not converged do

19: Sample (G, G) ~

20: {(pi, 04, i, 64) } < Es(Gp, Go)

21: G2 — {(pi, i)}

22: F « afﬁne(gb)

23: G2,Gy  F(G)), F(Gy)

24: {(zi’,f?)} ?

25: U(LT), {(e:,€)} ~ N(O I)

26: Qt — {\ﬁ[ 0,2+ e, €]}

27: ELDM = Z €, €] — €0(GL, G1, )[1]]|?/|GE]
28: 0+ optlnnzer(,CLDM,

29:  end while
30:  return €g

31: end function
32:

33: £y, D¢ < TrainAutoEncoder(S)

34: Fix parameters ¢ and &

35: €p < TrainLatentDiffusion(Ey, De, S)

36: return &y, De, €9

{Mask 25% Residues}

{Encoding}
{Reparameterization }

{Decoding}

{Encoding}

{ Affine Transformation}
{Standard Geometry}

E Data Preparation

We show details for constructing the datasets used in our paper here. Further statistics are presented

in Table[5]and distribution of peptide lengths in Figure[5]

E.1 Unsupervised Data from Protein Fragments (ProtFrag)

We exploit unsupervised data from monomer proteins to enrich the training of the autoencoder.
Specifically, we first extract all single chains from the Protein Data Bank (PDB) before December
8th, 2023, and remove the duplicated chains on a sequence identity threshold of over 90%. Then, for

each chain, we extract fragments satisfying the following criteria:
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Algorithm 2 Sampling Algorithm of PepGLAD

input decoder D¢, denoising network €g, binding site Gy,
output peptide G,
1: F + affine( Qb) { Affine Transformation}
: b — ljzg {Standard Geometry }
N (o.)
, ,1do
Z)} {Latent Denoising Loop}

’L ? ’L

fortmT T

0 N ON LB W
Q
N N~
L
—~ -
SRS N
N
Sk
NAH

e Leg(GL, G t)]) + Bres

1: G, + {(2¢,29)}

12: G.,Gp Ffi(gz), F~1(Gy) {Data Geometry}
13: Gp < De(G:, Gb) {Decoding}
14: return G,

1. Length: The fragment should consist of 4 to 25 residues.

2. Balanced constitution: No single amino acid should constitute more than 25% of the
fragment; Hydrophobic amino acids should comprise less than 45% of the fragment, with
charged amino acids accounting for 25% to 45%.

3. Isolated Stability: Instability [22] should be below 40; Considering the surrounding amino
acids as interaction partners, the fragment should have a buried surface area (BSA) above

4001&2 [[LOl], with a relative BSA above 20%.

We use FreeSASA [47]] to calculate the surface area of fragments. Let SA,,,s represent the surface
area of the isolated fragment when considering surrounding amino acids, and SA,poung T€present
the surface area when not considering them. The buried surface area is then calculated as BSA =
SAunbound — SApounas and the relative BSA is calculated as BSA,.; = BSA/SApouna- In total, we
obtain 70,645 fragments meeting these criteria.

E.2 Construction of Our PepBench

Here we illustrate the details for constructing the supervised dataset (PepBench) used in our paper.
Similar to literature [65]], we also exploits available data from the Protein Data Bank (PDB) [5]]. We
first extract all dimers in PDB deposited before December 8th, 2023, and filter out the complexes with
a receptor longer than 30 residues and a ligand between 4 to 25 residues, which aligns with Tsaban
et al. [59]. Peptides with lengths in this range are more relevant to practical applications such as drug
discovery, as they exhibit favorable biochemical properties [49]. Then we remove the duplicated
complexes with the criterion that both the receptor and the peptide has a sequence identity over
90% [56], after which 6105 non-redundant complexes are obtained. We use MMseqs2 for clustering
based on sequence identity:

# create database from the sequences

mmseqs create seqs.fasta database

# clustering with sequence identity above 90%

mmseqs cluster database database_clusters results --min-seq-id 0.9 -c 0.95 --cov-mode 1

To achieve the cross-target generalization test, we utilize the large non-redundant dataset (LNR)
introduced by Tsaban et al. [S9] as the test set, which is curated by domain experts. LNR originally
includes 96 protein-peptide complexes. We obtain 93 complexes after excluding the ones with
non-canonical amino acids. We then cluster the LNR along with the PDB data by receptor with a
sequence identity threshold of over 40%. Subsequently, we remove the complexes sharing the same
clusters with those from the test set and those including non-canonical amino acids in the peptides.
Finally, the remaining data are randomly split based on clustering results into training and validation
sets. The characteristics of different splits are presented in Table 5] In addition, the binding site
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contains residues on the receptor within 10A distances to the peptide, where the distance between
two residues is measured by the distance between their C5 coordinates.

E.3 Split of PepBDB
Similar to the split of PepBench, we use MMseqs2 for clustering and randomly split the data into
training, validation, and test sets based on the clustering results. For the test set, we randomly select

one protein-peptide complex in each cluster to avoid redundancy.

Table 5: Statistics of the constructed datasets.

Split #entry #cluster source

PepBench (Training) 4,157 952 PDB [3]
PepBench (Validation) 114 50 PDB [3]
PepBench (Test) 93 93 LNR
PepBDB (Training) 8,434 1,617 PepBDB [63]
PepBDB (Validation) 370 95 PepBDB
PepBDB (Test) 190 190 PepBDB
ProtFrag 70,645 - monomers in PDB
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Figure 5: Peptide (or protein fragment) length distribution of three datasets.

F E(3)-Invariant Latent Space

We found that the E(3)-equivariant latent vectors were significant, which can convey sufficient
geometric information. If we use E(3)-invariant latent space without these geometric latent vectors,
the reconstruction ability (RMSD, DockQ) of the VAE deteriorates significantly (Table [6). It is
reasonable since E(3)-invariant latent space lacks geometric interactions with the pocket atoms,
leading to difficulties in reconstructing the full-atom structures on the binding site.

Table 6: Comparison of reconstruction ability of variational autoencoders with E(3)-equivariant latent
space and E(3)-invariant latent space.

Latent Space AART RMSD | DockQf

E(3)-equivariant  95.1% 0.79 0.898
E(3)-invariant  93.4% 1.75 0.823

G Guidance on Sequence Orders for Sampling

Peptides consist of linearly connected amino acids, which exert constraints on the 3D geometry.
Specifically, residues adjacent in the sequence should also be close in the structure, since they are
connected by a peptide bond. However, 3D graphs are unordered and do not incorporate such induct
bias, which means the generated nodes might have arbitrary permutation on sequence orders. To
tackle this problem, we take inspiration from classifier-guided diffusion [13]], which adds the gradient
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of a classifier to the denoising outputs to guide the generative diffusion process towards the subspace
where the classifier gives high confidence. We utilize an empirical classifier p(1|{Z!}) defined as
follows:

Z1) = — >t _ A
pAHED) =exp(=3 0 o BUIZ = ZD), (60)
d— (/~Ld+30d)7 d> g+ 304,
E(d) =4 (a—30q) —d, d< pg—30q, 61)
0, otherwise,

where 14 and o4 are the mean and variance of the distances of adjacent residues in the latent space
measured from the training set. With p(1|{Z!}), we are able to assign an arbitrary permutation
on sequence orders to the nodes, and steer the sampling procedure towards the desired subspace
conforming to P, since this classifier gives higher confidence if the adjacent (defined by P) residues
are within reasonable distances aligning with the statistics from the training set. In particular, the
coordinate denoising outputs are refined as follows:

€ = €(G%, Gy, )il = A1 —atVz logp(1|{2}}), (62)

where A adjusts the weight of the guidance. Besides the constraints on the distance between adjacent
residues, we can also include guidance on avoiding clashes between non-adjacent residues by defining
the following energy term:

— Hd — d7 d< Hd,
Cld) = { 0, otherwise, (63)

Subsequently, we just need to revise the empirical classifier as:
pAHEY =exp(= Y E(Z-ZD- Y cUE-FZ- DY Clz -7,
P(E)—-P()=1 P(i)—-P(j)#1 1€G2,J€G
(64)

where 77; is the C, coordinate of node j in the binding site. We observe a slight improvement upon
including the clash energy term. Nevertheless, the guidance is only a small technical trick with minor
enhancement on the performance as shown in Table

Table 7: Results on binding conformation generation with and without guidance on sequence orders.

Guidance RMSDc, | RMSDyom 4 DockQ?

w/ 4.09 5.30 0.592
w/o 4.10 5.34 0.582

H Metrics for Evaluating Sequence-Structure Co-Design

H.1 Why not Amino Acid Recovery (AAR)

Al

0.0 0.2 0.4 0.6 08 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
candidate positive rate (#sample=10) candidate positive rate (#sample=40) candidate positive rate (#sample=100)

Figure 6: Best amino acid recovery (AAR) on samples constructed according to specified positive
ratios. Each point contains the averaged result across 102 receptors.
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While the amino acid recovery (AAR) is widely used in antibody design [33| 134} 44], we find it not
informative enough for evaluating generative models on learning the distribution of binding peptides,
due to the vast and highly diverse solution space. To elucidate this, we conducted an analysis of
AAR using a sequence dataset from Xia et al. [[67]] including 328 receptors and 600k peptides with
binary binding labels, from which we filter out 102 receptors with well-explored solution space (i.e.
with at least 500 binders). For each receptor, we randomly select one binder as the reference and
sample IV candidates according to a specified positive ratio r, resembling the scenario of evaluating
generative models for peptide design. For example, setting = 0.1 and N = 100 involves sampling
10 binders and 90 non-binders to construct the candidates. Then we compute the best AAR of these
candidates with respect to the reference as the result. This process is repeated for 10 times per
receptor, and the results are averaged across different receptors, which can be interpreted as the
evaluation score of AAR on a generative model that can generates candidates with a positive ratio of
r. We select N = 10,40, 100 and enumerate the choices of r to derive the relation plot in Figure 6}
where the results of a random sequence generator is also included for comparison. It can be derived
that the gap of AAR between the worst model (r = 0.0) and the best model (r = 1.0) is insignificant.
Furthermore, all models, including the best model (r = 1.0) which always produces positive samples,
exhibit performance akin to the random sequence generator, with consistent trends regardless of the
choice of V. We attribute this to the vast solution space of peptide design, where evaluating with
dozens of candidates relative to a single reference is unreliable. In other words, achieving a high
AAR is improbable since the model would need to fortuitously explore the subspace around the
reference, which is arbitrary, on every test receptor; Conversely, a low AAR does not necessarily
denote a poor generative model, as the model may be exploring distinct solutions from the
single reference. Moreover, we calculate the Spearman correlation between the receptor-level best
AAR and the positive ratio 7 of the candidates, yielding 0.23, 0.22 and 0.24 for N = 10, 40, and
100, respectively, indicating very weak correlation. Based on this analysis, we assert that AAR is
unsuitable for evaluating target-specific peptide design. The comparison of AAR and success rates
on PepBench (Table[8)) also indicates that models with similar AAR can have distinct success rates.

Table 8: Amino acid recovery and success rates of different models on PepBench.

Model AAR  Success (AG < 0)

HSRN 35.8% 10.46%
DiffAb 37.1% 49.87%
PepGLAD  36.7% 55.97%

H.2 "Unsupervised' Consistency

While it is common to evaluate consistency by comparing generated structures with AF2-predicted
structures [7]], such a "supervision-based" method suffers from severe limitations in the situation
where AF2 [31]] fails to achieve an acceptable performance. As highlighted not only in Tsaban et al.
[S9] but also demonstrated by our experiments, even state-of-the-art models like AF2 struggles to
consistently produce high-quality structures of protein-peptide complexes. Our findings reveal that
only 36% of test samples could be accurately predicted within a 5A RMSD (considered as near-native
conformation) by AF2, indicating even the ground truth can only achieve 36% success rates if we use
such supervison-based consistency for evaluation, making such evaluation not reliable in the domain
of peptide design.

In light of this limitation, we propose an "unspervised" evaluation framework to assess consistency,
that is, the statistical association between the clustering results of sequences and structures. Theoreti-
cally, this serves the necessary condition for true consistency. Namely, if a model truly captures the
consistency between sequence and structure, it will necessarily achieve a high score on the proposed
metric. Conversely, if a model fails to attain a high score on the proposed metric, it is not possible to
capture true consistency.

In our experiments, we found that our proposed consistency metric effectively distinguishes non-
consistent modeling methods, such as HSRN, which tend to produce disparate sequences while
sharing identical structures.

https://doi.org/10.52202/079017-2379 74829



H.3 Implememtation and Elaboration on Metrics

Indeed, evaluating generative models comprehensively is crucial, requiring assessment from multiple
perspectives. Generally, these evaluations can be categorized into two main aspects: diversity and
fidelity to the desired distribution. Regarding diversity, we take inspiration from Yim et al. [72] and
quantify it with the number of unique clusters relative to the number of candidates. This metric
provides insight into the variety and richness of the generated samples. For fidelity, the primary
focus should be the binding affinity, for which we adopt the physical energy from Rosetta [2]]
since it is widely used in various domains and exhibit robust generalization capability [, 37, 64].
Further, considering the dependency between sequence and structure, we propose the consistency
metric, which is critical for distinguishing whether the generative model is capturing the 1D&3D
joint distribution and thereby truly facilitating "co-design". We have also discussed the reason for
implementing the consistency metric with the "unsupervised" fashion in the above section. Below,
we outline the implementation of these metrics.

Diversity We hierarchically cluster the sequences and the structures with aligning score [36] and
RMSD of C,, respectively. In particular, we implement the aligning score using Biopython [[11]] with
BLOSUMG62 matrix [24] and Needleman-Wunsch algorithm [S0]. The thresholds for clustering is
similarity above 0.6 and RMSD below 4.0 for sequence and structure, respectively. We provide the
python codes below for clearer presentation:

from math import sqrt
from typing import List
from Bio.Align import substitution_matrices, PairwiseAligner

import numpy as np

def align_score(sequence_A, sequence_B):
# load matrix
sub_matrice = substitution_matrices.load(’BLOSUM62°)
aligner = PairwiseAligner ()
aligner.substitution_matrix = sub_matrice
# align
alns = aligner.align(sequence_A, sequence_B)
best_aln = alns[0]
aligned_A, aligned_B = best_aln
# normalize

base_A = aligner.score(sequence_A, sequence_A)

base_B = aligner.score(sequence_B, sequence_B)

base = sqrt(base_A * base_B)

similarity = aligner.score(sequence_A, sequence_B) / base

return similarity

def seq_diversity(seqs: List[str], th: float=0.4) -> float:

290

th: sequence distance (1 - similarity)
23
dists = []
for i, sequence_A in enumerate (seqgs):
dists.append ([])
for j, sequence_B in enumerate (seqs):

dists[i].append(1 - align_score(sequence_A, sequence_B))
dists = np.array(dists)
Z = linkage (squareform(dists), ’single’)
cluster = fcluster(Z, t=th, criterion=’distance’)

return len(np.unique(cluster)) / len(segs)

def struct_diversity(structs: np.ndarray, th: float=4.0) -> float:
230
structs: N*L*3, alpha carbon coordinates
th: threshold for clustering (distance < th)
I
ca_dists = np.sum((structs[:, None] - structs[None, :]) ** 2, axis=-1)
rmsd = np.sqrt(np.mean(ca_dists, axis=-1))
Z = linkage(squareform(rmsd), ’single’)
cluster = fcluster(Z, t=th, criterion=’distance?’)
return len(np.unique(cluster)) / structs.shape[0]

Denoting the diversity of the sequences and the structures as Div,,, and Div,;, respectively, we
calculate the co-design diversity as y/Div e, Divyer-

74830 https://doi.org/10.52202/079017-2379



Consistency The clustering process in the calculation of diversity will assign each sequence and
each structure with a clustering label. The labels on the sequences and those on the structures can be
regarded as two nominal variables. Since similar sequences should produce similar structures, these
two variables should be highly correlated if the model really learns the joint distribution. Naturally,
we quantify the consistency via Cramér’s V [12] association between these two variables, with 1.0
indicating perfect association, and 0.0 means no association.

AG Weuse Rosetta [2] to calculate the binding energy with the "ref2015" score function. Both the
candidates and the references first endure the fast relax protocol in Rosetta to correct atomic clashes
at the interface before the computation of binding energy. We use the implementation in pyRosetta
(i.e. the python version of Rosetta), which is borrowed from Luo et al. [44]:

impo
from
from
from
from
from

rt pyrosetta
pyrosetta.rosetta
pyrosetta.rosetta.
pyrosetta.rosetta.
pyrosetta.rosetta.
pyrosetta.rosetta.

import protocols

protocols.relax import FastRelax

core.pack.task import TaskFactory

core.pack.task import operation

core.select import residue_selector as selections

from pyrosetta.rosetta.core.select.movemap import MoveMapFactory, move_map_action
from pyrosetta.rosetta.core.scoring import ScoreType
from pyrosetta.rosetta.protocols.analysis import InterfaceAnalyzerMover
pyrosetta.init(’ ’.join([

’-mute’, ’all’,

’-use_input_sc’,

’-ignore_unrecognized_res’,

’-ignore_zero_occupancy’, ’false’,

’-load_PDB_components’, ’false’,

’-relax:default_repeats’, ’2°,

’-no_fconfig’,

’-use_terminal_residues’, ’true’,

’-in:file:silent_struct_type’, ’binary’
1)
class RelaxRegion(object): # Fast Relax

def __init__(self,
super () .__init_
self .scorefxn =
self.fast_relax
self.fast_relax
self.fast_relax

def __call__(self,
pose = pyrosett

max_iter=1000) :

_0
pyrosetta.create_score_function(’ref20157)
= FastRelax ()

.set_scorefxn(self.scorefxn)

.max_iter (max_iter)

pdb_path, peptide_chain):
a.pose_from_pdb (pdb_path)

tf = TaskFactory ()

tf.push_back (op
tf.push_back (op

eration.InitializeFromCommandline ())
eration.RestrictToRepacking()) # Only allow residues to repack.

No design at any position.

gen_selector =
nbr_selector =
nbr_selector.se
nbr_selector. se
subset_selector

selections.ChainSelector (chain)
selections.NeighborhoodResidueSelector ()
t_focus_selector (gen_selector)
t_include_focus_in_subset (True)

= nbr_selector

prevent_repacking_rlt = operation.PreventRepackingRLT ()

prevent_subset_

repacking = operation.OperateOnResidueSubset (

prevent_repacking_rlt,
subset_selector,

flip_subset
)
tf.push_back (pr

=True,

event_subset_repacking)

fr = self.fast_relax

pose = original

mmf = MoveMapFa

_pose.clone ()

ctory ()

mmf .add_bb_action(move_map_action.mm_enable, gen_selector)

mmf . add_chi_act
mm = mmf.creat

ion(move_map_action.mm_enable, subset_selector)
e_movemap_from_pose (pose)

fr.set_movemap (mm)
fr.set_task_factory (tf)

fr.apply(pose)
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return pose

def pyrosetta_interface_energy(pdb_path, receptor_chains, ligand_chains): # binding
energy
pose = pyrosetta.pose_from_pdb(pdb_path)
interface = ’’.join(ligand_chains) + ’_’ + ’’.join(receptor_chains)
mover = InterfaceAnalyzerMover (interface)
mover .set_pack_separated (True)
mover .apply (pose)
return pose.scores[’dG_separated’]

Success Since a negative AG value typically indicates a potential for binding, we report the ratio
of all generated candidates that satisfy this threshold. Moreover, candidates with AG < 0 usually are
at least physically valid (i.e. without obvious atomic clash), thus it is meaningful to use this success
rate to evaluation the generative ability of the models.

I Experiment Details

I.1 Implementation of PepGLAD

We train PepGLAD on a GPU with 24G memory with AdamW optimizer. For the autoencoder, we
train for 60 epochs with dynamic batches, ensuring that the total number of edges (proportional to the
square of the number of nodes) remains below 60,000. The initial learning rate is 10~* and decays
by 0.8 if the loss on the validation set has not decreased for 3 consecutive epochs. Regarding the
diffusion model, we train for 500 epochs with the same batching strategy as for the autoencoder. The
learning rate is 10~* and decay by 0.6 if the loss has not decreased for 3 consecutive validations,
where the validation is conducted every 10 epochs. In the experiment of binding conformation
generation, we only use the supervised dataset, thus we extend the training epochs for the autoencoder
and the diffusion model to 500 and 1000, respectively. Consequently, the patience of learning rate
decay is extended to 15 epochs for training the autoencoder. We keep other settings unchanged. The
hyperparameters of PepGLAD used in our experiments are provided in Table 9]

Table 9: Hyperparameters of PepGLAD in sequence-structure codesign and binding conformation
generation.

Value o
Name - - Description
codesign conformation

Variational AutoEncoder

embed size 128 128  Size of embeddings for residue types.
hidden size 128 128  Size of hidden layers.
h 8 - Size of the latent variable for residue types in the sequences.
layers 3 3 Number of layers.
A1 0.1 0.0 The weight of KL divergence on the sequence.
A2 0.5 0.5 The weight of KL divergence on the structure.
Aca 1.0 1.0 The weight of C,, loss in L.
Nbond 1.0 1.0 The weight of bond loss in L.
Aangle 0.5 0.5 The weight of side-chain dihedral angle loss in L.
Latent Diffusion Model
hidden size 128 128  Size of hidden layers in the denoising network.
layers 3 3 Number of layers.
steps 100 100  Number of diffusion steps.

.2 TImplementation of the Baselines

For HSRN [30], dyMEAN [34], and DiffAb [44], we directly integrate their official implementation
into the same training framework as our PepGLAD, and adjust the batch size, learning rate, and
training epochs to obtain the optimal performance, which we present in Table [I0}

We outline the implementation of other baselines below:
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Table 10: Hyperparamenters for training the baselines.

Model Batch Size Learning Rate  Epoch

HSRN 8 1.0e-4 50
dyMEAN 32 1.0e-4 100
DiffAb 32 1.0¢e-4 50

RFDiffusion [64] We follow the official instruction to randomly select 20% of residues on the binding
site as "hotspots", and generate the backbone via diffusion followed by cycles of inverse folding with
ProteinMPNN [14] and full-atom structural refining with the officially provided Rosetta protocol.

AnchorExtension [26] It is implemented with the Rosetta suite, thus we resort to the official release
of the pipeline protocols for docking and optimizing. We use the default parameters and generate 10
candidates for each receptor due to its limitation of efficiency. We randomly pick one peptide in the
training set with the same length as the reference peptide as the initial motif for docking.

FlexPepDock [42] We follow its official tutorial to implement this baseline in the C++ version of
Rosetta.

AlphaFold2 [31] We borrow the results from [59]], which explores two strategy to use AlphaFold2 on
peptide conformation generation, including modeling the receptor and the peptide as separate chains
or link them together with long loops. The results contain a total of 10 candidates for each receptor,
with 5 from the separate strategy and 5 from the linked strategy.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: §[3|and § {]illustrate the claims well from the methodology and the empirical
aspects.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have an independent section (§ @) to discuss limitations.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: See Appendix [B]
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In addition to the methodology section (§ [3), we provide implementation
details in Appendix|l]

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We provide codes and data for our model and the experiments.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See § Appendix[Eland Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The size of the dataset is large, and we report results on two different datasets
for more solid evaluation.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Appendix[I|
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We ensure the research to conform to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See §[7]
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

https://doi.org/10.52202/079017-2379 74837


https://neurips.cc/public/EthicsGuidelines

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper does not pose such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: They are properly credited.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The README.md in the provided codes illustrate how to construct the
benchmark from publicly available resources.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve such a topic.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

¢ For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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