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Abstract

Complex 3D scene understanding has gained increasing attention, with scene
encoding strategies built on top of visual foundation models playing a crucial
role in this success. However, the optimal scene encoding strategies for various
scenarios remain unclear, particularly compared to their image-based counterparts.
To address this issue, we present the first comprehensive study that probes various
visual encoding models for 3D scene understanding, identifying the strengths and
limitations of each model across different scenarios. Our evaluation spans seven
vision foundation encoders, including image, video, and 3D foundation models.
We evaluate these models in four tasks: Vision-Language Scene Reasoning, Visual
Grounding, Segmentation, and Registration, each focusing on different aspects of
scene understanding. Our evaluation yields key intriguing findings: Unsupervised
image foundation models demonstrate superior overall performance, video models
excel in object-level tasks, diffusion models benefit geometric tasks, language-
pretrained models show unexpected limitations in language-related tasks, and
the mixture-of-vision-expert (MoVE) strategy leads to consistent performance
improvement. These insights challenge some conventional understandings, provide
novel perspectives on leveraging visual foundation models, and highlight the
need for more flexible encoder selection in future vision-language and scene
understanding tasks.

1 Introduction

Recently, complex 3D scene understanding has emerged as a pivotal area in computer vision,
encompassing tasks such as scene generation [25, 26, 27, 34, 77, 96], reasoning [5, 36, 55, 58], and
interaction [37, 112]. Leveraging large-scale vision foundation models, many approaches [44, 67,
71, 87, 94] have achieved promising results in various downstream tasks, thereby enabling a wide
range of real-world applications, from autonomous driving [57, 78, 82, 117], robotics [60, 112], to
multimodal agents [1, 81].

While numerous studies [6, 70, 103] have provided guidance on the use of vision foundation models
for 2D image-based tasks, the strategies for 3D scenarios remain unclear. A systematic understanding
of complex real-world scenarios involves not only semantic and depth awareness [6], which is
possible to evaluate within the 2D domain, but also geometric awareness and the ability to align with
multimodal information for reasoning and grounding tasks. To address this gap, our work evaluates
the use of different types of visual foundation models for complex scene understanding and seeks to
identify the strengths and limitations of each model in different scenarios. Ultimately, this study aims
to contribute to the development of more effective and efficient scene understanding systems.
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Figure 1: Evaluation settings and major results of different vision foundation models (VFMs)
for complex 3D scene understanding. We assess the performance of VFMs on multimodal scene
reasoning, grounding, segmentation, and registration tasks.

Concretely, we aim to address several key questions. First, given that most vision foundation models
are trained on image or video data, we want to determine whether 2D foundation models can
effectively interpret 3D scenes. Second, since video models inherently contain temporal information
that captures aspects of the 3D structure as well, we investigate whether they lead to better 3D feature
representations compared to image models. Finally, we seek to identify the most suitable scenarios
for different foundation models trained under various settings.

To answer these questions, we design a unified paradigm to systematically probe visual encoding
models for complex 3D scene understanding from different perspectives. Our evaluation spans
seven vision foundation models in images, videos, and 3D-based models, as shown in Table 1. Our
evaluation is conducted among four diverse tasks: Vision-Language Scene Reasoning assesses
the model’s ability to reason about scenes based on textual descriptions, evaluating scene-level
representation; Visual Grounding tests the model’s capacity to associate language with specific
objects within a scene, reflecting object-level representation; Segmentation evaluates the model’s
ability to assign semantic labels to each pixel, assessing semantic understanding; Registration
measures the performance of aligning different views of a scene, testing geometric capacity. Through
these tasks, our aim is to explore the strengths and weaknesses of different vision foundation models
in 3D scene understanding, providing insights into their applicability in various scenarios. With the
major results demonstrated in Figure 1, our key findings include:

• Image or video foundation models achieve promising results for 3D scene understanding.
Among them, DINOv2 [61] demonstrates the best overall performance, showing strong
generalizability and flexibility, which is consistent with the observation in 2D scenarios [6].
Our evaluation further verifies its capability in global and object-level 3D vision-language
tasks. It can serve as a general backbone for 3D scene understanding.

• Video models, benefiting from temporally continuous input frames, excel in object-level and
geometric understanding tasks by distinguishing instances of the same semantics in a scene.

• Visual encoders pretrained with language guidance (e.g., CLIP [68]) do not necessarily
perform well in other language-related evaluation tasks, challenging the common practice of
using such models as default encoders for vision-language reasoning tasks.

• Generative pretrained models, beyond their well-known semantic capacity, also excel in
geometrical understanding, offering new possibilities for scene understanding.

• The mixture-of-vision-expert (MoVE) strategies, including combining multi-layer features
from the same visual model, and concatenating features from multiple visual models, both
lead to a consistent boost of performance across different tasks.

Our work, Lexicon3D, provides a unified probing architecture and the first comprehensive evaluation
of 3D scene understanding with visual foundation models. The key findings we have achieved above,
in conjunction with other interesting observations, suggest exploring more flexible encoder selections
in future vision-language tasks to optimize performance and generalization.
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Model Input Modality Architecture Supervision Dataset

DINOv2 [61]

Image

ViT-L/14 SSL LVD-142M
LSeg [46] ViT-L/16 VLM LSeg-7Mix
CLIP [68] ViT-L/14 VLM WIT-400M
StableDiffusion [73] UNet Generation LAION

V-JEPA [11] Video ViT-L/16 SSL VideoMix2M
StableVideoDiffusion [12] UNet Generation LVD-F

Swin3D [97] 3D Points Swin3D-L Segmentation Structure3D

Table 1: Details of the seven evaluated VFMs. In supervision signals, we use “SSL” to represent
self-supervised learning, and use “VLM” to represent vision-language modality alignment. A more
detailed explanation of the evaluated VFMs is provided in the supplementary material A.

2 Related Work

Our work is closely related to methods that focus on extraction of features from images, videos, and
3D assets, as well as learning joint representation spaces for vision-language fusion. A large body
of recent literature has explored the representation learning for multimodal visual inputs and their
complementary performance in image understanding. In contrast, our study presents a comprehensive
analysis of the use of pretrained visual encoders for zero-shot 3D scene understanding. To the best of
our knowledge, we are the first to examine pretrained video encoders on 3D scene understanding
tasks and to compare image, video, and 3D point encoding strategies in this context.

Image self-supervised learning. In recent years, learning robust and generalizable pretrained image
representations has become a prevalent research direction in computer vision and multimodal research.
One line of work focuses on learning task-agnostic image features using self-supervised learning
(SSL) signals, which include pretext tasks such as colorization [104], inpainting [65], transformation
prediction [28], and self-distillation [14, 18, 19, 30, 31]. The recent development of the patch-based
image tokenizer, ViT [23], has also led to the emergence of mask autoencoder architectures (MAEs)
for feature extraction [8, 32, 115]. Of particular interest, DINOv2 [61], combining a masked-image
modeling loss and an invariance-based self-distillation loss, has become one of the most scalable
and competitive self-supervised learning architectures that uses only image signals. Another line of
work proposes learning image features with text guidance, i.e., using textual descriptions to guide
the pretraining of the image encoders [39, 56]. Building upon the powerful image-text encoder
CLIP [68], LSeg [46] and BLIP [47, 48] extend the image pretraining objective to more complex
visual perception tasks by incorporating pixel-level semantic understanding and encouraging better
alignment with large language models (LLMs) [13, 69, 106, 107], respectively.

Video and 3D representation learning. Self-supervised representation learning has also been
explored in the context of videos and 3D point clouds. Extending the success of the CLIP ar-
chitecture [68] from images to videos, a body of work proposes to pretrain a video encoder by
aligning the feature space with textual guidance extracted from video captions [3, 88, 92, 101].
Other pretext tasks used in video representation learning include next frame prediction [10] and
MAE [29, 83, 86]. Among them, V-JEPA [11] adapts the MAE-inspired joint embedding prediction
architecture (JEPA) [4, 45] to the spatio-temporal domain, achieving state-of-the-art performance
on a wide spectrum of video and image tasks. Despite extensive research on 2D visual foundation
encoders, pretrained models for 3D point clouds are significantly fewer due to the lack of large-scale
3D datasets. Existing work has explored contrastive pretraining [38, 91, 109] and masked signal
modeling [50, 62, 90, 95, 100, 105] for point representation learning. Recently, benefiting from the
rapid advancement of 3D data rendering and large synthetic datasets [21, 113], Swin3D [97] and
Uni3D [116] have outperformed other pretraining methods by a significant margin with large-scale
pretraining for scene-level perception and object-level understanding, respectively.

Generation and mixture of experts (MoE) for feature extraction. With the success of diffusion-
based generative models [33, 73, 79], a line of research has begun to explore their role in image
perception tasks. These methods extract feature maps or attention maps of a given image from the
U-Net architectures of diffusion models and perform various downstream tasks, including depth
estimation [24, 74, 111], semantic segmentation [9, 54, 59, 89, 111], object detection [17], and
panoptic segmentation [93]. Another line of work [63, 102, 103] investigates the complementary
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Figure 2: Our unified probing framework to evaluate visual foundation models on various tasks.
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Figure 3: Visualization of extracted scene features from different visual foundation models. We
use principal component analysis (PCA) to compress the feature embeddings into three dimensions.
The clear distinction between colors and patterns demonstrates the behaviors of different models.

nature of different embeddings extracted by multiple foundation backbones and their joint effect on
downstream tasks [6, 70]. However, these investigations have been limited to the 2D domain, leaving
the potential of leveraging pretrained encoders for perception and reasoning tasks in complex 3D
scenes [5, 22, 35, 36, 41, 55, 58, 66, 118] largely unexplored.

3 Probing Visual Encoders for Scene Understanding

The objective of Lexicon3D is to evaluate different visual foundation models in complex scene under-
standing tasks. We first construct a unified architecture capable of probing different visual foundation
models on a spectrum of downstream tasks. Then, we break down the 3D scene understanding
task into four sub-tasks, including (1) vision-language reasoning, (2) visual grounding, (3) semantic
understanding, and (4) geometric understanding, for a more detailed evaluation.

3.1 A Unified Probing Framework

We design a unified framework, as shown in Figure 2, to extract features from different foundation
models, construct a 3D feature embedding as scene embeddings, and evaluate them on multiple
downstream tasks. For a complex indoor scene, existing work usually represents it with a combination
of 2D and 3D modalities. For realistic scenarios [15, 20, 98], videos are usually first captured
with handheld cameras and then 3D points are obtained from reconstruction algorithms such as
COLMAP [75]. For digital and synthetic scenarios [72, 113], 3D assets are designed and generated
first, before images and/or videos are rendered within the created space. Given a complex scene
represented in posed images, videos, and 3D point clouds, we extract their feature embeddings with a
collection of vision foundation models. For image- and video-based models, we project their features
into the 3D space for subsequent 3D scene evaluation tasks with a multi-view 3D projection module.
Following [22, 35, 36, 66], for a point cloud P, this module produces features fp for each point
p ∈ P given image features f and the pose and camera information K,R. We first project all points
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onto the image plane to obtain their corresponding pixel features. Concretely, for a point p, we obtain
its projected pixel u on the image i with

ũ = KiRip̃, ũ, p̃ represent homogeneous coordinates of u,p, respectively. (1)

In addition, we use an indicator function I(p, i) to represent whether a point p is visible in the image
of the i-th frame. After finding corresponding pixels of the given point in all image frames, we use
mean pooling as an aggregation function ϕ to fuse all pixel features to form the point feature fp.
Assuming there are M images in total, the projection and aggregation process is represented as:

fp = ϕM
i=1(I(p, i) · fi(KiRip̃)). (2)

After projection, we obtain 3D feature fields represented as point cloud feature embeddings for each
VFM, and use them as input to the shallow probing heads to evaluate various downstream tasks.
To minimize the effect of the model finetuning process, we freeze the parameters for the encoding
models to be evaluated, and only tune the linear or shallow probing heads for all tasks.

Models. In this work, we focus primarily on evaluating visual foundation models that are frequently
leveraged by recent complex scene understanding and multimodal reasoning models. A complex
scene can often be represented in posed 2D images and videos or in 3D point clouds. The image and
video modalities sacrifice explicit geometry information, but they preserve rich and dense semantic
and textural information of a scene. Conversely, the point cloud modality offers the opposite trade-
offs. Additionally, the 2D modalities benefit from strong foundation models trained on vast amounts
of data, while 3D point backbones only leverage much smaller datasets.

We categorize visual foundation models into three categories, with an overview of the evaluated
models provided in Table 1. For image encoders, we evaluate DINOv2 [61], LSeg [46], CLIP [68],
and StableDiffusion (SD) [73]. For the video modality, we evaluate V-JEPA [11], the state-of-the-art
video understanding model succeeding VideoMAE [83, 86] for a wide spectrum of perception and
reasoning tasks, as well as StableVideoDiffusion (SVD) [12], a video generative model. The lack
of large-scale 3D scene-level datasets hinders the development of strong zero-shot generalizable
3D foundation models as opposed to their 2D counterparts. However, for comparison, we evaluate
Swin3D [97], a 3D backbone that achieves leading performance in zero-shot perception tasks in
multiple evaluation datasets compared to previous methods [38, 91, 109]. Swin3D is pretrained on
Structured3D [113], a dataset 10 times larger than ScanNet [20]. In addition, we also evaluate the
SAM model [43], an open-world instance segmentation model pretrained on the SA-1B [43] dataset,
and the Uni3D model [116], which is an object-centric 3D foundation model pretrained on a mixture
of datasets proposed by OpenShape [52]. The detailed results of the evaluation of these two models
are provided in the supplementary material.

Feature visualization. Figure 3 visualizes the features of representative scenes extracted by the
vision foundation models. To visualize a high-dimensional feature space with C channels, we apply
principal component analysis (PCA) to reduce the feature dimensions to three, normalize them to
the range [0, 1], and interpret them as RGB color channels. We demonstrate several representative
foundation models’ feature visualization, which reveals many intuitive findings. The image mod-
els, DINOv2 and LSeg, demonstrate strong semantic understanding, with LSeg exhibiting clearer
discrimination due to its pixel-level language semantic guidance. The diffusion-based models, SD
and SVD, in addition to their semantic modeling, excel at preserving the local geometry and texture
of the scenes because of the generation-guided pretraining. The video models, SVD and V-JEPA,
showcase a unique ability to identify different instances of the same semantic concepts, such as the
two trees in the first scene and the chairs in both scenes. The 3D model, Swin3D, also exhibits strong
semantic understanding. However, due to limited training data and domain shift, its quality is not on
par with the image foundation models, despite being pretrained on perfect semantic annotations.

3.2 Vision-Language Reasoning

The vision-language reasoning task requires a model to engage in dialogues or answer questions
about global understanding and local concepts related to a given complex 3D indoor scene. Following
existing methods [36, 112], we formulate this as a visual-question answering (VQA) task using large
language models (LLMs) as the backbone – given a 3D scene from multi-view images and point
clouds, and a user-prompt question, the LLMs are asked to generate the answer to the question in
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ScanQA (higher means better for all metrics) SQA3D (higher means better for all metrics)

Model BLEU-1 BLEU-4 METEOR ROUGE CIDEr EM-1 BLEU-1 METEOR ROUGE CIDEr

3D-LLM [36] (for ref.) 39.3 12.0 14.5 35.7 69.4 48.1 47.3 35.2 48.6 124.5

DINOv2 39.2 13.4 15.3 36.8 73.2 50.1 49.5 35.6 50.7 129.1
LSeg 36.8 11.5 14.6 36.0 71.0 47.4 46.5 33.2 47.8 122.5
CLIP 36.4 10.7 14.4 36.0 70.3 48.1 47.3 34.6 48.6 124.5
StableDiffusion 35.5 11.7 14.1 34.9 68.2 47.7 47.2 33.6 48.3 124.0

V-JEPA 37.4 12.1 14.7 36.7 71.4 48.4 48.1 34.8 50.0 125.7
StableVideoDiffusion 38.5 12.5 14.5 35.4 70.6 48.5 47.9 34.4 49.0 127.7

Swin3D 36.1 10.5 13.9 35.4 70.0 48.3 48.0 34.1 47.3 123.9

Table 2: Evaluation of vision-language reasoning on ScanQA [5] and SQA3D [55] datasets. The top-2 results
for each metric are shown in red and green, respectively. The 3D-LLM results [36] are shown for reference,
indicating the relative position of our evaluation results with respect to the leading models trained on this task.

Figure 4: Evaluation curves on the ScanQA benchmark. The x-axis demonstrates models trained for different
epochs. DINOv2 exhibits clearly superior performance.

an auto-regressive way. This task encompasses universal language-guided reasoning of the complex
indoor scene, ranging from global layout to local details.

Datasets and optimization. We evaluate the performance on two challenging indoor 3D VQA
datasets: ScanQA [5] and SQA3D [55]. Following the evaluation methodology of [5, 36, 55, 58], we
report the metrics BLEU [64], ROUGE [49], METEOR [7], and CIDEr [85]. We finetune a Q-Former
module [48] to align features from different encoders to the LLM input space. More dataset and
optimization details are provided in the supplementary material.

Evaluation results. Table 2 and Figure 4 present the results of our evaluation. We observe that
image and video encoders generally outperform the 3D point encoder, with DINOv2 achieving
the best performance, followed closely by V-JEPA and SVD. Interestingly, we find that for LSeg
and CLIP, which are pretrained by language guidance, their advantage in language alignment does
not translate into superior performance on the LLM-guided VQA task. This finding challenges
the common practice of using language-pretrained VFMs [46, 47, 48, 68] as default encoders for
LLM-based vision-language reasoning tasks. Instead, it suggests the importance of considering a
wider range of encoders, such as DINOv2 and V-JEPA, to support such tasks.

3.3 Visual Grounding

Visual grounding is the task of locating an object in a 3D scene based on a text description. Compared
to the 3D VQA task, visual grounding places a greater emphasis on object-level reasoning and
matching capabilities. The task can be broken down into two sub-tasks: object detection and target
discrimination (matching the text description with the target object). Although some methods focus
on learning models to tackle both tasks [16, 108], others primarily focus on the discrimination
problem [2] by assuming access to ground-truth bounding boxes. For simplicity and to prevent task
entanglement, we adopt the latter setting in our evaluation. More specifically, given a 3D scene in
the form of multi-view images and point clouds, a free-form language description of objects, and
the ground-truth 3D bounding boxes of all objects in the scene, our model’s objective is to find the
correct objects in the scene that match the language description. We believe that the object detection
task requires semantic information from the visual encoder, which is similar in nature to the semantic
segmentation task and will be analyzed in Section 3.4.

For the target discrimination task, we first obtain the feature for each object in the scene by taking the
average pooling of all points inside its ground truth bounding box. Following Multi3DRefer [108],
we use a CLIP text encoder to tokenize the text description, and adopt the attention head in [108] to
fuse the text and visual embeddings from the previous steps and output an object score.
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DINOv2 LSeg StableDiffusion V-JEPA StableVideoDiffusion Swin3DGTRGB CLIP

Figure 5: Visualization of 3D semantic segmentation on ScanNet [20]. Image encoders obtain better
performance.

Dataset. We evaluate on the ScanRefer [16] dataset, which provides 51K text descriptions of 11K
objects in 800 ScanNet scenes [20]. We report accuracy for unique, multiple, and overall categories,
with unique referring to instances that have a unique semantic class in a given scene (easier).

Optimization. The model is trained with a cross-entropy loss using the AdamW [53] optimizer
following [108]. We train our models for 30 epochs until convergence.

Model Unique ↑ Multiple ↑ Overall ↑
M3DRef [108] (for ref.) 88.0 46.1 54.3

DINOv2 87.0 43.4 52.0
LSeg 88.1 41.2 50.4
CLIP 86.5 41.6 50.4
StableDiffusion 86.4 41.9 50.6

V-JEPA 85.6 44.9 52.9
StableVideoDiffusion 88.0 46.5 54.7

Swin3D 85.7 43.2 51.6

Table 3: Evaluation of 3D object grounding on ScanRe-
fer [16]. Video models exhibit significant advantages.

Evaluation results. Table 3 presents our re-
sults, which show that video encoding models
demonstrate significant advantages over image
and 3D encoders. The performance gap primar-
ily lies in the multiple category, indicating that
these models excel at discriminating the correct
object among multiple objects of the same se-
mantic category. This capability largely stems
from the temporally continuous input frames,
which provide instance-aware multi-view con-
sistent guidance. In comparison, the image en-
coder LSeg, with its language-guided pretrain-
ing features aligned with language semantics, can also achieve high accuracy in the unique category.
However, its performance drops significantly in the multiple category.

Insights from vision-language tasks. Our evaluation of vision-language reasoning and visual
grounding reveals several key findings: (1) The DINOv2 unsupervised image learning model demon-
strates strong generalizability and flexibility in global and object-level vision-language tasks. (2)
Video encoders benefit from temporally continuous input frames and learn to distinguish instances
of the same semantics in a scene, which is highly valuable for object-level understanding tasks. (3)
Visual encoders pretrained with language guidance do not necessarily lead to strong performance in
other language-related evaluation tasks. These findings suggest exploring a more flexible encoder
selection in future vision-language tasks to optimize performance and generalization.

3.4 Semantic Segmentation

Semantic segmentation is the task of predicting semantic labels at each 3D position, which requires
fine-grained semantic awareness of the scenes. As mentioned in Section 3.1, all types of features are
unified in the form of point clouds; therefore, semantic labels are predicted for each point within the
point cloud in our setting. More specifically, given a 3D scene in the form of multi-view images and
point clouds, the objective in this task is to predict the semantic label for every point in the cloud.

Dataset. We conduct the experiments on the ScanNet [20] segmentation dataset which has 1,201 and
312 scenes for training and validation, respectively, with a total of 20 semantic classes for evaluation.

Optimization. To make the semantic prediction performance better reflect the fine-grained semantic
understanding capability of different features, we use a single linear layer followed by a Sigmoid
function to perform a linear probe to predict the probability distribution y ∈ RN×C for all the labels
from the foundation model feature x ∈ RN×d: y = Sigmoid(FC(x)), where N is the number of
points in each point cloud, d is the feature dimension, and C is the number of classes for segmentation.

7
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Model RR@0.05m (%) ↑ RR@0.1m (%) ↑ RR@0.2m (%) ↑ RRE (◦) ↓ RTE (m) ↓
DINOv2 82.1 93.9 96.8 1.72 0.14
LSeg 4.8 23.7 63.8 9.80 0.59
CLIP 18.6 51.3 78.2 7.96 0.44
StableDiffusion 91.7 96.8 98.4 1.15 0.09

V-JEPA 90.4 96.5 99.4 1.37 0.10
StableVideoDiffusion 96.8 99.0 99.7 0.83 0.06

Swin3D 60.3 81.1 91.3 3.60 0.23

Table 5: Evaluation of partial scene registration on ScanNet [20]. We employ Registration Recall (RR) at various
RMSE thresholds, Relative Rotation Error (RRE), and Relative Translation Error (RTE) as evaluation metrics. A
higher RR indicates better performance, while lower RRE and RTE values signify superior results.

We adopt the standard Adam optimizer [42] with a learning rate of 1e-4 and use a cross-entropy loss
to train the linear layer for 20 epochs.

Model Acc ↑ mAcc ↑ mIoU ↑
GrowSP [110] (for ref.) 73.5 42.6 31.6

DINOv2 82.5 75.4 62.8
LSeg 78.2 58.5 47.5
CLIP 39.7 7.2 3.4
StableDiffusion 77.2 55.5 42.6

V-JEPA 58.7 13.2 8.1
StableVideoDiffusion 71.5 40.5 30.4

Swin3D 78.0 44.8 35.2

Table 4: Evaluation of semantic segmentation
on ScanNet [20] benchmark.

Evaluation results. Table 4 and Figure 5 demonstrates
that image encoders have better performance than video
and 3D encoders on 3D semantic segmentation tasks.
The reason is that image encoders like DINOv2 and LSeg
gain their semantic awareness during training with con-
trastive objectives via either SSL or language-driven guid-
ance. In comparison, video encoders have the risk of
over-smoothing the multi-view information during multi-
frame integration, which may harm the fine-grained se-
mantic understanding capability. As for 3D encoders
like Swin3D, the data scarcity in 3D compared to 2D for
training the foundation models leads to inferior performance on semantic understanding.

3.5 Registration: Geometric Correspondence

To evaluate the geometric information contained in the VFM features, we design the following new
task, partial scene registration, based on the point cloud registration [51, 99] task that performs
homography estimation between two point clouds. From a complete point cloud representing
the entire scene, we sample two point clouds P1 ∈ RN1×3 and P2 ∈ RN2×3 within the scene,
corresponding to two sets of consecutive viewpoints which have a certain amount of overlapped
region but are displaced with a homography transformation. Our goal is to find the homography
matrix H that correctly transforms the points in P1 to register with P2. Compared to the semantic
segmentation task evaluated in Section 3.4, the partial scene registration task requires the foundation
model features to have the capability of finding geometric correspondence for registration, which
cannot be achieved simply by finding the correspondence according to semantic understanding. For
example, in semantic correspondence, we may find two semantically similar points, one on the left
side of the sofa in P1, while the other on the right side of the sofa in P2. As a result, if we register
the two partial point clouds solely based on semantic correspondence, we will fail to find the correct
homography to align one point cloud with the other. The VFMs need to be equipped with geometric
understanding capability to achieve decent performance on our partial scene registration task.

Dataset. We build our partial scene registration benchmark based on ScanNet [20] dataset. For each
scene in ScanNet, we choose views #0 ∼ #31 and views #32 ∼ #63 to render P1 and P2, respectively,
so that they can have a certain level of overlap that allows the registration of two partial point clouds.
Afterwards, P2 is transformed by a homography H that consists of a rotation R ∈ SO(3) and a
translation t ∈ R3. R is created by a randomly generated quaternion q ∈ R4 for each scene, while
each component of t is randomly sampled from the uniform distribution [−1.0m, 1.0m].

Optimization. We follow REGTR [99] to adopt a transformer cross-encoder module to enable cross-
reasoning of the foundation model features from two point clouds, followed by a lightweight decoder
to obtain the corresponding position of every point in the other point cloud for all the N1 +N2 points
in both point clouds, forming altogether N1 +N2 pairs of correspondences, where N1 and N2 are
the number of points in P1 and P2, respectively. Afterward, the rotation R and the translation t can
be obtained in a closed-form solution solved by a weighted version of the Kabsch-Umeyama [40, 84]
algorithm. We use Adam [42] for optimization and train our model for 30 epochs, and follow REGTR
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Model Time (sample) Time (scene) Mem.

DINOv2 25.0 ms 7.5 sec 1.19 G
LSeg 291.2 ms 87.4 sec 2.51 G
CLIP 34.5 ms 10.4 sec 1.19 G
StableDiffusion 42.7 ms 12.8 sec 5.08 G

V-JEPA 175.1 ms 3.3 sec 1.31 G
StableVideoDiffusion 667.1 ms 12.5 sec 11.70 G

Swin3D 937.4 ms 0.9 sec 1.34 G

Table 6: Complexity analysis of visual foundation models.
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Figure 7: Evaluation on different video downsampling strategies for V-JEPA on the segmentation task. Keyframe
Sampling samples every N frames to form a new video sequence, while Clip Sampling directly samples
consecutive video clips. The performance before downsampling is regarded as 100%. Keyframe sampling
demonstrates less performance drop with the same level of downsampling.

to adopt Registration Recall (RR), Relative Rotation Error (RRE), and Relative Translation Error
(RTE) as evaluation metrics.

Evaluation results. Table 5 demonstrates the results for the partial scene registration. We can
observe that StableDiffusion and StableVideoDiffusion showcase superior geometric capability in our
partial scene registration task. It demonstrates that the pretraining objective of generation empowers
the foundation models to have a decent capability of finding geometric correspondences in 3D scenes.
Another observation is that video encoders generally perform better than image encoders. The reason
is that video foundation models have a better understanding of object shapes and geometry within the
scenes from the multi-view input frames.

4 Analysis

The purpose of this section is to provide additional exploration towards the optimal usage of visual
foundation models. The selection of encoding methods requires consideration of the trade-off between
memory usage, running time, and performance. We will dive into complexity analysis and the study
of design choices for various and a combination of foundation models. More visualization, ablation
experiments, and elaboration on the limitations, broader impact, and future direction are presented in
the supplementary material.

4.1 Complexity Analysis

We compare memory usage, computation time, and model performance (vision-language reasoning
on ScanQA) in Table 6 and Figure 6. Our findings show that image encoders generally require less
time to process a sample compared to video and 3D encoders. And diffusion-based models, when used
for feature extraction, require significantly more memory than other discriminative models. However,
the drawbacks in running time become evident for 2D backbones, especially image encoders, when
attempting to obtain a scene embedding by aggregating multi-view image embeddings. To illustrate
this, we consider a 300-frame video as an exemplar of posed 2D information for a complex scene
(a 10-second video at 30 FPS). As the length of the video increases, 2D methods, which necessitate
feature extraction for each image frame, rapidly consume a substantial amount of time to process
a single scene. In contrast, a 3D point encoder requires significantly less time to process a scene.
Nevertheless, 3D encoders exhibit relatively poor model performance, which can be attributed to the
scarcity of training data. To fully demonstrate their potential in scene understanding tasks, efforts
should be directed toward enhancing the generalizability of 3D foundation models. All analyses and
computations are performed on an NVIDIA A100 GPU.
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Stable Diffusion BLEU-1↑ BLEU-4↑ METEOR↑ ROUGE↑ CIDEr↑
Evaluation of noise level t
t = 1 step 35.3 11.6 14.0 34.5 68.5
t = 25 steps 35.6 11.5 14.0 34.2 68.3
t = 100 steps 35.5 11.7 14.1 34.9 68.2
t = 200 steps 34.3 10.9 13.9 33.9 66.6

Evaluation of feature layer l
l = 0 33.6 10.5 13.3 32.6 65.9
l = 1 35.5 11.7 14.1 34.9 68.2
l = 2 34.9 11.4 14.0 34.5 68.0

Table 7: Evaluation of diffusion noise level and feature layers when using StableDiffusion [73] for
feature extraction. The settings we choose are highlighted with the grey color.

4.2 Ablation Study – Insights into Optimal Usage of Visual Foundation Models

Video downsampling strategy. Long and high frame-per-second videos take a lot of space to store
and time to process. We explore two straightforward ways of conducting temporal downsampling to
achieve more efficient processing without sacrificing too much performance. As shown in Figure 7,
we explore the keyframe sampling (blue) and clip sampling (orange) strategies. We can observe that
keyframe sampling is a better strategy than clip sampling in this setting, more wisely balancing the
trade-off between video processing overhead and task performance.

25

35
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55

1 1+2 1+3 2+32 3 1+2+3

mIoU (↑)

Figure 8: Evaluation on the segmen-
tation task with (1) LSeg, (2) SD, (3)
Swin3D, and their combinations.

Combination of multiple encoders. We explore whether
a mixture of foundation models (experts) has the potential to
strengthen the capability of 3D scene understanding. We exper-
iment on the 3D semantic segmentation task with three feature
sources: LSeg, StableDiffusion, and Swin3D. When combin-
ing different feature sources, we concatenate all features along
the channel dimension for every point in the point cloud. The
results are shown in Figure 8. After combining features from
different sources, there exists a potential that the semantic un-
derstanding capability can be boosted in a mixture of experts
manner. However, it is not necessarily true that combining the
best features will lead to the best performance. For example,
LSeg (1) has stronger capability on semantic segmentation than StableDiffusion (2) and Swin3D
(3) individually, but it is StableDiffusion + Swin3D (2+3) that reaches the best performance when
combining two features together.

4.3 Diffusion Noise Level and Feature Layer

In Table 7, we evaluate the effect of different noise level (noise steps) and different feature layers in
the decoder module in leveraging StableDiffusion (SD) [73] for feature extraction. The results show
that for SD, adding noise t < 100 steps in general leads to the best performance. When t increases
beyond 100 steps, the performance starts to downgrade. As for decoder layers, the decoding portion
of the UNet consists of 4 blocks. We skip the final layer closest to the output and consider layers 0,
1, and 2. The results demonstrate that the output features of the layer one decoder lead to the best
performance. These observations are consistent with the study in [6, 103].

5 Conclusion

This paper presents the first comprehensive analysis of leveraging visual foundation models for
complex 3D scene understanding. We explore the strengths and weaknesses of models designed for
various modalities and trained with different objectives. Our study reveals the superior performance
of DINOv2, the advantages of video models in object-level tasks, and the benefits of diffusion models
in geometric registration tasks. Surprisingly, we find limitations of language-pretrained models in
language-related tasks. The extensive analysis suggests that a more flexible encoder selection and
fusion can play a crucial role in future scene understanding and multimodal reasoning tasks.
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Lexicon3D: Probing Visual Foundation Models for Complex 3D
Scene Understanding

Supplementary Material

A Additional Experiment Details

In this section, we provide a detailed introduction of all the visual foundation models we have
evaluated, including the checkpoints we use and how we extract feature representations from the
encoder backbones.

A.1 Evaluated Visual Foundation Models

Our evaluation and analysis are conducted mainly on the seven models listed in Table 1 in the main
paper. We have chosen models such that they cover most of the backbones used by recent 3D
scene understanding and reasoning work. In this part, we discuss all the models we have used in
our experiments and explain their pretraining objective, the dataset used for pretraining, the public
checkpoints we choose, and the method we leverage to extract features from their backbones. We
start with image foundation models, and then video and 3D models.

DINOv2 [61]. DINOv2 leverages an image-wise contrastive objective by minimizing the distance
of features from the same samples and maximizing those from different samples. It also includes
a patch-wise denoising objective by performing a reconstruction from masked inputs. It is trained
on a large-scale image dataset, LVD-142M [61], which contains 142 million unlabeled images. We
take the standard DINOv2 implementation* and use the pretrained ViT-L/14 checkpoint for our
evaluations.

LSeg [46]. LSeg aims to align visual features from images with the corresponding semantic
information provided by natural language descriptions by maximizing the correlation between the
text embedding and the image pixel embedding of the ground truth class of the pixel. We use the
official checkpoint† of ViT-L/16 that is trained on a mixture of seven datasets [46].

CLIP[68]. CLIP aligns visual and textual representations in a shared embedding space through
contrastive learning by maximizing the similarity between the embeddings of corresponding image-
caption pairs while minimizing the similarity of non-matching pairs. CLIP is trained on a large and
diverse dataset of image-caption pairs sourced from the Internet including over 400 million image-text
pairs. We use the official implementation and checkpoint‡ with ViT-L/14 as the backbone for our
evaluation.

StableDiffusion (SD) [73]. SD is a diffusion-based model used for generating high-quality images
from text prompts. The model is trained to gradually remove noise from images, transforming random
noise into coherent images that match the provided text descriptions. It is trained on LAION5B [76]
which contains over five billion of images paired with detailed captions. We follow DIFT [80]§ to
extract features from SD and we use the SD2.1 checkpoint for our evaluation. We use the features
from block index 1 for all tasks. The noise timestep is set to 100 by default. We use null-prompt as
the text condition.

StableVideoDiffusion (SVD) [12]. SVD is an extension of SD from image generation to video
generation by incorporating additional temporal modules. SVD is first initialized from an image-level
pretrained diffusion checkpoint (SD2.1), and then further finetuned on 10 million videos. We use
their publicly released image-to-video variant (SVD-xt) ¶. We build our feature extractor pipeline
following DIFT [80] and extract the features from block index 1 for all tasks. The noise timestep is
set to 25 by default. We use the first-frame image as the condition for all the cross-attention modules,
while we use the unconditional version for the latent input of the UNet – we concatenate an all-zero

*https://github.com/facebookresearch/dinov2
†https://github.com/isl-org/lang-seg
‡https://github.com/openai/CLIP
§https://github.com/Tsingularity/dift
¶https://huggingface.co/stabilityai/stable-video-diffusion-img2vid-xt
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vector to the framewise embeddings. Each time, we feed a 25-frame video clip to SVD to process the
features.

V-JEPA [11]. V-JEPA aims to learn robust visual representations by predicting future states of
visual data. This model is pretrained on a mixed video dataset containing more than 2 million videos.
We take their official implementation|| and the ViT-L/16 checkpoint with a resolution of 224×224.
We obtain their per-patch representation by removing the last pooling and linear layers. Each time,
we feed a 16-frame video clip to V-JEPA to process the features.

Swin3D [97]. Swin3D adapts the Swin Transformer to handle 3D data, such as point clouds
and volumetric data. We use the official checkpoint** that takes Swin3D-L as the backbone and is
pretrained using the Structure3D dataset [114] with semantic segmentation as the target.

A.2 Additional Evaluation Details for Vision-Language Scene Reasoning

Datasets. We evaluate the performance on two challenging indoor 3D VQA datasets: ScanQA [5]
and SQA3D [55]. SQA3D features over 33K QA pairs, while ScanQA consists of more than
41K pairs. Each entry in these datasets includes a complex 3D indoor scene, a question, and the
corresponding answers. We use the splits provided by the respective datasets.

Optimization. We keep the LLM parameters frozen and finetune the shallow visual projection
Q-Former module [48] to align the features of different encoders with the LLM input space. Unlike
3D-LLM [36], we train the Q-Former module from scratch for a fair comparison of all encoders.
Following the approach of 3D-LLM, we pretrain the module for 10 epochs using the 3D-Language
dataset [36] and then finetune it on the training split of the two evaluation datasets for 35 epochs. Both
stages use the AdamW [53] optimizer with a linear warm-up and cosine decay learning rate scheduler.
Although longer training can further improve performance, trends stabilize after 35 training epochs.

A.3 Additional Evaluation Details for Registration

Dataset generation. When generating the corresponding partial scene point clouds from the
ScanNet dataset, due to memory constraint, we downsample the partial scene point clouds to 4,096
points each with the farthest point sampling (FPS) algorithm, if the number of points in P1 and P2 is
greater than 4,096. We follow the same train/val split on the semantic segmentation task in our partial
scene registration task.

A.4 License of Datasets Used

We list the licenses of all the datasets we have used during our evaluation:

• ScanNet [20]: MIT License.

• ScanQA [5]: CC BY-NC-SA 3.0 License.

• SQA3D [55]: CC-BY-4.0 License.

• ScanRefer [16]: CC BY-NC-SA 3.0 License.

• 3D-Language-Data [36]: MIT License.

In addition, we utilize a number of public foundation model checkpoints pretrained on various data
sources in our paper. Please refer to their original paper for the license of datasets they have used in
pretraining their models.

B Additional Experimental Results

B.1 Comparison Between Scene-level and Object-centric Models

Uni3D [116] is a general transformer-based 3D foundation model pretrained on a mixture of four
object-centric datasets [52]. Focusing on object-centric understanding, it has a restriction on the

||https://github.com/facebookresearch/jepa
**https://github.com/microsoft/Swin3D
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Model VQA (CIDEr) ↑ Grounding (Acc.) ↑ Segmentation (mIoU) ↑ Registration (RTE) ↓
Swin3D 70.9 51.6 35.2 0.23
Uni3D 63.1 51.1 2.7 0.08

Table A: Comparison between Uni3D and Swin3D on four of our evaluation tasks. Object-centric
and scene-centric methods demonstrate significant differences.

Model VQA (CIDEr) ↑ Grounding (Acc.) ↑ Segmentation (mIoU) ↑ Registration (RTE) ↓
LSeg 71.0 50.4 47.5 0.59
SAM 68.6 50.1 30.9 0.09

Table B: Comparison between SAM and LSeg on four of our evaluation tasks. Instance-aware
segmentation and semantic-aware segmentation methods demonstrate significant differences.

number of input points and output dimensions. In contrast, Swin3D [97] is pretrained on a smaller
scene-level dataset [113], but is designed to focus more on understanding scene-level information. To
demonstrate the performance of Uni3D††, we conduct experiments with its features on our evaluation
benchmarks. More specifically, following the part segmentation details in Uni3D’s appendix (Sec.
B), we use Uni3D-giant, selecting features from the 16th, 28th, and 40th (last) layers to form grouped
point patches. We then employ PointNet++’s [91] feature propagation to up-sample group features
into point-wise features. It is worth noting that Uni3D’s ScanNet visualizations in their paper were
achieved by applying Uni3D to each object instance based on ground truth instance segmentation,
not by direct application to the whole scene.

The results are shown in Table A. From the table we have several interesting findings:

• For scene-level tasks (3D VQA and Semantic Segmentation): Uni3D underperforms the
scene-level pretrained Swin3D model. This is likely due to the object-centric pretraining
recipe of Uni3D, causing the failure of feature extraction on large scenes with orders of
magnitude more points than single objects.

• For object-centric tasks (3D object grounding): Uni3D achieves comparable results with
Swin3D. However, some grounding questions require not only object-level semantics, but
also inter-object relationship and global room information, which Uni3D lacks. We believe
that combining object-centric and scene-level representations would be an impactful future
direction to achieve better object grounding in complex 3D scenes.

• For geometric understanding task (Registration): Uni3D achieves better performance than
Swin3D, suggesting that geometric knowledge from object-centric pretraining generalizes
well to scene-level geometric matching, especially given the task’s use of downsampled
partial scenes bridging the distribution gap between object-level and scene-level point
clouds.

B.2 Comparison Between Semantic and Instance Segmentation Models

Segment Anthing Model (SAM) [43] is an open-world instance segmentation model pretrained on a
very large dataset SA-1B [43]. In Table B, we compare the performance of SAM with LSeg [46],
a semantic segmentation model. For SAM, we use the official pretrained model checkpoint with
ViT-L as the backbone encoder, matching the model size with other visual foundation models in our
experiments.

With the results in Table B, we offer the following analysis:

• First, it is crucial to highlight the fundamental differences between LSeg and SAM. LSeg
is designed to perform language-driven semantic image segmentation, providing semantic-
aware representations. In contrast, SAM is primarily an instance segmentation model that
focuses on local representations and excels in detecting edges. These distinctions result in
varied performance on the four tasks in our evaluation.

• Among the four tasks, 3D VQA and semantic segmentation require a deep semantic under-
standing of the 3D scenes, where LSeg naturally outperforms SAM. For 3D grounding, both

††https://github.com/baaivision/Uni3D
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Figure A: Evaluation curves of Relative Rotation Error (RRE) and Relative Translation Error (RTE)
on the partial scene registration task during different training stages.

semantic and spatial understanding is necessary; therefore, LSeg and SAM exhibit similar
performance in this task. The registration task, however, demands matching point clouds
using distinguishable local features. Here, SAM’s ability to provide precise local features
positions it as a strong performer in this geometry-oriented task

• Overall, SAM is not well-suited for numerous downstream tasks, particularly those requiring
semantic comprehension. This conclusion is consistent with the previous study [70]. How-
ever, we also reveal that it excels in tasks that benefit from robust local feature representation.

B.3 Evaluation Curves During Different Training Stages

We show the evaluation curves for the partial scene registration task in Figure A. We can observe
that the performance ranking of different foundation models stays mainly unchanged throughout the
training process.

B.4 Additional Qualitative Results

We show additional qualitative results for partial scene registration in Figure B, demonstrating that the
family of StableDiffusion and StableVideoDiffusion which use the objective of generative pretraining
obtains superior performance. In addition, video encoders like V-JEPA and StableVideoDiffusion are
equipped with a stronger capability to find geometric correspondences.

C Limitations and Future Work

Although we have made a substantial effort to explore the role of visual foundation models in various
scene understanding tasks, our perception of this problem remains relatively limited. This section
provides a detailed discussion of the limitations and outlines potential future directions.

Model capacities are not strictly identical or comparable. Our evaluation focuses on seven vision
foundation models due to their availability and common use in recent work. Consequently, all our
experiments are based on publicly available checkpoints. Although we have attempted to choose
models with similar capacities, achieving strictly identical backbone architectures was not possible
without re-training all the baselines ourselves. However, such experiments require an enormous
amount of computational resources that we cannot afford.

Our evaluation focuses on indoor scenarios. Recent literature often separates the study of
perception and reasoning of indoor scenes from outdoor scenarios, which are often relevant to
autonomous driving or robotics applications. Outdoor scenarios present different challenges compared
to indoor scenes. Lexicon3D focuses its evaluation solely on indoor scenes. While this is a valid
choice considering that most scene-level multimodal benchmarks are still based on indoor scenes, it is
not comprehensive. Outdoor scenarios contain large ego-movement speeds and many more dynamic
moving objects than indoor scenes. Evaluating these scenes will likely lead to unique observations,
and we consider this a direct future direction.
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Figure B: Visualization of partial scene registration results. The StableDiffusion and StableVideoDiffusion
family of generative models receives superior performance. In addition, video encoders such as V-JEPA and
StableVideoDiffusion have better geometric understanding capability than image encoders.

We adopt the most straightforward approach to probing. To evaluate the capabilities of the
visual foundation models, we freeze their parameters and only tune the linear or shallow probing
head. This approach allows us to analyze the capabilities of the pretrained methods without altering
their models through the finetuning process. Although we argue that probing the frozen encoder
provides the most accurate understanding of these models, we acknowledge that the ability to quickly
adapt to new tasks with finetuning is also an important aspect of an encoder. However, finetuning
these large-scale models, which often have close to billion-level parameters, requires a significant
amount of time and computational resources. We leave this study for future work.
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D Societal Impact

We anticipate a potential positive societal impact from our work. Lexicon3D represents one of
the first steps towards a comprehensive understanding of large-scale visual foundation models in
real-world 3D scene analysis and reasoning. This understanding could lead to the development
of more robust and efficient scene encoding systems, which benefit a wide range of applications,
including autonomous driving, virtual reality, household robots, and multimodal chatbots. Ultimately,
this could contribute to a more inclusive, efficient, and safer world, where technology understands
and adapts to the diverse ways humans perceive and navigate their environments.

Potential negative societal impact. We do not see a direct negative societal impact on our work.
Indirect potential negative impact involves misusing strong scene-encoding foundation models for
surveillance or virtual reality. We believe that it is crucial for researchers to proactively consider
these concerns and establish guidelines to ensure responsible usage of these models.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT
count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .

• [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",

• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We make sure the main claims made in the abstract and introduction accurately
reflect the paper’s contributions and scope.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We discuss the limitations of the work in the paper.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: The paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We disclose all the details required to reproduce all experimental results in our
paper.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We promise that we will open-source the data and code after paper acceptance.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We introduce all the training and evaluation details necessary to understand
the results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Due to the large amount of experiments required to be run in this paper, we
do not have enough computational resource and time to generate error bars for all our
experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We disclose sufficient information on the computer resources used to train and
evaluate all our experiments.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our research conform with the NeurIPS Code of Ethics in every respect.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We have discussed both the potential positive and negative societal impacts.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
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Justification: We identify our paper as having no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have given the creators or original owners of assets used in the paper proper
credits.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We have not released new assets at the submission time. We will carefully
document our data and model when we release the code and data.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

28

76846https://doi.org/10.52202/079017-2444

paperswithcode.com/datasets


Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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