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Abstract

Knowing the effect of an intervention is critical for human decision-making, but
current approaches for causal effect estimation rely on manual data collection and
structuring, regardless of the causal assumptions. This increases both the cost and
time-to-completion for studies. We show how large, diverse observational text data
can be mined with large language models (LLMs) to produce inexpensive causal
effect estimates under appropriate causal assumptions. We introduce NATURAL, a
novel family of causal effect estimators built with LLMs that operate over datasets
of unstructured text. Our estimators use LLM conditional distributions (over
variables of interest, given the text data) to assist in the computation of classical
estimators of causal effect. We overcome a number of technical challenges to realize
this idea, such as automating data curation and using LLMs to impute missing
information. We prepare six (two semi-synthetic and four real) observational
datasets, paired with corresponding ground truth in the form of randomized trials,
which we used to systematically evaluate each step of our pipeline. NATURAL
estimators demonstrate remarkable performance, yielding causal effect estimates
that fall within 3 percentage points of their ground truth counterparts, including on
real-world Phase 3/4 clinical trials. Our results suggest that unstructured text data
is a rich source of causal effect information, and NATURAL is a first step towards
an automated pipeline to tap this resource.

1 Introduction

Estimating the causal effects of interventions is time consuming and costly, but the resulting outcomes
are precious. Health agencies around the world often require randomized controlled trial (RCT) data
to approve medical interventions. Clinical trials are key contributors to large R&D costs for drug
developers [30]. Natural experiments are another source of rich interventional data, but they may not
always exist or have enough data relevant to a given causal hypothesis [12].

When treatment randomization is infeasible, observational data can be used to identify average
treatment effects (ATEs) [48], under common assumptions, e.g., no unobserved confounding. Such
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Figure 1: When compared to experimental and other observational studies, NATURAL has lower
costs and provides greater diversity in cohort selection, for causal effect estimation.

data is abundant but even when the necessary assumptions are satisfied, it must be structured (i.e.,
the outcomes, treatments, and relevant covariates must be defined, recorded, and tabulated) before it
becomes amenable to computational analyses.

Yet, unstructured observational data presents unique opportunities for cheaper, more accessible, and
potentially even better [32] effect estimation. For example, thousands of people living with diabetes
choose to share their experiences with treatments on online patient forums. Some of their posts
contain rich descriptions of daily lives, the drugs they have been prescribed, the treatment responses
and side effects, as well as pre-treatment information like age and sex. Their posts contain their
lived experiences including evidence of an oufcome in an observational experiment, albeit in an
unstructured form. Other potential sources of rich unstructured, observational data include newspaper
classifieds, police reports, social media, and clinical reports. Despite being collected for a myriad of
purposes, researchers have often turned to such data to test hypotheses since: (i) unstructured data
does not require restrictive data collection designs, e.g., measurement choice, and can admit many
different post-hoc analyses; (ii) the reported outcomes may reflect what matters to subjects better than
standard outcome measures; (iii) value may be recovered from outcomes that would otherwise be
lost; (iv) there may be more unstructured data available on underserved or marginalized populations.
Figure|l|contrasts our setting with previous works using randomized or structured observational data.

This work asks a simple question: How can we use large language models to automate treatment effect
estimation using freely available text data? We introduce NATURAL, a family of text-conditioned
estimators that addresses this by performing NATural language analysis to Understand ReAL effects.

At a high level, the steps required to compute NATURAL estimators are as follows. Given an
observational study design and a dataset of natural language reports, filter for reports that are likely
to conform to the experimental design. Then, using a large language model (LLM), extract the
conditional distribution of structured variables of interest (outcome, treatment, covariates) given the
report. Finally, use the conditionals to compute estimators of the ATE, using classical strategies such
as inverse propensity score weighting and outcome imputation.

NATURAL is a data-driven pipeline. It leverages and relies on the LLM in a manner that mimics the
learning task it was trained for: providing parametric approximations to conditional distributions. As
in all observational studies, the validity of NATURAL also depends on prior causal knowledge about
the task. Expert knowledge is required to define appropriate covariates and confirm that they satisfy
the necessary assumptions for effect estimation. However, we anticipate that NATURAL estimators
could be developed under other structural assumptions (e.g. instrumental variables) as well.

The core contributions of our work are:

* We derived NATURAL ATE estimators based on classical estimators of the ATE, like inverse
propensity score weighting and outcome imputation. NATURAL estimators operate on entirely
unstructured data under two novel data-access assumptions.

* We implemented NATURAL estimators using an LLM-based pipeline.

» We developed six observational datasets to systematically evaluate parts of this pipeline: two
semi-synthetic datasets constructed using marketing data, and four clinical datasets curated from
public (pre-December 2022) migraine and diabetes subreddits from the Pushshift collection [7]].

* For each dataset, we treated the ATE from a corresponding real-world completely randomized
experiment (CRE) as ground truth. Remarkably, our predicted ATEs all fell within 3 percentage
points of the ground truth ATEs, a potential cost savings of many millions of dollars.
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1.1 Related Work

Leveraging natural language data [42]] to support causal claims is pervasive in applied research
[43L113]]. Our work falls under the broad umbrella of accelerating the identification of real-world
evidence (RWE) [40]. For instance, in the context of healthcare, RWE supports not only drug
repurposing, but also post-market safety evaluations — its most common application. NATURAL
expands the boundaries of how quickly one can obtain and validate such real-world evidence from
observational data [41]].

The use of natural language data in causal inference comes in different flavors: i) using text to
measure confounders [23]], ii) using text to measure causal effect outcomes [[15], or iii) producing
interpretable causal features from text [[13} 16]], e.g., what words are more likely to explain the cause
of an event. NATURAL distinguishes itself from these lines of research in two ways: i) NATURAL
does not require any curated task-specific training data (it is zero-shot), and ii) NATURAL is not
interested in how the text itself, i.e., its words, relate to the causal problem —that is, we are only
leveraging the model’s ability to predict the distribution of a specified variable conditional on the
input text. We highlight that our work lies distinct from research at the intersection of text and
causality that combines text and numerical or tabular data [14]], the latter of which may be unavailable
or incomplete in settings involving neglected diseases, unrecorded abortions, or illicit drug use. Other
work has also studied topic modelling approaches [2] or the ability of language models to infer latent
variables (that are implied but not explicitly identified in text data) [36}[13]]. Rather, we require the
precise specification of covariates to condition on — we view this as being crucial to creating a more
direct way for an end user to verify the validity of information extracted with our approach.

Prior works have also leveraged LLMs in a black-box fashion for causal tasks by querying the model
for causal statements. In the context of causal discovery, users directly ask for the existence of
cause-and-effect relationships, e.g.,“Does changing the age of an abalone causes a change in its
length?” [250 1331 14} 15, 44, 21}, 16]. Due to the large amount of training data, it is possible that the
model learns to apply a causal model described in the training data and answer causal questions with
it [35] 47]]. The issue with this approach is i) the user is limited to the causal models observed in
training, ii) the user is not aware of which causal model they are using, and iii) the queries tend to
present high prompt sensitivity [28]. Finally, we note that a recent work created a benchmark and
showed how LLMs struggle to distinguish pairwise correlation from causation [20]], while another
shows that checking causal relationships in a pairwise manner can lead to invalid causal graphs [45]].

2 Preliminaries

We are interested in estimating the causal effect of a treatment relative to either another treatment
or no treatment in a population of interest. More precisely, we consider treatments ¢ € {0, 1} and
the corresponding potential outcomes Y (1) and Y (0) under each treatment. We wish to compute
the quantity 7 := E[Y (1) — Y'(0)], often referred to as Average Treatment Effect (ATE). Sometimes,
Y (0) may correspond to no treatment (control). Throughout this work, we assume binary treatments
and outcomes in the Neyman-Rubin causal model. We provide a full list of notation in appendix [A]

A Completely Randomized Experiment (CRE) with n participants requires no prior causal knowl-
edge. In a CRE, the treatment assignment vector (7;)"_; is a random permutation of n; ones

and n — ny zeros sampled independently of the outcomes. In this case, the difference-in-means
3 TYi(1) — 24 320, (1 — T3)Yi(0) provides us with an unbiased estimate of 7.

n—mni

Despite the indisputable necessity of CREs in high-stakes settings, it is often expensive and/or
infeasible to have complete control over the treatment assignment. Instead, observational data is
more readily available. Observational data often contains spurious correlations between the observed
treatment 7" and the observed outcome ¥ = TY (1) + (1 — 7)Y (0) through a common cause
(confounder). Typically, this confounding is formalized as a variable X, which we assume to be
discrete throughout this work, representing covariates associated with each individual. Given i.i.d.
samples {(X;,T;,Y;)}"_; from the target population, standard causal inference techniques can
correct for confounding bias and provide consistent estimates of 7 under Assumptions [T]and 2}

Assumption 1 (Strong Ignorability.) The potential outcomes are independent of treatment assign-
ments conditional on covariates, i.e., (Y (0),Y (1)) 1L T|X.
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Assumption 2 (Positivity.) For every treatment t and covariate set x, 0 < P(T =t | X = z) < L.

Following are two classical estimators of the ATE 7 from observational data, each of which rely on
X satisfying Assumptions [I|and 2] We refer the reader to Ding [[I1]] for further details.

Inverse Propensity Score Weighting (IPW). The propensity score is the conditional probability of
receiving a treatment given the observed features, i.e., e(z) = P(T = 1|X = z). The IPW estimator
is given by
R I~ TY: (1-T)Y
™ 2 oX;) 1-eé(Xy)’

ey
i=1

where é(x) is an approximation of P(T' =1 | X = x). When é(z) is the true propensity score, 7ipw

is an unbiased estimator of 7. When é(z) is estimated as empirical probability, 7ipw is consistent.

Outcome Imputation (OI). Outcome Imputation learns a model to impute outcomes from features
and treatment and then marginalizes away the features to estimate 7 with

1 n
for = — AXial_AXi707 2
7or n;T( ) = 7(X:,0) @
where 7(x, t) approximates P(Y =1 | X = z,T = t). Note that if 7(x, ¢) is an unbiased estimation
of this quantity, 7or is an unbiased estimator of 7.

3 NATURAL estimators of the ATE

Both CRE and observational studies require direct access to tabulated data (X;, T3, Y;) for every
individual 7. Our NATURAL estimators on the other hand estimate the ATE from observational,
unstructured natural language data in the form of language reports R;. In addition to Assumptions|I]
and 2] NATURAL estimators require the following assumptions to guarantee their consistency.

Assumption 3 (Natural language report data.) The target population is described by an observa-
tional data-generating process P(X,T,Y, R) of data (X, T,Y), which satisfies Assumptions[I|and
and is jointly distributed with a random natural language string R, called a report. We assume access
to an i.i.d. sample of reports { R;}T_, from the marginal of this process.

Assumption 4 (Access to the true observational conditional over (X,7,Y).) We can either
(i) compute the conditional P(X = x,T =t,Y = y|R = r) of the true data-generating process, or
(ii) we can sample from P(X = z|R = r) and compute P(T =t,Y = y|R =r, X = x).

Intuitively, these assumptions give NATURAL indirect access to (X, T, Y") through R. They can be
weak or strong, depending on the definition of the reports R. On the one hand, if reports are copies of
the observational data, i.e., R = (X, T,Y’), then Assumptionis trivial to satisfy. On the other hand,
if reports are all the constant, empty string, R = ¢, then Assumption ] guarantees that we have full
access to the frue observational joint density function over (X, 7, Y"), which is a strong assumption.
In other words, it requires a way to simulate trial outcomes unconditionally (without any data). We
consider how we might satisfy these assumptions in practice in the next section. Here, we assume
that they hold and develop a series of consistent estimators of the ATE.

NATURAL Full. Given {R;}? ; and P(X = z,T = t,Y = y|R = r), we can construct an
idealized version of NATURAL. Let us start by noting that the law of total expectation gives us

TY (1-7Y TY (1-7Y
TRy L(X) 1— e(X)] R [ X T.Y|R L(X) 1—e(X) ©
A Monte Carlo estimate over reports is given by
. 1 ¢ ty (1—t)y ]
INFull = — P X=xT=tY =y|R;) | = - = s “4)
Nl =) Z Z ( yIR:) LN.Fuu(ﬂC) 1 — éx-run()

i=1z,t,y

which further approximates én.gyi(2) from the given conditional. We used eq. below. We note
that 7n.pun above is derived from IPW, but can also be derived from OI, as shown in appendix
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The estimator 7x_pyy above relies on enumerating all possible values of (X, T, Y"), making it compu-
tationally expensive for high-dimensional X. Below, we present two hybrid versions of our method
which combine sampling of some variables and computation of conditional probabilities of others.

NATURAL IPW. To construct our hybrid estimator, we augment the data { R;}7* ; by samphng from
P(X]|R;) independently for each report R;. This gives us a dataset {(R;, X;)}?_; drawn i.i.d. from
P(X, R) by Assumption 4| Then, our hybrid estimator is derived from the form of IPW as follows:

TY 1-T7)Y
=E E — 5
T R,X [ T.Y|R,X L(X) 1 —e(X)H ) Q)
ty (1-1t)y
# = P(T=t,Y =y|R;, X;) | = - - , (6)
NP Z ,y%;xy ( ylk:, Xo) |:eN—lPW(Xi) 1 — énapw (X5)
where én.pw () is consistently estimated in the following manner:
. v P(T=1R;, X;))I(X; =) as. Erx |[P(T =1|R,X)[(X =2
() = Tt PO = R XOUX, = ) og Brx [P = UR XUX =0)] _
Zi:1 H(Xi = 1’) ER,X [H(X = x)]
@)
NATURAL OI. Similarly inspired by the OI estimator in equation we have for ¢t € {0, 1},
E PY=1RXDTI(X =2,T=t
PO =1|T =t X = o) = Crxr[PO7 =1 JIX =2 iy ®)

Erxr[I(X =2,T=1)]

Thus, for our hybrid OI estimator, we augment the data {R;}?_, by sampling from P(X,T|R;)
independently for each report R;. This gives us a dataset {(R;, X, T,)}Z , drawn i.i.d. from
P(R, X, T) by Assumption E} Then our consistent outcome predictor is given by

Z?:l P(Y = 1|Ri,Xi,Ti)]I(XZ‘ = l‘,TZ' = If)

N- t) = 9
TNOI(J:? ) ZZLZI ]I(XZ _ LE,E _ t) ’ ( )
and the final estimator is given by:
1 n
™N-Ol = — N-o1(Xi, 1) — Tn-o1(X5,0 10
Tnor = ZTN or( ) — n-or( ) (10)

NATURAL Monte Carlo. Further in the direction of sampling more variables, we can obtain samples
(X;,T;,Y;) from P(X,T,Y|R;) and compute a Monte Carlo estimate, 7x.mc. The set of samples
{(X;,T;,Y;) }_, constitute a tabular dataset which can be plugged into a standard ATE estimator
like IPW or OI as described in section[2] We refer to these sample-only estimators as N-MC IPW
and N-MC Ol, respectively.

Inclusion Criteria conditioned ATE. We are sometimes interested in ATEs over populations defined
by constraints on pre-treatment covariates X;, known as inclusion criteria and denoted by I. This
conditional ATE is 7(I) = E[Y (1) — Y(0) | X € I] and satisfies the following identity.

7(I) = Eg [WI@X,T,Y L:g) <11__6 ’X el RH (11)

The conditional version of NATURAL IPW can be estimated by filtering out reports where P(X €
I|R;) = 0, sampling X;; ~ P(X|R;, X € I)1ii.d., and finally weighting datapoints by the relative
likelihood of matching the inclusion criteria given the report:

o P(X €I|R) &1 TY 1-T)Y
=2 i P(X € I|R;) Zi T L(Xij) S 1—e(Xy)

: m
i=1 j=1

] o (12)

where the inner expectation is estimated similar to eq. (6). A complete derivation for egs. (TT))
and (12) and related discussion are included in appendix |G} In practice, we took m = 1.
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Figure 2: Our pipeline leverages LLMs to curate data that can be plugged into natural language
conditioned estimators for average treatment effects.

4 Implementing NATURAL estimators with Large Language Models

LLMs are trained on vast datasets of real-world data, e.g., [3]], which likely contain records of
data generated by processes that are consistent with Assumption[3] Because LLMs can learn well-
calibrated conditionals [22]], our hypothesis is that LLMs can be prompted to approximate the
conditionals required by Assumption[d]for real-world causal effect questions of interest. Our LLM
implementation of NATURAL estimators is built on this hypothesis to try to satisfy Assumptions 3|
and [ (Assumptions [I] and [2] must be guaranteed by a domain expert). We defer exact prompts
for LLM inference to appendix [D} a full worked example to appendix [C] and a discussion of the
limitations of our approach to the next section. Figure [2] summarizes our pipeline.

Filtering to match Assumption[3] For our real-data clinical settings, our first goal is to produce
a dataset of i.i.d. reports R; that are very likely to be jointly distributed with the random variables
(X, T;,Y;) of a specific observational study of interest. Given a study of interest and a dataset of
real-world reports that are potentially relevant to the study, we pass it through a sequence of filters
with increasing detail and strictness:

(1) Inmitial filter. Inspired by other work with social media data [[1,[38]], we first use deterministic
rules to filter out uninformative reports: posts that were removed, are too short, have "bot" in
the author’s name, have no mention of any keyword related to the study, etc.

(i1) Filter by relevance. We prompt an LLM to determine whether each report contains information
that would make it relevant to the study. We remove reports that are deemed irrelevant.

(iii) Filter by treatment-outcome. We ensure that each report pertains specifically to the treatments
and outcomes of interest. We do so by prompting an LLM to extract only treatment and outcome
information, and retaining only the posts that are deemed to both mention one of the treatments
in question and also contain outcome information.

(iv) Filter known covariates by inclusion criteria. For ATEs conditioned on inclusion criteria, as
in our real-world datasets, we included a filter to enforce these criteria. Managing inclusion
criteria is complicated by the fact that many reports I2; contain no or partial information about
covariates that are required to verify inclusion. So, in this filtering step, our goal was to ensure
that the final set of reports have non-zero probability of matching the inclusion criteria. We
begin by prompting an LLM to extract the full set of covariates X;, following constraints on
the possible values each attribute can take, but we allow the LLM to extract Unknown if it is
impossible for the LLM to determine the value of a covariate. We then remove reports, if
any of the non-Unknown covariates are determined to fail their inclusion criteria. We found
the JSON-mode made available for generation by certain LLM APIs, to suffice for this task;
however more involved strategies for constrained generation are also possible [46, 50].

Sampling from and computing conditional probabilities to match Assumptiond} Given a set of
reports { R; }7"_; that pass the filtering stage above, our next steps use LLMs to extract the samples
and conditionals P im(X,T,Y | R), required to compute NATURAL estimators. For each R;, we:

(v) Extract covariates, both known and unknown. We run a final covariate extraction by
prompting an LLM to determine the full set of covariates X; from the report R;, subject to
the constraint that X; satisfies the inclusion criteria. In contrast to we ask the LLM to
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Figure 3: For Hillstrom (left) and Retail Hero (right), the KL divergence between estimated joint and
propensity distributions and their true counterparts reduces with increasing number of posts (top), as
does the RMSE between the NATURAL Full estimate and true ATE (bottom).

guess the values of Unknown covariates. We verified that this second extraction agreed exactly
with the first extraction on the known covariates (i.e., the ones that were not extracted as
Unknown in the first extraction). We contrast the empirical distributions of these known and
unknown/guessed covariates for our experiments in appendix [F.1]

(vi) Infer conditionals. Given { R;, X;}?_; from the previous steps, we compute the probabilities
Pum(T =t,Y = y|R;, X;) by prompting an LLM that makes log-probabilities accessible.
Specifically, we ask an LLM to answer questions about 7', Y given access to R;, X;, and we
score every possible answer ' = ¢, Y = y using the LLM log-probabilities. We exponen-
tiate and renormalize these scores across the space of possible realizations to obtain a valid
probability distribution.

(vii) Weight reports according to inclusion criteria match. Similar to item |(vi1), we compute
Puim(X; € I|R;) to obtain the weights in eq. (12), by prompting an LLM with descriptions of
the inclusion criteria that must be satisfied and each report ;. It may be possible to skip this
weighting step under additional structural assumptions on the data. These assumptions as well
as experimental results without the weighting are included in appendix

Nevertheless, while our empirical results are remarkably consistent with the correctness of our
pipeline, we cannot formally guarantee that it satisfies Assumptions[3]and[d] The final outcome of
this pipeline is a dataset { R;, X;}?_; and a set of conditionals P(T' = t,Y = y|R;, X;) that can be
plugged into the hybrid NATURAL estimators in section [3|to predict ATEs. Therefore, we see this as
a first implementation of NATURAL estimators, which we anticipate can be improved.

5 Limitations and Broader Impact

In addition to the limitations that NATURAL shares with every observational study, i.e., the validity
of the practitioner’s causal assumptions, it comes with an extra dependence on how well one can
approximate the desired conditional distributions. While more and more capable LLMs are being
continually developed, the extent to which they satisfy NATURAL’s assumptions is nearly impossible
to formally test. Indeed, while pretraining tends to produce calibrated LLM predictions [22]], post-
training techniques can compromise calibration [34]. Therefore, we emphasize that NATURAL was
not developed to recommend therapeutics directly to end-users or to directly inform high-stakes
public policies. Instead, we envision NATURAL as a powerful tool to help us approximate ATEs
at scale and prioritize confirmatory CREs. We strongly recommend that all predictions made by
NATURAL estimators be validated experimentally before being used to inform high-stakes decision-
making. Apart from its dependence on LLM capabilities, NATURAL is also limited by the nature of
observational, unstructured natural language data:

* Network Interference. In practice, acquiring i.i.d. reports can be challenging. For instance, social
network users might talk to each other and influence their treatment choices. This is a well-known
issue in causal inference and statistical sciences in general. Existing solutions rely on a known
network structure to sample individuals or correct for their neighbors’ treatments [[10, 26} 17]].

* Outcome Measurement. Since NATURAL deals with self-reports, subjects need to be able to report
the outcomes of interest. For example, this cannot be applied if the outcome is measured with
an expensive, inaccessible test. Therefore, the study design implemented with NATURAL must
account for the accessibility of endpoints to users.
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* Selection Bias. Results might be biased towards individuals’ choice of reporting an outcome given
their experience with the treatment. Luckily, outcome missingness is a widely studied problem in
causality research, see e.g., how to test [9] or how to mitigate [31] it. Note, however, that solutions
will often accumulate assumptions on top of NATURAL and should always be critically evaluated
by practitioners. Finally, apart from individuals’ choice of reporting, selection bias might also
arise from which individuals participate in online forums, i.e., our framework is only capable of
estimating local ATEs —external validity is not guaranteed a priori. We demonstrate this challenge
in section [6|by simulating systematic bias in semi-synthetic settings.

6 Empirical Evaluation

Evaluating an end-to-end pipeline for causal inference from unstructured real-world text data to ATEs
presents challenges regarding access to data, ground truth ATEs and insightful intermediate metrics.
We used two semi-synthetic datasets where we augmented randomized data to mimic real-world
observations, while continuing to have access to ground truth evaluation. In addition, we study four
real datasets, curated from publicly available Reddit posts from the PushShift dataset, as described in
sectiond] These six datasets allowed us to systematically evaluate NATURAL.

Semi-syn.thetic I?atase?ts. Causal  Table 1: The NATURAL IPW ATE outperforms other ver-
effect estimation is typically evalu- gjons of the method as well as trained baselines on semi-

ated using sypthetip datasets with one  gynthetic datasets, as measured by RMSE.
or more relationships between the ob-

. Hillstrom Retail Hero
served covariates, treatment and out-
. K R ATE (%) RMSE ATE (%) RMSE
come being contrived. We instead syn-

h . d d b . 1 Selection-biased N-IPW —3.49 + 1.46 9.58 10.66 £+ 2.24 7.67
thesized unstructured observationa Uncorrected 1.86 & 0.67 4.28  0.26 +0.30 3.08
text data from ljeal randomized tf‘:lb' N-Full 4.26+0.86  2.02  1.86+1.38 2.08
ular datasets’ uSlng an LLM Spec]ﬁ_ N-MC O1 6.17 £ 1.61 1.61 4.94 +2.17 2.70

oy . . N-MC IPW 4.81 +0.80 1.51 1.85 +2.01 2.49

cally, we (i) introduced confounding N-OI 4584+0.61  1.62 299+ 1.43 172

bias by sampling datapoints according N-IPW 523+100 132 3834129 139

1 1 1 1 Bag-of-Words 7.57 £ 1.37 2.23 2.61 + 2.08 2.42

to an aItlﬁClal propen51.ty SCOI:?,’ (11) Sentence Encoder 0.00 £ 0.00 6.09 1.97 £ 1.62 2.10

randomly dropped covariates, (iii) de-

. . IPW (Structured) 6.38 + 0.26 0.39 3.09 £ 0.19 0.30

scribed covariates, treatment and out- Ground Truth 6.09 [I9] - 3.32 [49]

come in shuffled orderings, (iv) simu-
lated realism by sampling a persona from the the Big Five personality traits [27] for each datapoint
and finally, (v) prompted the LLM to generate a realistic report describing the provided information
in the style of someone with the given traits (see appendix [D| for the full prompt). We used two
standard, publicly available randomized datasets: Hillstrom [19] and Retail Hero [49]], and plan to
open-source scripts to generate our data. Step (i) above is in a similar vein as Keith et al. [24], in
that our subsampling strategy does not modify the marginal distribution over covariates and the ATE
remains identifiable from observational data.

Real-world Datasets. To study how our framework may be deployed to test hypotheses using real
data from online forums; we considered two medical conditions for which there exist abundant Reddit
posts in the PushShift collection [7], with individuals’ personal experiences: the effect of diabetes
medications (e.g. Semaglutide) on weight loss and the tolerability of migraine treatments. For each
condition, we picked two clinical trials which performed head-to-head comparisons of two treatments
that we expected to find references to in relevant subreddits. Moreover, to mitigate selection bias we
selected pairs of similar treatments, e.g., comparable availability, where we believe the probability
of a user reporting their experience is approximately equal in both. As we will discuss, our results
suggest external validity as well, meaning that the probability of a user reporting their experience
with the treatments seems to be (approximately) equal to the prior probability of a user reporting
any experience. We limited our data collection to posts that were written before December 2022 and
made publicly available in the PushShift archives. We curated four datasets for comparison between
different treatments, each of which has a ground truth RCT: Semaglutide vs. Tirzepatide [18] and
Semaglutide vs. Liraglutide [8]] for their effect on weight loss and Erenumab vs. Topiramate [37]]
and OnabotulinumtoxinA vs. Topiramate [39] for their tolerability. We used the first of these to
validate implementation choices NATURAL (like filtering, imputations, prompt specifications) and
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Table 2: Using real data, best performing NATURAL estimators fall within 3 percentage points of
their corresponding ground truth clinical trial ATEs. Possible ATE values lie between —100 and 100.

Tuned Held-out
Semaglutide vs. Tirzepatide S lutide vs. Liraglutid Er b vs. Topiramate OnabotulinumtoxinA vs. Topiramate
(% weight loss > 5%) (% weight loss > 10%) (% discontinued due to AE) (% discontinued due to AE)
ATE (%) RMSE ATE (%) RMSE ATE (%) RMSE ATE (%) RMSE
Uncorrected —33.56 £ 0.77 43.67 —83.57 £ 0.43 68.87 29.07 + 0.48 2.87 21.55 +£1.22 19.49
N-MC oI 5.89 +1.03 4.28 —8.23+£0.94 6.54 25.62 + 0.51 2.72 46.20 £ 1.94 5.55
N-MC IPW 5.62 4+ 0.85 4.81 —7.10 £ 0.94 7.66 26.65 + 1.44 3.19 46.52 +1.92 5.85
N-OI 4.84 +£1.19 5.39 —16.57 + 1.06 2.15 29.05 +1.77 1.92 44.67 £ 1.56 3.99
N-IPW 9.06 + 0.69 1.26 —12.54 +0.86 2.33 25.64 + 0.40 2.68 42.53 £ 2.07 2.57
Ground Truth 10.11 [NCT03987919, |18] —14.7 [INCT03191396, 8] 28.3 [NCT03828539, |37] 41.00 [NCT02191579. 1391

the other three as held-out test settings, see appendix [C] We include further details for all our datasets
in appendix [E] including the definitions of covariates and outcomes.

Next, we investigate several questions about the performance of NATURAL empirically. We used
GPT-4 Turbo for sampling and LLAMA2-70B for computing conditional probabilities.

How well does NATURAL estimate observational distributions from self-reported data? Our
semi-synthetic datasets give us access to the true joint distributions P(X,T,Y") and true propensity
scores P(T = 1|X). The top row of fig. [3|shows the KL divergence between these distributions
and those estimated by NATURAL Full, for Hillstrom (left) and Retail Hero (right). We find that
these KL divergences decrease steadily as the number of reports used in the estimation increases.
The bottom row shows corresponding root-mean-squared error (RMSE) between NATURAL and
the true ATE. This corroborates the insight that as the joint distribution and propensity scores are
estimated more accurately, the predicted ATE gets closer to its true value. In particular, we observe a
clear correlation between the quality of estimated propensity scores and estimated ATEs.

How do NATURAL methods compare to one another and to trained baselines? We present
our estimated ATE and its RMSE on semi-synthetic datasets in table E} Further, we evaluate two
trained baselines, which use a Bag-of-Words model and a sentence encoder respectively, to train
representations of text data with their labels. Here, for each attribute in the set of covariates, treatments,
and outcomes, we train a MLP model with 5-fold cross validation to predict that attribute. We then
use these predicted attributes as a tabular dataset of samples that can be plugged into any causal
inference estimator. We find that our methods are competitive with or outperform these baselines,
despite not being trained with any labels. In particular, the sentence encoder baseline collapsed to an
ATE of zero for Hillstrom, having learned the constant predictor for outcomes. IPW (Structured) is an
oracle estimator, which assumes full access to structured data. Selection-biased N-IPW demonstrates
the challenge of ATE estimation in the presence of bias which was systematically simulated as a
function of covariates “channel” and “zip code" for Hillstrom and “age" for Retail Hero.

Table |2 compares NATURAL methods to estimate the ATEs in real-world clinical settings using
self-reported data from the PushShift collection of Reddit posts. Remarkably, our predicted ATEs
(a) depict the same direction of effect, and (b) fall within 3 percentage points of their corresponding
ground truth clinical trial ATEs. For both semi-synthetic and real data experiments, NATURAL IPW
outperforms other versions across datasets, except for the Semaglutide vs. Liraglutide setting, where
NATURAL OI performed the best. Both N-MC versions perform similarly on all datasets.

This result is significant. Clinical trials can take on the order of years and costs in the tens to hundreds
of millions of dollars. Going from the raw language observational data to ATE in our framework
takes on the order of days and costs at most a few hundred dollars of compute. For problems in
medicine, economics, sociology, and political science where randomization is infeasible or expensive,
NATURAL provides a tractable way to leverage observational data to rank potential experiments
prior to conducting them.

How do different choices in the NATURAL pipeline effect ATE prediction? We assess the
impact of key choices in our pipeline described in section [ by ablating them one-by-one. We
investigated and selected these choices on the Semaglutide vs. Tirzepatide experiment. Fig-
ure [ (left) compares the RMSE of predicted ATEs when data is not filtered according to in-
clusion criteria and LLM imputations are replaced with samples from an uniform distribution.
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Figure 4: Ablation study on Semaglutide vs. Tirzepatide, to tease apart the effect of data filtering and
imputation (left) as well as LLM scale for conditionals (right) on NATURAL performance.

It shows that both inclusion-based filtering and imputations from a pretrained LLM are cru-
cial for the performance of NATURAL. We also compared performance of our method when
the conditional probabilities in eq. (6) are evaluated using models of different scales in fig.
(right), and found that performance improves at larger scales and with greater quantity of data.
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tity for different covariates of the pjgyre 5: NATURAL propensity scores balance the Semaglu-

Semaglutide vs. Tirzepatide experi- (ide vs. Tirzepatide covariates better than uniform scores.
ment and shows that propensity scores

estimated using LLAMA?2 conditional distributions balance the covariates far better than a uniform
distribution does, with the 70B model consistently estimating the treatment effect on each covariate
as close to zero. Similar visualizations for the test settings are shown in fig. [10]of appendix

7 Conclusion

In this work, we introduced NATURAL, a family of text-conditioned estimators, to automate treatment
effect estimation using free-form text data. We demonstrated NATURAL’s efficacy with six semi-
synthetic and real datasets for systematic evaluation of its pipeline. We exposed the ability of LLMs to
extract meaningful conditional distributions over structured variables and how their combination with
classical causal estimators can predict real-world causal effects with remarkable accuracy. Given this
promising performance, exciting directions for future work include (i) incorporating automatic prompt
tuning methods into the pipeline, (ii) extending our methods to real-valued (X, T,Y"), (iii) exploring
whether our assumptions can be weakened, (iv) exploring other domains in applied research, e.g.,
social sciences, (v) performing a more extensive evaluation of NATURAL on different study designs
to better understand what type of treatments, outcomes, and reports show better or worse practical
performance with NATURAL or (vi) deploying the pipeline to test hypotheses at even larger scales.

NATURAL estimators have numerous use cases with potentially far-reaching impact. As long as
patients have access to treatments and report their experiences, NATURAL can be used to compare
two treatments in new indications or new populations. Therefore, our pipeline can in principle support
efforts to prioritize trials for repurposed drugs or supplements in under-served diseases or populations.
Further, a crucial step after drug approval is post-marketing surveillance for side effects (positive or
negative) that may not have been measured or may have been too rare to identify in a smaller trial.
NATURAL can leverage the diversity of available language data to detect these effects. While our
motivations largely stem from the challenges of drug development, our NATURAL estimators are
applicable to any effect estimation setting for which there exists relevant natural language data.
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Appendix

A Notation

R Random variable corresponding to unstructured natural language text from a social
media post (or report).

X Random variable corresponding to features of an individual in a causal inference
dataset.

T Random variable corresponding to treatment or intervention assigned to an individ-
ual in a causal inference dataset.

Y Random variable corresponding to outcome observed for an individual in a causal
inference dataset.

x Possible instance of X from its support X.

t Possible instance of T from its support 7 = {0, 1} (binary treatments).

y Possible instance of Y from its support ) = {0, 1} (binary outcomes).

r Possible instance of R from its support R.

Y(t) Random variable corresponding to potential outcome observed for an individual
after receiving treatment t.

e(X) Propensity score function for binary treatments, equal to P(T" = 1|X).

X; Sampled value of X for individual i.

T; Sampled value of 7" for individual i.

Y; Sampled value of Y for individual :.

R; Sampled report R for individual 7.

T Average treatment effect (ATE) given by E[Y (1) — Y (0)], where the expectation
is over some defined population of individuals.

n Total number of individuals.

ni Total number of individuals that are assigned treatment 7" = 1.

no Total number of individuals that are assigned treatment 7" = 0.
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B Deriving NATURAL Full from Outcome Imputation estimator

In section E], we derived the idealized version of our method, NATURAL Full using the form of the
IPW estimator. In fact, any unbiased estimator would lead to same form as eq. (3)), which can then be
used to derive NATURAL Full using reports R and the law of iterated expectations. Here, we show
this using the Outcome Imputation estimator. For discrete X and binary 7" and Y, we have

T=Ex[PY=1|T=1,X)-PY =1|T=0,X)] (outcome imputation)
(13)
= Z PX=x)PY=1|T=1,X=2)-PY=1|T=0,X =z (expectation of discrete X)
r€EX
) (14)
B B PY=1T=1,X=x2) PY=1T=0X=a) , 3
_;{P = {P(X:x)P(Tle:x) P(X:x)P(T:0|X::v)] (expanding conditionals)
15)
_Z [ y=17=1, X_x)_P(Y:LT:O,X:x)} (definition of e(x))
e(x) 1—e(x)
reX
(16)
722 [ Y =94T —1X—m)P(Y:y,T:O,X::c)} (since Y = {0,1})
e() 1 —e(z)
zeX yey
a7

—ZZ Z{ Y =y, T _t,sz)_(1_t)P(Y:y’T:t’X:x)} (since T ={0,1})

reX yey teT (33) 1- 6(:6)

(18)
= Z PY =y T=tX=n1x) LZ) — fl_ez)xy)} (rearranging terms)
(z,t,y)
(19)
Yy (1-7)Y
== |10~ 1) o

which is equivalent to eq. (3).
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C Worked Example: Semaglutide vs. Tirzepatide

To make the NATURAL pipeline and its implementation more concrete, we now work through an
end-to-end example using the Semaglutide vs. Tirzepatide dataset. We used this setting to develop
our evaluation setup and constructed the pipeline as a function of the experiment design. While it
is infeasible to exhaustively describe the entire decision space, major decisions that were found to
impact ATE prediction are (i) filtering strategy, (ii) prompt tuning for extraction, and (iii) covariates’
discretization. The strategies we tried are included in the pipeline description below, with the specific
decisions made for each highlighted in this color.

Pipeline for Semaglutide vs. Tirzepatide. Given the experimental design of the clinical trial in
Frias et al. [18] (NCT03987919), we defined our experiment as follows:

1. Treatments: Semaglutide and Tirzepatide
2. Outcome: Percentage of participants who lost 5% or more of their initial weight
3. Covariates: Age, Sex, BMI, Start weight, Start HbA 1c, Duration
. Inclusion criteria:
(a) The user must be diagnosed with Type 2 Diabetes with starting HbAlc between 7% and
10.5%.
(b) They must already be on a regime of the treatment called Metformin.
(c) They must have a BMI of 25 kg/m? or more.
(d) Since different treatment dosages can have varying effects, we also included dosage as
an inclusion criterion, i.e. we aimed to include only posts that reported taking 1mg for
Semaglutide and Smg for Tirzepatide, as in the clinical trial.

~

Decisions in the pipeline that are a direct function of an experimental design like the one above are
highlighted in this color in the following description.

Next, we implemented the entire pipeline as follows:

1. Initial filter. We identified nine subreddits relevant to this problem setting: r/Mounjaro, 1/Ozem-
pic, r/fasting, r/intermittentfasting, r/keto, r/loseit, r/Semaglutide, r/SuperMorbidlyObese, 1/-
PlusSize. From each subreddit, we downloaded all submissions and comments posted upto
December 2022 from the PushShift collection, so as to only use publicly available data. This
resulted in a dataset of 577,733 submissions and comments. An initial deterministic, task-
agnostic and rule-based filter removed any submission or comment if its content was not
a string, if it had no score, if the content was " [deleted]" or " [removed]", if it was a
comment with fewer than ten space-separated strings (presumably, words), if the author’s
name contained the string "bot", if there were no spaces in the first 2048 characters, and
if less than 50% of all characters were alphabetic. This reduced the dataset size to 380,276.
We then formatted this data into dictionary-like datapoints with fields: subreddit, title,
date created, post/comment, author replies. We indcluded the last field because com-
ments written by the author as replies to their own post may contain additional relevant in-
formation when combined with with original post and other replies. We then passed these
through a task-dependent string-matching filters. For this dataset in particular, we listed strings
used commonly to refer to the treatments, ["ozempic", "mounjaro", "semaglutide",
"tirzepatide", "wegovy", "rybelsus", "zepbound"], included common misspellings
generated with GPT-4 and Perplexity, and filtered out datapoints that did not contain
any of these strings. Similarly, we listed keywords relevant to the outcome of inter-
est, ["kg", "kilO", "1b”, "pOllIld", "weigh", "dI‘Op", "1OSS", "lost", "gain",

"hb", "alc", "hemoglobin", "haemoglobin", "glucose", "sugar"] and filtered out
datapoints that did not contain any of these strings. This filtered dataset now contained 50,654
datapoints.

2. Filter by relevance. Next, we wrote a problem setting description and prompted GPT-3.5 Turbo
to determine whether the posts, along with auxiliary information from the formatted dictionaries
described above, were relevant to the described setting. The description and instructions for this
particular dataset are shown in prompt[2} We manually labeled a handful of datapoints as Yes or
No and included these as incontext examples to improve the LLM’s generations. We removed
datapoints that were deemed irrelevant, resulting in a "relevant" dataset of 21,229 datapoints.

3. Filter by treatment-outcome. To further filter the data to points that refer specifically to the
treatments and outcome of interest, we prompted GPT-3.5-Turbo to extract only information
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required to ascertain the treatment and outcome, as shown in prompt[3] Since the outcome for
this dataset, achievement of a target weight loss of 5% or more, may be reported in several ways,
we attempted to cover all those possibilities. Specifically, we prompted the LLM to extract the
user’s starting weight, end weight, change in weight and percentage of change in weight. Several
combinations of these attributes allow us to programmatically infer the final outcome. We also
extracted the units in which weight was reported, converting all extractions to be in Ibs. We filtered
out any datapoint for which the extracted treatment was not one of the treatments considered for
this task or for which it was not possible to infer the outcome using the above-mentioned extracted
information. This finally gave us a natural language dataset of 4619 relevant reports, each of
which contained treatment and outcome information pertaining to the defined problem setting.

4. Filter known covariates by inclusion criteria. To evaluate against the clinical trial, we further
filtered the dataset according to its inclusion criteria. At a high level, different strategies for this
filtering trade-off how strictly we match the criteria with how many datapoints remain in the
filtered set. Strict filtering to match every criteria exactly resulted in very few reports. Less strict
filtering to match a subset of the criteria resulted in predicted ATEs that varied depending on
which criteria we chose to satisfy, with no apparent task-agnostic principle to determine crucial
criteria. Finally, we used instructions shown in prompt 4] to extract covariates and aimed for a
set of reports with non-zero probability of satisfying these criteria. As described in item
of section ] and motivated in appendix [G] we extracted all covariates including ones related to
the inclusion criteria and removed datapoints whose extractions were not Unknown and failed to
satisfy the criteria above. This resulted in a dataset of 1265 reports.

5. Extract known and unknown covariates. Treating these 1265 reports as the final dataset from
which to estimate an ATE, we extracted the set of covariates given in our experiment definition.
We also included the duration of treatment as a covariate since this information is often reported
and is likely to influence the outcome. This extraction step was conditioned on inclusion criteria
being satisfied, a description of which was included in the extraction prompt, as in prompt [3}
We tuned the prompts for extracting attributes, which include general instructions for the task
and specific questions for each attribute. This was done by inspecting a handful of reports and
corresponding extractions and then modifying prompts to correct any observed errors.

6. Infer conditionals. We inferred conditional distributions from LLAMA2-70B for different ver-
sions of NATURAL, with the strategy described in item of section 4 and LLM inputs of
the form shown in prompt[6] Here, "conditioning on covariates”" was implemented by adding
questions about the covariates and their sampled answers to the input. For instance, for sex,
the question "What is the reported sex of the user?" was followed by its previously
extracted answer (Male or Female). The scoring strategy required enumerating possible op-
tions for treatments and outcomes for each input, which were ["Semaglutide like Ozempic
or Wegovy or Rybelsus", "Tirzepatide like Mounjaro or Zepbound"] and ["No",
"Yes"], respectively.

7. Weight reports according to inclusion criteria match. We also used LLAMA2-70B to compute
the weighting terms described in item [(viD)] of sectiond] Concretely, we constructed a prompt, like
prompt(7] describing the inclusion criteria listed in item[dof the experiment design above, followed
by a report, ; and an instruction asking the LLM to determine whether all the described criteria
are met. We then scored the possible answers, ["No", "Yes"], exponentiated and renormalized
them to obtain P(X € I | R;). We marginalized over reports to compute the denominator,
P(X € I), in the weight. The contribution of each report to the ATE estimates was weighted by
this relative likelihood of matching the in inclusion criteria of the experiment given the report.

8. Finally, given all the required extractions and conditional probabilities, we required discrete
covariates to plug them into our NATURAL estimators. Hence, we converted any continuous
covariates into discrete categories. These categories for each dataset are shown in table [ for all
our datasets. Different choices of discretization led to slightly different ATE predictions. We
found it most helpful to discretize continuous numerical covariates into intervals such that the
number of datapoints were roughly balanced across intervals. This avoided covariate strata with
too many or too few datapoints and resulted in ATE predictions from all NATURAL estimators
that were sufficiently close to the ground truth.

Adapting the pipeline to test trials. The decisions above in this color directly or indirectly
influenced the ATE and we made our choices with access to the ground truth for Semaglutide vs.
Tirzepatide. Hence, we call this a "tuned" setting. We fixed these decisions for the three test settings.
Note that no other aspect of the pipeline depends on the ATE. All the choices in this color are a
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function of the experimental design. Hence, the pipeline can be easily adapted to any new setting,
given its experimental design and without knowledge of the true ATE.

D LLM Prompts

Prompt 1: Semi-synthetic report generation (Hillstrom)

You are a user who used a website for online purchases in the past one year
and want to share your background and experience with the purchases on
social media.

## Attributes
The following are attributes that you have, along with their descriptioms.
> {features}

## Personality Traits

The following dictionary describes your personality with levels (High or Low)
of the Big Five personality traits.

> {traits}

## Your Instructions

Write a social media post in first-person, accurately describing the
information provided. Write this post in the tone and style of someone
with the given personality traits, without simply listing them.

Only return the post that you can broadcast on social media and nothing more.

## Post
>
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Prompt 2: Relevance filtering (Weight Loss)

You are an expert researcher looking around reddit for posts/comments
describing the effect of a treatment on weight loss or blood sugar level
experienced by the author.

## Problem Setting
> You are interested in self-reported effects of a treatment on a user who
took the treatment themselves. You want to be able to answer some or all
of the following questions from the text of the post or comment:
. Which treatment did the user take?
2. What change did they observe in their weight due to this treatment, and
during what duration did they observe this change?
3. What change did they observe in their blood sugar, aka HbAlc levels, due
to this treatment, and during what duration did they observe this change?
4. What are other attributes they report, e.g. age, sex, country of
residence, diabetes diagnosis, other treatments they have tried, or side
effects?

[

## Your Instructions

I will show you a post or comment, and contextual information about it. Based
on the given problem setting and contextual information, you need to
judge whether it is relevant to the problem setting described above or
not. Answer Yes if the post is relevant and No otherwise; nothing else.

Here are a few examples:

{incontext examples}

## Subreddit
> This post was found on the subreddit r/{subreddit}.

## Title
> This post was titled: {title}

## Date Created
> This post was created on {date_created}.

## Post
> {post}

The author also replied with the following in the thread:
> {replies}

Answer Yes if the comment is relevant and No otherwise, and nothing more.

## Your Answer
>
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Prompt 3: Treatment-outcome filtering (Weight Loss)

You are a medical assistant, helping a doctor structure posts about weight
loss treatments found on Reddit. Your task is to use the self-report to
interpret accurate information about the following fields and store them
in a JSON dictionary.

## Your Instructions

I will provide a post along with its subreddit name, title and date of
creation. You must return a valid JSON dictionary containing the
following keys along with the corresponding accurate information:

"start_weight": Numerical value for the user’s starting weight, before
starting the treatment described, sometimes referred to as SW.

"end_weight": Numerical value for the user’s current or final weight, at the
end of the treatment regime, sometimes referred to as CW.

"weight_unit": Units in which weight is reported: "kg" or "lb".

"weight_change": Numerical value for net change in the user’s weight. Use a
postive sign to indicate weight gain and negative sign for weight loss.
Leave blank if it is not possible to infer the change in weight.

"percentage_weight_change": Numerical value for percentage reduction in
user’s weight relative to their start weight. Use a postive sign to
indicate weight gain and negative sign for weight loss. Leave blank if
it is not possible to infer the percentage.

"drug_type": Treatment taken by the user: "Semaglutide", "Tirzepatide" or
"Other". Semaglutide includes Ozempic, Wegovy or Rybelsus. Tirzepatide
includes Mounjaro or Zepbound.

Assign a valid value to each key above. If you can’t find the required
information in the post, assign the value "Unknown". Remember to ONLY
return a valid JSON with ALL of the above keys and their accurate values.

Prompt 4: Covariate extraction (Weight Loss)

As a medical assistant aiding a physician, your role involves examining
Reddit posts discussing weight loss treatments and interpreting
self-reported information accurately. This data needs to be translated
into a well-structured JSON dictionary, with the most suitable option
chosen from the choices provided.

## Your Instructions

Assume a user shares a post along with related data. Your job will be to
create a dictionary comprising of the following keys as well as their
matching accurate data:

{covariate descriptions}

Please ensure you fill all the fields and that you choose a valid value for
each key from the provided options. Unfilled fields are not allowed. In
instances where certainty is impossible, make your best educated guess,
or provide the "Unknown" value. Note that your completed task should
ONLY yield a JSON containing ALL the listed keys alongside their
accurate values.

Here are a few examples:

{incontext examples}

## Input
{report}

## Output
>
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Prompt 5: Covariate imputation (Weight Loss)

You are a medical assistant tasked with creating a profile of a patient who
is taking a weight loss treatment, and presenting it as a JSON
dictionary with prespecified keys. Fill in suitable values for ALL the
keys. You can use information provided about the patient.

## Your Instructions

A patient has Type 2 Diabetes, is known to have taken Metformin for the last
3 months and has a BMI greater than 25 kg per meter squared.

Dosage for Semaglutide, Ozempic, Wegovy and Rybelsus is 1mg. Dosage for
Tirzepatide, Mounjaro and Zepbound is 5mg.

Create a possible profile for this patient with the following fields and
represent it as dictiomary:

{covariate descriptions}

Please ensure you fill all the fields with a valid value. Unfilled fields or
values like "Unknown" are not allowed. Note that your completed task
should ONLY yield a JSON containing ALL the listed keys alongside their
accurate values.

Here is an entry that the patient wrote about themselves, which may be useful
for your task.

## Input

{report}

## Output
>

Prompt 6: Conditional distribution inference (Weight Loss)

You are a medical assistant aiding a physician. I am going to ask you a few
multiple choice questions about some posts I just found online. Please,
answer accordingly.

## Your Instructions

I will give you a post about an individual’s experience with a treatment and
its effect on their weight, and a few questions with their correct
answers, followed by additional multiple choice questions and options to
choose from. Pick the right answer.

## Social Media Post
> {report}

## Questions and their correct answers
Q: {question about covariate X1} A: {X1 sample}.
Q: {question about covariate X2} A: {X2 sample}.

## Questions

Q: Which treatment did the user take?
Options: a) {t0} b) {t1}

A: {tO0}

Q: Did the user lose 5 or more percent of their initial weight?

Options: a) {y0} b) {yi}
A: {y0}

https://doi.org/10.52202/079017-2455 77186



Prompt 7: Inclusion weights (Weight Loss)

You are a medical assistant aiding a physician. Based on the following social
media post about an individual’s experience with a diabetes treatment
and its effect on their weight, evaluate whether the person meets ALL of
the following criteria:

1. Type 2 Diabetes: Diagnosed with Type 2 Diabetes and has an HbAlc between
7\/% and 10\/.

2. Metformin: Has been taking Metformin for at least the past 3 months.

. BMI: Has a BMI greater than 25 kg/m~2.

4. Medication Dosage: If taking Semaglutide (e.g., Ozempic, Wegovy,
Rybelsus), the dosage is Img; OR if taking Tirzepatide (e.g., Mounjaro,
Zepbound), the dosage is 5mg.

w

After analyzing the post, determine whether the individual meets ALL of the
above criteria.

Social Media Post
> {report}

## Question

Q: Does the user satisfy the given inclusion criteria?
Options: a) No b) Yes

A: {No/Yes}
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E Dataset Details

We provide further details about the treatments, outcomes and covariates, along with inclusion criteria
and discrete categories used in our experiments, for each dataset in tables[3|and 4]

Table 3: Treatments, outcomes and synthetic confounders (where applicable) for each dataset.

Dataset Treatment Outcome Synthetic confounder
Hillstrom email communication website visit newbie

Retail Hero SMS communication purchase age
Semaglutide vs. Tirzepatide corresponding drug weight loss of 5% or more NA
Semaglutide vs. Liraglutide corresponding drug weight loss of 10% or more NA
Erenumab vs. Topiramate corresponding drug  discontinuation due to adverse effects NA
OnabotulinumtoxinA vs. Topiramate  corresponding drug  discontinuation due to adverse effects NA

Table 4: Covariate descriptions, corresponding discrete categories and inclusion criteria enforced for
each dataset. Intervals for continuous numerical variables were determined from the extracted values
such that each discrete category is roughly balanced in terms of its number of datapoints.

Covariate Description Discrete categories Inclusion criteria
Hillstrom

recency number of months since last purchase [1—4,5—-8,9—12]

history dollar value of previous purchase [0 — 100, 100 — 200, ..., > 1000]

mens purchase of men’s merchandise [True,False]

womens purchase of women’s merchandise [True,False] NA
zip_code type of area of residence [Suburban area,Rural area,Urban area]

newbie new customer [True,False]

channel channel used for purchases [Phone,Web,Multichannel]

Retail Hero

avg. purchase avg. purchase value per transaction [1 — 263,264 — 396,397 — 611, > 612]

avg. product quantity avg. number of products bought <7,>7

avg. points received avg. number of points received [<5,> 5] NA

num transactions total number of transactions so far [<£8,9—15,16 — 27, > 28]

age age of user [< 45, > 45]

Semaglutide vs. Tirzepatide

age age of user [< 45, > 45]

sex sex of user [Male,Female] (t2 diabetes==True)
bmi body mass index of user [<28.5,> 28.5] & (7 < start HbAlc < 10.5))
start HbAlc initial glycated haemoglobin value [£7.5,>7.5] & (metformin==True)
start weight initial weight in Ibs [< 220, > 220] & (bmi > 25)
duration (days) number of days treatment was taken for [<£ 90, > 90]

Semaglutide vs. Liraglutide

age age of user [< 45, > 45]

sex sex of user [Male,Female] . o

bmi body mass index of user [< 28.5,> 28.5] & (;‘i‘ls‘t“a'fﬁ;;i“ﬁ)] .
start HbAlc initial glycated haemoglobin value [£7.5,>7] v =

start weight
duration (days)

initial weight in Ibs
number of days treatment was taken for

[< 220, > 220]
[< 120, > 120]

& (metformin/other==True)

Erenumab vs. Topiramate
age

sex

country

baseline MMD

duration (days)

age of user
sex of user
country of residence
initial number of monthly migraine days
number of days treatment was taken for

[< 32,> 32]
[Male,Female]
[United States,Canada,...]
[£6,> 6]

[< 30, > 30]

(18 < age < 65)
& (pregnant==False)
& (baseline MMD > 4)

OnabotulinumtoxinA vs. Topiramate
age

sex

country

baseline MMD

duration (days)

age of user
sex of user
country of residence
initial number of monthly migraine days
number of days treatment was taken for

[< 25,> 25]
[Male,Female]
[United States,Canada,...]
[< 15, > 15]

[< 30, > 30]

(18 < age < 65)
& (baseline MMD > 15)
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F Further Experimental Results

F.1 Known and Unknown/Imputed covariates for real data experiments

We refer the reader to figs. [6]to 9] for empirical distributions of covariates extracted by an LLM in its
first extraction as well as those imputed in its second imputataion conditioned on inclusion criteria.
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Figure 6: Distributions of "known" (top) vs "unknown" and imputed (bottom) covariates for Semaglu-
tide vs. Tirzepatide.
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Figure 7: Distributions of "known" (top) vs "unknown" and imputed (bottom) covariates for Semaglu-
tide vs. Liraglutide.

F.2 Balancing property of propensity scores

We refer the reader to Figure[I0]for visualizations of the propensity score corrected average treatment
effect on covariates for all test clinical settings. For each setting, our estimated propensity score
balances each covariate, far better than a uniform propensity distribution would.

Since covariates may take values at different scales, we computed the standard mean difference
(SMD) across cohorts for each covariate X (*) [16], given by:
X (1) = X®(0)

SMD = = .
V0.5 % (var(X (1)) + var(X©®(0)))

; 2n

where X () (1) — X()(0) estimates the average treatment effect on X (), using propensity score
weighting, and var(-) denotes sample variance.

77189 https://doi.org/10.52202/079017-2455



e
® o° N
E——
—
R ———
—

Extracted samples
£y

o n =
—
L=
=
—

—
——

NN oW WA
G & U o
S 3 & &

150

H
55 8
8 g8

[ T

Inclusion-conditional samples

v
o S
1
-

0 20 40 60 0.0 0.2 0.4 0.6 0.8 10 0 2 4 6 8 10 0 10 20 30 0 2000 4000 6000 8000
age sex country baseline_MMD duration_days
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Figure 9: Distributions of "known" (top) vs "unknown" and imputed (bottom) covariates for Onabo-
tulinumtoxinA vs. Topiramate.
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Figure 10: Propensity scores estimated with LLAMAZ2-70B balance covariates of the real clinical
datasets, far better than uniform scores do.

F.3 Sensitivity Analysis

While we rely on domain expertise to define the confounder set for each setting such that necessary
causal assumptions are satisfied, unobserved confoundedness remains a challenge. We followed
strategies in Lu and Ding [29]] to analyze the sensitivity of our ATE estimates to the degree of
unobserved confoundedness. Specifically, the idea is to introduce sensitivity parameters,

E[Y(1)|T =1, X]
E[Y(1)|T =0, X]

E[Y(0)|T = 1, X]
E[Y (0)|T = 0, X]

eo(X) = ande1(X) =
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which quantify the degree of unobserved confound- Table 5: NATURAL IPW for Semaglutide vs.

edness. In our case, sensitivity parameters are the Tirzepatide is robust to the degree of unob-
density ratio between likelihood of each potential served confoundedness shown below.
outcome in the treated vs. untreated group. The

ATE estimate is non-increasing in the sensitivity pa- ~ ~Z' | 100 105 110 115 120 125
rameters. So, for positive ATEs, we are looking for 1.00 945 651 385 141 083 -2.88
P : . 1.05 8.51 5.58 291 0.47 -1.76  -3.82

the .la'lrgest sensitivity parameters that maintain the 110 738 aed 197 046 270 a7
positivity of the ATE, which tells us the degree of LIS 664 371 104 -140 363 -5.69
b d f ded hat : . 1.20 5.71 2.77 0.10 -2.33 -4.57  -6.62
unobserved confoundedness that an estimator is ro- 25 | 177 T84 083 327 550 758

bust to. Table [5] shows that the direction (sign) of
NATURAL IPW ATE estimates for the Semaglutide vs. Tirzepatide dataset change from positive to
negative at large values of sensitivity parameters, implying that they are robust to large degrees of
unobserved confoundedness.

We further investigated the importance of each confounder as suggested by the leave-one-covariate-
out approach in Section 4 of Lu and Ding [29], by dropping that covariate as if it is an unobserved
confounder and measuring the corresponding worst-case (over all possible values of the remaining
covariates) sensitivity parameters with the remaining covariates. Figure [LT| shows contour lines
depicting NATURAL IPW ATE estimates at different values of sensitivity parameters for all our
real-world datasets. Orange regions denote sensitivity parameter values for which the sign of the
estimate ATE does not change, while blue regions denote the values that flip the direction of the
estimate. Stars show sensitivity parameters for each covariate in the different settings. Hence, this
estimator is sensitive to the covariate set and all covariates are important in the case of Semaglutide vs.
Tirzepatide, while most are important for Erenumab vs. Topiramate. The direction of ATE estimates
is not sensitive to covariates in the case of Semaglutide vs. Liraglutide and OnabotulinumtoxinA vs.
Topiramate, implying that the estimated causal effects could only be explained away by an unobserved
confounder that is stronger than all observed confounders.

/’* duation dy;a’lys

€0

(a) Semaglutide vs

(c) Erenumab vs. Topiramate (d) OnabotulinumtoxinA vs. Topiramate

Figure 11: NATURAL IPW ATE estimates for different values of sensitivity parameters in each real
setting. The orange (blue) region corresponds to ATEs with the same (flipped) sign as our estimates.
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G Inclusion Criteria conditioned Estimator

We are interested in an ATE conditioned on inclusion criteria denoted 1,

T(I)=E[Y(1)-Y(0) | X €1I]. (22)
Let 7(X,T,Y’) be a function such that
7)) =Exry[r(X,T,Y) | X €I]. (23)

For example, 7(I) can estimated by the IPW estimator,

Y (1-T)Y

e(X) 1—e(X)’

because the P(T' = 1|X = z,X € I) = P(T = 1|X = z) for all z € I. Throughout this

section, we operate under Assumptions [3]and 4] and assume that the LLM gives us access to the true
data-generating conditionals.

(X, T,Y) =

The law of total expectation gives us an estimator that can operate on samples of reports R:

T(I) = EX’T’y[T(X,T7Y) | X e I}
=EpxerExry[r(X,T,Y) | X € I, R]]

=Y P(R=r|X € NEx1y[r(X,T,Y) | X €I, R

= ZP(R = T)WEX,T,Y[T(X, T,Y)| X €I,R=r]

B P(X € I|R)
= R[WEX’T’Y[T(X’T,Y) |X€I,R}:| .
To summarize, we have the identities:
7(l) = Epjxer[Exry[7(X,T,Y) | X € I, R]] (24)
_ P(X € I|R)

We prompted LLAMAZ2-70B with descriptions of the inclusion criteria and each report to estimate
%, similar to other conditional distributions described in section and marginalized over

reports for the denominator.

It is also possible to avoid this weight computation at the expense of additional structural assumptions
on the data. We discuss these conditions below and show corresponding results for NATURAL
estimators in table

Let X € RP and let us make the following assumption on the inclusion criteria:

Assumption 5 (Inclusion criteria specification) The inclusion criterion I defines a box, i.e., it is
specified separately for each covariate dimension 1%,d € {1,..., D} and the set of covariates
satisfying every inclusion criteria is given by the product of individual criteria over the covariate

dimensions, i.e., {X € I} = HdDzl{Xd € 1%} where X% is the d-th dimension of X = (X%)1_,.

Recall from section [4] that inclusion-based filtering leaves us with reports whose covariates are either
“known” and satisfy their criteria or Unknown. We also have the value of the known covariates. Let
K € {0,1}P be the binary vector of variables K¢ that indicate whether the covariate X ¢ is found
to be “known” for a random report R. Let X* = (X9 : K? = 1) be the vector of length >, K¢
holding the values of the known covariates. For ease of notation, define the event that the known
covariates satisfy their criteria and the event that the unknown covariates satisfy their criteria:

(XK er®}y ={Xx?ecr1iVd: K'=1} (26)
(XK e Ky = (X1 Vd: K=0} (27)
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Notice that { X € 15} N {X1=K € ['=K} = {X € I}. Thus, after the filtering steps we have
{Ri, Ki, X4, (28)

K2
with the guarantee that the knowns satisfy their inclusion criteria, { X lK € I%i}. Formally, assuming
that the LLM computes the true conditional distribution of the data-generating process (Assumption ),
this gives us data sampled i.i.d. from P(R = r, K = k, X* = 2%| X% € I¥). Note, that we are
assuming the existence of an additional ground-truth random variable K in the data-generating
process that describes whether a covariate is knowable from a report. Here, we show how to estimate
7(I) from this dataset of filtered reports using importance sampling, under the following assumption:

Assumption 6 (Satisfaction of I by Unknown covariates) Satisfaction of inclusion criteria by un-
known covariates is conditionally independent of the report and the known covariates given satisfac-
tion of inclusion criteria by known covariates, i.e., for all v, k, x*:

P(R=r K=k Xt =aF| XK c X X1 K e '"KY=P(R=r K=k X" = 2" XX ¢ I¥)
(29)

One can derive the following identity in a similar fashion as eq.

P(R,K,XX|X €1)

_ K
7(I) = Eg g, xx|xKerx [P(R,K,XK|XK c IK)EX,T,Y[T(X,Tay) | X e LR, K,X"]|.

(30)
From assumption [f] the fraction above simplifies to 1, leaving us with the following estimator
1< _
(1) ==Y Ex,ny[7(X:,T;,Y;) | Xi € I Ry, K, X[, (31)
n
i=1

which can be computed from the information available at the end of filtering. In practice, we do not
condition the LLM on Kj in the final inference step [(vi)] which amounts to an additional conditional
independence assumption:

Assumption 7 (Conditional independence of knowable covariates) K 1l (TY) | (X, R).

Equation (3T) above can now be more efficiently estimated by prompting the LLM to extract covariates
under the constraints of the inclusion criteria for each report in our filtered dataset, and then following
the remaining steps in the pipeline to an ATE estimate.

Table 6: ATE estimates on real datapoints that are filtered according to inclusion criteria but not
weighted by the relative likelihood that they meet the inclusion criteria of the experiment given the
report. Best performing NATURAL estimators fall within 3 percentage points of their corresponding
ground truth clinical trial ATEs. Possible ATE values lie between —100 and 100.

Tuned Held-out
Semaglutide vs. Tirzepatide S lutide vs. Liraglutid Er b vs. Topiramate OnabotulinumtoxinA vs. Topiramate
(% weight loss > 5%) (% weight loss > 10%) (% discontinued due to AE) (% discontinued due to AE)
ATE (%) RMSE ATE (%) RMSE ATE (%) RMSE ATE (%) RMSE
Uncorrected —33.56 £ 0.77 43.67 —83.57 £ 0.43 68.87 29.07 £ 0.48 2.87 21.55 £ 1.22 19.49
N-MC OI 5.43 +£1.01 4.79 —7.71£0.91 7.05 23.91 +1.63 4.68 46.21 £ 1.94 5.55
N-MC IPW 5.23+0.93 4.97 —7.434+0.93 7.33 25.29 + 1.72 3.47 46.23 +£1.93 5.57
N-OI 4.36 + 2.05 6.09 —15.90 +1.14 1.65 31.21 £1.68 3.36 44.91 £ 1.46 4.17
N-IPW 8.83 +0.36 1.33 —12.21 +£1.09 2.72 27.90 + 0.99 1.06 42.60 £+ 2.02 2.58
Ground Truth 10.11 [NCT03987919. [18] —14.7 [NCT03191396, |81 28.3 [NCT03828539, |37] 41.00 [NCT02191579. 1391

77193 https://doi.org/10.52202/079017-2455


https://clinicaltrials.gov/study/NCT03987919
https://clinicaltrials.gov/study/NCT03191396
https://clinicaltrials.gov/study/NCT03828539
https://clinicaltrials.gov/study/NCT02191579

NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [ Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the relevant
information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s

contributions and scope?

Answer: [Yes]

Justification: We substantiate our claims through empirical evidence in section [f|and explicitly

state the assumptions under which they are expected to hold in section 3]

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims made in the
paper.

* The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss the limitations and broader impacts of our work in detail in section [5}

We further state the assumptions made by our work in section 3]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that the
paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to violations of
these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.
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* The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

» While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a

complete (and correct) proof?

Answer: [Yes]

Justification: While this is not a theoretical paper, we provide the full set of assumptions we

operate under and method derivations in section [3 with strategies to satisfy these assumptions

in section 4] and additional details and derivations about more nuanced steps of our method in

appendix [G]

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

 The proofs can either appear in the main paper or the supplemental material, but if they appear
in the supplemental material, the authors are encouraged to provide a short proof sketch to
provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experi-

mental results of the paper to the extent that it affects the main claims and/or conclusions of the

paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Experimental details to reproduce our datasets and empirical results are provided in

section 6] with further details like prompts used to query language models in appendix [D]

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived well by the
reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

« If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate the
results, access to a hosted model (e.g., in the case of a large language model), releasing of a
model checkpoint, or other means that are appropriate to the research performed.
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* While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either
be a way to access this model for reproducing the results or a way to reproduce the model
(e.g., with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to

faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: We plan to release code for reproducing all experimental results, along with scripts

for producing each dataset, with the final version of the paper.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

» While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

* The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

* Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLS to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,

how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: All details for datasets, tuning of the method and impact of different choices are

discussed in section [6] with additional details throughout the appendix..

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate

information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report standard error for all our main results in tables [T|and 2}

Guidelines:

* The answer NA means that the paper does not include experiments.
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10.

* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error of the
mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of
errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?

Answer: [Yes]

Justification: We use pretrained models for inference only and discuss the efficiency considerations

for different versions of our method in section ]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS

Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We conform to all aspects of the NeurIPS Code of Ethics.

Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration due
to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal

impacts of the work performed?

Answer: [Yes]

Justification: We dedicate a section to the limitations and broader impacts of our work in section 3}

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied to par-
ticular applications, let alone deployments. However, if there is a direct path to any negative
applications, the authors should point it out. For example, it is legitimate to point out that
an improvement in the quality of generative models could be used to generate deepfakes for
disinformation. On the other hand, it is not needed to point out that a generic algorithm for
optimizing neural networks could enable people to train models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for
monitoring misuse, mechanisms to monitor how a system learns from feedback over time,
improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of

data or models that have a high risk for misuse (e.g., pretrained language models, image generators,

or scraped datasets)?

Answer: [Yes]

Justification: We do not release any large models. We do however plan to release scripts to

reproduce our dataset, ensuring they rely on publicly available data.

Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere
to usage guidelines or restrictions to access the model or implementing safety filters.

» Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the

paper, properly credited and are the license and terms of use explicitly mentioned and properly

respected?

Answer: [Yes]

Justification: We cite all original owners of code, data, and model used in this work.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation

provided alongside the assets?

Answer: [NA]

Justification: We do not release new assets.

Guidelines:

* The answer NA means that the paper does not release new assets.
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14.

15.

» Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

 The paper should discuss whether and how consent was obtained from people whose asset is
used.

* At submission time, remember to anonymize your assets (if applicable). You can either create
an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper

include the full text of instructions given to participants and screenshots, if applicable, as well as

details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Including this information in the supplemental material is fine, but if the main contribution of
the paper involves human subjects, then as much detail as possible should be included in the
main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Sub-

jects

Question: Does the paper describe potential risks incurred by study participants, whether such

risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals

(or an equivalent approval/review based on the requirements of your country or institution) were

obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly
state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

* For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
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