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Abstract

In this paper, we introduce faster accelerated primal-dual algorithms for minimizing
a convex function subject to strongly convex function constraints. Prior to our
work, the best complexity bound was O(1/¢), regardless of the strong convexity of
the constraint function. It is unclear whether the strong convexity assumption can
enable even better convergence results. To address this issue, we have developed
novel techniques to progressively estimate the strong convexity of the Lagrangian
function. Our approach, for the first time, effectively leverages the constraint strong
convexity, obtaining an improved complexity of O(1/4/€). This rate matches the
complexity lower bound for strongly-convex-concave saddle point optimization
and is therefore order-optimal. We show the superior performance of our meth-
ods in sparsity-inducing constrained optimization, notably Google’s personalized
PageRank problem. Furthermore, we show that a restarted version of the proposed
methods can effectively identify the optimal solution’s sparsity pattern within a
finite number of steps, a result that appears to have independent significance.

1 Introduction

In this paper, we are interested in the following convex function-constrained problem:
mingern  f(x) st. gi(x) <0, 1 <i<m, )

where f : R” — R is a convex continuous function and bounded from below and g; : R — R,
1=1,2,...,m, are strongly convex continuous functions. An important application of this problem,
commonly encountered in statistics and engineering, involves the objective f(x) as a proximal-
friendly regularizer and g;(x) as a data-driven loss function used to gauge model fidelity.

To apply first-order methods for the above function-constrained problems, a common strategy
involves a double-loop procedure that repeatedly employs fast first-order methods, such as Nesterov’s
accelerated method, to solve specific strongly convex proximal subproblems. Popular methods among
this category include Augmented Lagrangian methods [18 [33]], level-set methods [21], penalty
methods [[17]. When both f(x) and g;(x) are convex and smooth (or composite), it has been found
that these double-loop algorithms can attain an iteration complexity of O(1/¢) to achieve an e-error
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in both the optimality gap and constraint violation. When the objective is strongly convex, the
complexity can be further improved to O(1/+/¢) ([33} 21).

In contrast to these double-loop algorithms, single-loop algorithms remain popular due to their
simplicity in implementation. Along this research line, [32] developed a first-order algorithm based
on linearizing the augmented Lagrangian function, which obtains an iteration complexity of O(1/¢).
[34] extended the augmented Lagrangian method to stochastic function-constrained problems where
both objective and constraint exhibit an expectation form. Viewing as a special case of the
min-max problem:

minyecpn maxyerm L£(X,y) := f(x) + Z:’;l ¥igi(x), sty; >0,i=1,2...,m, (2)

[T1]] proposed to solve (I)) and () by an accelerated primal-dual method (APD), which generalizes
the primal-dual hybrid gradient method [6] initially developed for saddle point optimization with
bilinear coupling term. Under mild conditions, APD achieves the best iteration complexity of O(1/¢)
for general convex constrained problem and a further improved complexity of O(1/+/¢) when f(x)
is strongly convex. [4]] proposed a unified constrained extrapolation method that can be applied to
both deterministic and stochastic constrained optimization problems.

Despite these recent progresses, to the best of our knowledge, all available algorithms are suboptimal
in the presence of strongly convex function constraints (). Specifically, direct applications of previ-
ously discussed algorithms yield an O(1/¢) complexity, which is inferior to the O(1/+/€) optimal
bound for the strongly-convex-concave saddle point problem [22]. It is somewhat unsatisfactory that
the strong convexity of g(x) has not been found helpful in further algorithmic acceleration. The core
underlying issue arises from the dynamics of saddle point optimization: it is the strong convexity
of L(-,y) that offers more potential acceleration advantages, yet the strong convexity of L(-,y) is
substantially harder to estimate than that of g(x). This difficulty is compounded by the interplay
between g(x) and the varying dual sequence {y }. The challenge naturally leads us to question: Is
it possible to further improve the convergence rate of first-order methods for solving the strongly
convex constrained problem (I)?

Key intuitions We make an assumption that the minimizer of f(x) is infeasible for the function
constraint g;(x) < 0, 1 < ¢ < m. If this assumption were not made, we would be dealing with an
unconstrained optimization problem that would not depend on g(x). This assumption also implies
that the optimal dual variables are non-zero, and as a result, the Lagrangian function is strongly
convex with respect to x. By leveraging the strong convexity, we can use more aggressive step sizes
and achieve faster convergence rates compared to other state-of-the-art algorithms.

Applications in sparsity-constrained optimization We consider the constrained Lasso-type prob-
lem, which minimizes a sparsity-inducing regularizer while explicitly ensuring data-driven error
remains controlled:

mingern ||x]|1 st g(x) <0, 3)

where g(+) is a convex smooth loss term. A motivating application is the approximate personalized
PageRank problem [B], where g(x) = 3(x,Qx) — (b,x) is strongly convex quadratic and Q
integrates the graph Laplacian with an identity matrix. Compared to the standard Lasso problem [30],
minyegrn g(x)+A||x||1, the constrained problem (3)) offers enhanced control over the data fitting error.
This advantage, however, is counterbalanced by the challenge of dealing with a nonlinear constraint.
Besides concerns about the efficiency in solving (@), it is often desired to show the active set (or
sparsity) identification, namely, the nonzero patterns of the optimal solution x* can be identified
by the solution sequence {x} in a finite number of iterations. Identifying the embedded solution
structure within a broader context is referred to as the manifold identification problem [31} [12].
Exploiting the sparsity pattern is particularly desirable in large-scale PageRank problems, as it could
result in significant runtime savings. For the regularized Lasso-type problem, it has been known
that proximal gradient methods (e.g. [[14}[19} [24]) possess the finite active-set identification property.
Specifically, [24] introduced “active set complexity”, which is defined as the number of iterations
required before an algorithm is guaranteed to have reached the optimal manifold, and they proved
the proximal gradient method with constant stepsize can identify the optimal manifold in a finite
number of iterations. However, for the problem (EI), it remains unclear whether first-order methods
can identify the sparsity pattern in finite time.
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Contributions We address the theoretical questions about strongly convex constrained optimization
and the application of sparse optimization. Our contributions are summarized as follows.

First, we present a new accelerated primal-dual algorithm with progressive strong convexity estimation
(APDPro) for solving problem (). APDPro employs a novel strategy to estimate the lower bound of
the dual variables, which leads to a gradually refined estimated strong convexity modulus of £(-,y).
With additional cut constraints on the dual update, APDPro is able to separate the dual search space
from the origin point, which is critical for maintaining the desired strong convexity over the entire
solution path. With these two important ingredients, APDPro exhibits an O ((||xo — x*|| + Dy)/+/€)
complexity bound to obtain an e-error on the function value gap and constraint violation, where Dy
is a known upper-bound of ||yo — y*||. Moreover, we show that for the last iterate to have an ¢ error
(ie., [xgx — x*||* < &), APDPro requires a total iteration of O((||xo — x*|| + [lyo — ¥*[)/VE).
Both complexity results appear new in the literature for strongly convex-constrained optimization.

Second, we present a new restart algorithm (rAPDPro) which calls APDPro repeatedly with the input
parameters properly changing over time. Different from APDPro, rAPDPro dynamically adjusts the
iteration number of APDPro in each epoch based on the progressive strong convexity estimation. We
show that rAPDPro exhibits a complexity of O(log(Dx /v/€) + Dy /+/2) to ensure e-error in the
last iterate convergence where D is the estimated diameter of the primal feasible domain. While
it is difficult to improve the overall O(1/4/¢) bound, rAPDPro appears to be more advantageous
when Dx and Dy are the same order of ||xg — x*|| and ||y — y*||, respectively, and Dx > Dy.
In addition, we show that a similar restart strategy can further accelerate the standard APD. The
multistage-accelerated primal dual method (msAPD) obtains a comparable O(1/+/¢) complexity of
APDPro without introducing additional cut constraint.

Third, we apply our proposed methods to the sparse learning problem (3)). In view of the theoretical
analysis, all our methods converge at an O(1/+/¢) rate, which is substantially better than the rates of
state-of-the-art first-order algorithms. Moreover, we conduct a new analysis to show that the restart
algorithm rAPDPro has the favorable feature of identifying the optimal sparsity pattern. Note that
such active-set/manifold identification is substantially more challenging to prove due to the coupling
of dual variables and constraint functions. To establish the desired property, we develop asymptotic
convergence of the dual sequence to the optimal solution, which can be of independent interest.

Outline Section [2] sets notations and assumptions for the later analysis. Section [3| presents the
APDPro algorithm and develops its stepsize rule and complexity rate. Section 4] presents the
restart APDPro (rAPDPro) algorithm. Section [5|applies our proposed methods for sparsity-inducing
optimization and shows the sparsity identification result for rAPDPro. Section [6|empirically examine
the convergence performance and sparsity identification of our proposed algorithms. Finally, we draw
the conclusion in Section[7] All the missing proofs are provided in the appendix sections.

2 Preliminaries

We use bold letters like x to represent vectors. Suppose x € R", ¢ > 1, we use [|x||, =
(30, x| 7)1/ to represent the I,-norm, where x ;) is the i-th element of x. For brevity, || x| stands
for I5-norm. For a matrix A, we denote the matrix norm induced by 2-norm as || A[| = sup <1 [[Ax]|.
The normal cone of ¢/ at u is denoted as Ny/(u) := {v | (v,x —u) < 0,Vx € U}. Let B(x,r) be
the closed ball centered at x with radius r > 0, i.e., B(x,7) = {y | ||ly — x|| < r}. We denote the
set of feasible solutions by X := {x | g;(x) < 0,Vi € [m]} and write the constraint function as
G(x) := [g1(X), - ., gm(x)]". We assume each g;(x) is a y; strongly convex function, and denote
poi= (1, pm] . Let [m] := {1,...,m} for integer m. We denote minimum and maximum
strongly convexity j := min;emy){/; }, and fi := max;¢m,){;} and the vector of elements 0 by 0.
The Lagrangian function of problem (I)) is given by £(x,y) := f(x) + (y,G(x)) where y € R
Definition 1 (KKT condition). We say that x* satisfies the KKT condition of (1) if there exists a
Lagrangian multiplier vector y* € R such that 0 € 0,L(x*,y*) and (y*,G(x*)) = 0.

The KKT condition is necessary for optimality when a constraint qualification (CQ) holds at x*. We
assume Slater’s CQ (Assumption [I)) holds, which guarantees that an optimal solution is also a KKT
point [3].

Assumption 1. There exists a strictly feasible point X € R™ such that G(X) < 0.
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We use X to denote a strictly feasible point throughout the paper. Moreover, we require Assumption 2]
to circumvent any trivial solution.

Assumption 2. For any x{; € argming cg. f(x), there exists an i € [m] such that g;(x§) > 0.

Remark 1. Assumption[2]is essential for our analysis. While verifying Assumption 2| can be indeed
challenging, it is achievable for the sparsity-inducing problem considered in our paper. In this
example, the solution xi; = 0 is the single minimizer of the sparsity penalty.

Next, we give several useful properties about the optimal solutions of problem (T)). Please refer to
Appendix [D.T|for the proof of Proposition [I]and Appendix [D.2]for the proof of Proposition 2]

Proposition 1. Suppose Assumption[I|holds. Then, for any optimal solution x* of problem (1)), there

exists y* € R™ such that KKT condition holds. Moreover, y* falls into set Y := {y | |ly[1 < ¢},
= ._ J(X)—minyegrn f(x)

where ¢ := it { 9. (0]

Proposition 2. Under Assumption 2] x* is the unique solution of (1). Furthermore, set Y* =

argmaxy cgm L(x*,y) is convex and bounded.

In view of Assumption [2] Proposition 2] and closedness of the subdifferential set of proper con-
vex functions [2| Theorem 3.9], [27, Chapter 23], we know that dist(Jf(x*),0) > 0, where
dist(0f(x*),0) := mingcys(x+) [|€]|. Furthermore, we make the following assumption:

Assumption 3. Throughout the paper, suppose that a constant r satisfying
dist(9f(x*),0) > r > 0, 4)
is known.

We give some important examples for which the lower bound r can be estimated. Suppose f(x) is
a Lasso regularizer, i.e., f(x) = ||x||1, then r = 1 satisfies {@). More general, consider the group

Lasso regularizer, i.e., f(x) = Zf;l pillx(i) ||, where x;) € R and Zil b; = n, B is the number
of blocks, then 7 = min;e (g {p;} when x* # 0. Another example is f(x) = c'x, then we have
r= el

Remark 2. Condition (@) is similar to the bounded gradient assumption that has been used for
accelerating the convergence of the Frank-Wolfe algorithm. See Appendix|B|for more discussions.

When considering the Lipschitz continuity of function in R™, even quadratic functions are not
Lipschitz continuous. However, the Lipschitz continuity of g; (z) is crucial for algorithm convergence.
Therefore, we define the bounded feasible region in the following proposition, with its proof provided

in Appendix[D.3]

Proposition 3. Let X := B(X, min; e[y, 2
Assumptions|l|and|2| we have x* € int X.
Assumption 4. There exist Lx, Lg > 0 such that

—2g:(x])

o ), where x} = argmin, cgn g;(x). Then under
K3

IVG(x) = VG| < Lx[x - x|, vx,x € &, )
1G(x) = G| < Lellx = x[|, vx,x € &, (©)

where VG(x) == [Vg1(x), -+, Vgm(x)] € R"*™ and X is defined in Proposition 3|
The Lipschitz smoothness of the Lagrangian function with respect to the primal variable x is crucial for
the convergence of algorithms. Given that the dual variable y is bounded from above, and considering

the smoothness of the constraint functions, we can derive the smoothness of the Lagrangian function.
Combining (3)) and the fact ||y || < |||l < ¢ Vy € Y, we obtain that

IVGx)y = VG(XR)yl| < Lxy|x - x| ¥x,x € X, Vy €V, o)

where Lxy = ¢Lx. For set X', ), we use Dx and Dy to denote their diameters, respectively, i.e.,
Dx = maxyx, x,ex [[x1 — X2 and Dy := maxy, y,ey [[y1 — vzl
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Algorithm 1 Accelerated Primal-Dual Algorithm with Progressive Strong Convexity Estimation
(APDPro)
Require: 79 > 0,00 > 0,x0 € X, y0 € V,p0 > 0,N >0

1: Initialize: (x_1,y_1) + (X0,¥0),X0 < X0, 0-1 < 00, 1o =0

2: Set Axy = %Dg( + T}TOD%—

3: fork=0,1,...,N do

4 Ve iy eRT|yli-p =} NV,

5: z, — (1 + op—1/0k)G(xk) — (0k—1/0k) G (X—1)

6: Vi1 ¢ argming cy |y — (yi + owze)||?

7: Xp1 < ProxXg v (X — 7% VG (Xk)ykt1, Tk)

8: Compute ty, Xgt1 < (TeXp + teXpa1)/ (T + ), Trr1 < Tr + t
9: Update py11 < IMPROVE(xy, Xp, %, AT—Y, Pk)

10: Update 7441 and o1 depending on pg1

11: end for

12: Output: Xpyy1,yN+1 _
13: procedure IMPROVE(X, X, 3, 5, poid)

_ = 2 7 - -2
14:  Compute p = p - max {7‘[||VG(X)|| + Lx /26 g [LTX\/Q% + ;j‘,g + “VC,’;.(X)”} }

15: Set prew = max{pow, p}
16: return pney
17: end procedure

3 APD with progressive strong convexity estimation

We present the Accelerated Primal-Dual Algorithm with Progressive Strong Convexity Estimation
(APDPro) to solve problem (IJ). For problem (I)), APDPro achieves the improved convergence rate
O(1/+/¢) without relying on the uniform strong convexity assumption [[11}[22]]. For the rest of this
paper, we denote prox; y (X — 7z, 7) = argming . f(X) + (z,%) + ﬁ |% — x||? as the proximal
mapping.

We describe APDPro in Algorithm[I] The main component of APDPro contains a dual ascent step
to update y, based on the extrapolated gradient, followed by a primal proximal step to update xy.
Compared with standard APD [11], APDPro has two more steps. First, line 4] of Algorithm [I]applies
anovel cut constraint to separate the dual sequence {y}, } from the origin, which allows us to leverage
the strong convexity of the Lagrangian function and hence obtain a faster rate of convergence than
APD. Second, to use the strong convexity more effectively, in line [9] we perform a progressive
estimation of the strong convexity by using the latest iterates xj, and Xj. Throughout the algorithm
process, we use a routine IMPROVE to construct a non-decreasing sequence {py }, which provides
increasingly refined lower bounds of the strong convexity of the Lagrangian function.

The IMPROVE step In order to estimate the strong convexity of the Lagrangian function, we
rely on the subdifferential separation (eq. (d)) to bound the dual variables. From the first-order
optimality condition in minimizing £(x,y*) and the fact that x* € int X’ (Proposition , we have
0 € 9f(x*) + VG(x*)y* + Nx(x*) = f(x*) + VG (x*)y*. It follows from () that

r < IVGE)Y | < IVGE] - Iy < Iy L[V G6)], ®)
where the last inequality use the fact that || - || < || - ||1. Note that the bound ||y*||y > r/||VG(x*)]|
can not be readily used in the algorithm implementation because x* is generally unknown. To resolve
this issue, we develop more concrete dual lower bounds by using the generated solution x in the
proximity of x*. As we will show in the analysis, APDPro keeps track of two primal sequences
{xy} and {%;}, for which we can establish bounds on ||x; — x*||? and (y*) " p - [|x — x*||?/2,
respectively. This drives us to develop the following lower bound property, with the proof provided
in Appendix
Proposition 4. Suppose Assumptiond| holds. Let y* € Y* be a dual optimal solution.

1. Suppose that |%X — x*||?> < 23, then we have
. N 5 ~1
Iy*[ls > h1 (%, B) = r[[VG(X)| + Lx /28] . ©
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2. Suppose (y*) T - ||% — x*||? < 28, then we have

—2
2
ly* s > ha(%, B) - [LX\/Q,L 5;‘f+”m<"”} : (10)

Our next goal is to conduct the convergence analysis for APDPro in Theorem |1{and Corollary
Complete proof details are provided in Appendix [E.2]and [E.3]

Theorem 1. Suppose for any y* € V*, (y*) " > po holds, and let the sequence {Ty, 0%, tx, pri1}
generated by Algorithm|l|satisfy:

b (T = pen) Ser s benoy Steoyt, Ly + Lgox <t (D)
Then, the set Yy, is nonempty and Y* C V. Let A(X,y) := 2TO lx — xol|% + 200 ly —vol*,¥yx =
1! Zf;ol tsys. The sequence {Xy, Xy, ¥} generated by APDPro satisfies
tr_ 1Tt % _ * * = * *
S X = xk P+ LRk, Y ) — LK, T K) < A-AKXEyT). (12)
Next, we develop more concrete complexity results in Corollary[I]
Corollary 1. Suppose that oy, Ty, ty, satisfy:

-1
7o - > Lxy + Lgo0, ty = ok /00,

(13)
Tkl = T/ 1 + Prt1Ths Okl = OkTh/Tht1
Then we have
F®a) = F) < e (2 %0 = X717 + 25 ).
IGEN < sty (2 1%0 — X' I12 + 22), (14)
3lxr = x*||* < mﬁ(x YY)

where e = (J(x*) — mine J)),mingepmy{—gs(R)} > 0. 5 = 25°°_q s/ (k(k + 1)) and jy
satisfy the following condition, py+1 = /prk® + (3pr+1pr)k/(k + 1), p1 = 3+/p1/70.

Remark 3. In view of Corollary|l} APDPro obtains an iteration complexity of O(1/+/pxe), which
is substantially better than the O(1/¢) bound of APD [IL1|]] and ConEx [4|] when the strong convexity
parameter py is relatively large compared with ¢.

Remark 4. Additionally, we argue that even when px = O(e), APDPro can obtain the
matching O(1/¢) bound of the state-of-the-art algorithms. Specifically, using the definition of
Ok, Tk, We can easily derive the monotonicity of {oy}. It follows from o1 = Trok/Thr1 =
TkO'k;/(Tk/\/l“FPk;J,-lTk) > oy, that T}, = Z]; étk = 00_1 Zf éak > k. Using a sim-
ilar argument to that of Corollary (I} we obtain the bound f(xk) — f(x*) < O(1/K) and
[[GxK)]+ ]| < O1/K).

Remark 5. The implementation of APDPro requires knowing an upper bound on ||y*||. When the
bound is unavailable, [11] developed an adaptive APD which still ensures the boundedness of dual
sequence via line search. Since our main goal of this paper is to exploit the lower-bound rather than

4 APDPro with a restart scheme

Note that in the worst case, APDPro exhibits an iteration complexity of O((Dx + Dy)/+/€), which
has a linear dependence on the diameter. While the O(1/+/2) is optimal [23]], it is possible to improve
the complexity with respect to the primal part from O(Dx /y/€) to O(log (Dx /y/€)). To achieve
this goal, we propose a restart scheme (rAPDPro) that calls APDPro repeatedly and present the
details in Algorithm 2] Inspired by [16]], we set the iteration number as a function of the estimated
strong convexity, detailed in the TERMINATEITER procedure. For convenience in describing a
double-loop algorithm, we use superscripts for the number of epochs and subscripts for the number of
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Algorithm 2 Restarted APDPro (rAPDPro)
Require: pj\,: >0,6 >0, €(0,1),6 €(0,1), xj}il,y]}il,S

1: Compute 7 = (1 — v9)(Lxy + Lé&/é)_l
2: fors=0,1,...,5do ) ) ) . )
3 g =T00=0,(x2,y%) < (Xy, 1, YN, ) (%6, ¥0) < (XN YN )00 = PN,
4: Set Axy = D% + 55 D3 0%, + 0§, T5 =0,k =0,p5 =1,N, = ¢
0 0
5: while £ < N, do
6: Run line [4}{10|of APDPro with index set (s, k)
7: Update Ny, p;., | < TERMINATEITER(), pi 1,5, k), k <k + 1
8: end while
9: end for

10: Output: X3,y
11: procedure TERMINATEITER(p4, 9, S, k)
%—HV ﬁgldkz + 3pﬁoldk k>1

3v/p/To k=1

13: Compute N = [max{6(pnew7s) ", V2 - 3V2Dy [ (prewDx \/7503) }
14: return N, pyew
15: end procedure

12: Compute prew = {

sub-iterations in parameters X, y, 7, o, e.g., X7 meaning the x output of first iterations at S-th epoch.
To avoid redundancy in the Algorithm 2] we call the APDPro iteration directly. Note that the notation
system here is identical to that of APDPro, with the only difference being the use of superscripts to
distinguish the number of epochs.

In Theorem 2] we show the overall convergence complexity of rAPDPro with the proof provided in
Appendix
Theorem 2. Let {x§}s>0 be the sequence generated by rAPDPro, then we have

x5 —x*||? < A, = D% -27%, Vs >0. (15)

As a consequence, tAPDPro will find a solution x§ such that ||x5 — x*||? < e for any € (0, D%)
in at most S := {logz(Dg( / 5)] epochs. Moreover; The iteration number of tAPDPro to find x§ such
that ||x§ — x*||? < ¢ is bounded by

19 D 6(v2+2) D
T = (J2 +2) [k)gg Dx 1] (2. (2y), (16)
where wy and wy satisfy Zf:o(ﬁ?\h)il = (@)7'(S + 1) and Zf:o \/is/fﬁvs -

(cog)~t Zf:o V2’| respectively.

Remark 6. The bound T depends on €, @y and w;. If w1 = O((—logy v/2)™1) or wa = O(V/2),
then we have T, = oo, which implies that we can not guarantee ||x§ — x*|| < ¢ at finite iterations.
T. = oo implies that there exists an epoch with infinite sub-iterations. Hence, rAPDPro is reduced to
APDPro if we only consider that epoch.

Remark 7. Comparison of rAPDPro and APDPro involves a number of factors. In particular,
rAPDPro compares favorably against APDPro if ||xg — x*|| = Q(y/elog Dx). Moreover, the
complexity (16) can be slightly improved if Dx is replaced by any tighter upper bound of ||x§ — x*||.
However, it is still unknown whether we can directly replace D x with ||x§ — x*|| in (16).

Dual Convergence For dual variables, we establish asymptotic convergence to the optimal solution,
a key condition for developing the active-set identification in the later section. For ease in notation, it
is more convenient to label the generated solution as a whole sequence using a single subscript index:
X1,X2,...,XN;¥1,¥2, .., ynN. Hence, we use the index system j and (s, k) interchangeably. Note
that {x§*', y5*'} and {XN. 411, YN, 11} correspond to the same pair of points. We present the dual
asymptotic result in the following theorem, with the proof provided in Appendix [F.2]

Theorem 3. Assume 7~ > p and choose vy > 0 such that 1 > inf;>o{cj_1/0;} > § + vo. We
have (x*,y*) satisfy the KKT condition, where y* is any limit point of {y; } generated by rAPDPro.
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Remark 8. To establish the asymptotic convergence of the dual variable, we introduce an addi-
tional constant § € (0, 1), which implies that the initial step size must meet a stricter requirement
than the convergence condition specified in Corollary Since o} /oy_y = 1+ pime {pi}
is bounded due to the boundedness of the dual variable, {1} is monotonically decreasing, then
info<r<n.{0f_,/03} > (1 + p7)~ Y2 Hence, inequality, 1 > inf;>o{c;_1/0;} > & + vy, is al-

ways satisfiable if we choose proper 8, vy such that (1+p7) =2 > § 4+ vy. Furthermore, Assumption

(7)Y > pis mild. Since we always choose & large enough in tAPDPro, T can be sufficiently small.

Remark 9. Both algorithms proposed previously require solving quadratic optimization with linear
constraints when updating dual variables, which may introduce implementation overheads when
the constraint number is high. Inspired by the multi-stage algorithm, we additionally propose an
algorithm (Multi-Stage APD, msAPD) that uses different step sizes in different stages and dynam-
ically adjusts the number of iterations in each stage by leveraging strong convexity, as detailed in

Appendix[H|
5 Active-set identification in sparsity-inducing optimization

In this section, we apply our proposed algorithms to the aforementioned sparse learning problem:
min f(x), s.t. g(x) <0, Xx =xX(1) X ... X X(p), X € R",1 <i < B, (17)

where f(x) = ZB 1 Di Hx(l) || is the group Lasso regularizer and g(x) is a strongly convex function.
We use x(;) to express the i-th block coordinates of x. The goal of this section is to show that rAPDPro
can identify the sparsity pattern of the optimal solution of (17) in a finite number of iterations.

In general, suppose that f(x) has a separable structure f(x) = ZZ 1 fi(x¢)), we define the active
set A(x) for f(x) by A(x) := {i : 0fi(x(;)) is notasingleton} For f( ) = Zi:l pillxe I, it
is easy to see that A(x) is the index set of the zero blocks Ax*) = {i: X[y = 0}. Next, we
describe one property for the optimal solution of (17)) in Pr0p051t10n [5] with the proof provided in
Appendix [G.1]

Proposition 5. Under Assumptions|[I|and[2] the KKT point for is unique.

To identify the sparsity pattern (active set) of the optimal solution, it is common to assume the
existence of a non-degenerate optimal solution, which is stronger than the standard optimality
condition [24]29]. We say that x* is non-degenerate if 0 € ri 0L(x*,y*) = ri(0f(x*)+Vg(x*)y™*)
for the Lagrangian multiplier y*, where ri stands for the relative interior. More specifically, (x*,y™*)
satisfies the block-wise optimality condition

—[Va(x")y"lu) = Vfi(x(;), if i ¢ A(x"),

—[Vg(x*)y*] ) € int (0f;(x 1))), if i € A(x*).
Inspired by [24], we use the radius 7 := min;e ax-) {pi — | [Vg(x*)y*]()|| }, which describes the
certain distance between the gradient and ' subdlfferentlal boundary" of the active set. We demonstrate

in the following theorem that the optimal sparsity pattern is identified when the iterates fall in a
neighborhood dependent on 7, with the proof provided in Appendix [G.2]

Theorem 4. Ser X := B(i, M, ) 21/ 2917+g) with ¢ > 0and 3Ly -(F+(2Lxy)~1)-¢ >
nT in tAPDPro, then we have there exists a epoch S’o such thatx(i) = xk(i), s> S’o, Vk € [N], Vi €
A(x*).

Remark 10. The active-set identification result is achieved using the optimality condition at the next

iterate XI’H'1 To ensure x’“‘1 int X, we define an expanded region, which prevents cases where
the normal cone differs from {0}.

6 Numerical study

In this section, we examine the empirical performance of our proposed algorithms for solving the
sparse Personalized PageRank [8 (9, 23]]. The constrained form of Personalized PageRank can be

https://doi.org/10.52202/079017-2461 77416



100 B—E——E— . —
1071
%
o ®..o
10-3 —e— APD 10-2{ —e— APD :
g ~#- Mirror-Prox ~#- Mirror-Prox ‘1-.'._'
10-6| ~®— APD B 107> v =¥ rAPDPro 10-4{ ~¥ TrAPDPro
-@- Mirror-Prox T Yy A <@ msAPD -@. msAPD
10-8 =¥ rAPDPro N = 1077 v —4— APD+restart —4— APD+restart
.. -6 v
o] @ msAPD .. & N 10 —¥ —¥ ¥ e Ve Y Y -
10 —#— APD+restart .| 10 yrees ?
0 1 2 3 4 5 0 1 2 3 4 5 0.0 0.5 1.0 15 2.0
led le3 le5
107!
, B E—{E — — —
1073 10 \ R -4
—e— APD s \ o
_ 10 \ “.
107° ~#- Mirror-Prox \ e,
—e— APD X 10-7 ~¥- rAPDPro 1077 \ —e— APD
~#- Mirror-Prox s-_V\ -4@- msAPD V\ ~#- Mirror-Prox
10784 —w- rAPDPro : “ 10-° —4— APD+restart 1079 1 ~¥- rAPDPro
o] @ msarD : ~ - Y H @ msAPD
10 ~— APD-restart '.--.,_' 10 \YE 1071 1 ~<— APD-restart
. : i
0 1 2 3 4 5 0 1 2 3 4 5 0.0 0.5 1.0 15 2.0
led le3 1le5
Figure 1: The first row describes the convergence to optimum, where the y-axis re-

ports logyo((|DV2xklly — |[D'/?x*|[1)/[|D'/*x*||) for rAPDPro, and log,o((|[D"/*%x |1 —
| DY/2x*||1) /|| D'/?x*||1) for APD, APD+restart, msAPD and Mirror-Prox (x* is computed by
MOSEK [1I]). The second row describes feasibility violation, where y-axis reports the feasibility gap
logo(max{0, G(xx)}) for rAPDPro, and log, ,(max{0, G(X;)}) for APD, msAPD and Mirror-Prox.
Datasets (Left-Right order) correspond to bio-CE-HT, bio-CE-LC and econ-beaflw.

written as follows: minkep» |[DY2x[|; s.t. 3 (x,Qx) — a(s, D~/?x) < b, where @, D and
s are generated by graph. We implement both rAPDPro and msAPD. We skip APDPro as we
observe that the restart strategy consistently improves the algorithm performance. For comparison,
we consider the state-of-the-art accelerated primal-dual (APD) method [11]], APD with restart
mechanism at fixed iterations (APD+restart) and Mirror-Prox [13]]. 6 small to medium-scale datasets
from various domains in the Network Datasets [28]] are selected in our experiments. All experiments
are implemented on Mac mini M2 Pro, 32GB. Due to the page limit, we only report results on three
datasets and leave more details in the last Appendix [T}

We plot the relative function value gap |f(x) — f(x*)|/|f(x*)| and the feasibility violation
max{G(x),0} over the iteration number in Figure |1} respectively. Firstly, in terms of both op-
timality gap and constraint violation, the performance of rAPDPro and msAPD is significantly better
than that of APD, APD+restart and Mirror-Prox. Additionally, rAPDPro and msAPD often converge
to high-precision solutions. Secondly, based on the experimental results, it is indeed observed that
msAPD exhibits a periodic variation in convergence performance, which aligns with our algorithm
theory.
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Figure 2: The experimental results on active-set identification. Datasets (Left-Right order) correspond
to bio-CE-HT, bio-CE-LC and econ-beaflw. The z-axis reports the iteration number and the y-axis
reports accuracy in active-set identification.

Next, we examine the algorithm’s effectiveness in identifying sparsity patterns. We computed a nearly
optimal solution x* from MOSEK. Note that x* is a dense vector. For numerical consideration, we
truncate the coordinate values of x* to zero if the absolute value is below 10~® and perform the
same truncation to all the generated solutions of the compared algorithms. Then we use (]A(x) N
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A(x*)| + |A°(x) N A°(x*)|)/n to measure the accuracy of identifying the active set, where | - |
denotes the set cardinality. For rAPDPro, we consider the last iterate x; while for APD, msAPD
and Mirror-Prox, we plot the result on X, as these are the solutions where the convergence rates are
established. Figure 2] plots the experiment result, from which we observe that rAPDPro and msAPD
are highly effective in identifying the active set. Often, they are able to recognize the structure of
the active set within a small number of iterations. Overall, the experimental results show the great
potential of our proposed algorithms in identifying the sparsity structure and are consistent with our
theoretical analysis.

7 Conclusion

The key contribution of this paper is that we develop several new first-order primal-dual algorithms
for convex optimization with strongly convex constraints. Using some novel strategies to exploit the
strong convexity of the Lagrangian function, we substantially improve the best convergence rate from
O(1/e) to O(1/+/e). In the application of constrained sparse learning problems, the experimental
study confirms the advantage of our proposed algorithms against state-of-the-art first-order methods
for constrained optimization. Moreover, we show that one of our proposed algorithms rAPDPro has
the favorable feature of identifying the sparsity pattern in the optimal solution. For future work, one
direction is to apply the adaptive strategy, such as line search, to our framework to deal with cases
when the dual bound is unavailable. Another interesting direction is to further exploit the active set
identification property in a general setting. For example, it would be interesting to incorporate our
algorithm with active constraint identification, which could be highly desirable when there are a large
number of constraints. It would also be interesting to consider a more general convex objective when
the proximal operator is not easy to compute.
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Structure of the Appendix

The appendix is structured as follows: Appendix [A]introduces some limitations of our methods,
primarily concerning the application scenarios of our algorithm. Appendix [B]includes comparisons
between ours and some related Frank-Wolfe methods. We give some auxiliary lemmas in Appendix[C]
which are very important for the proofs presented later. Appendix [F and [G] present the proof
of conclusion in Section [2] 3 [4] and [3] respectively. Furthermore, Appendix [H|introduces a new
algorithm to obtain a convergence rate without complicated dual updating. Finally, Appendix [[| offers
more extensive details on our experiments.
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A Limitations

In this paper, we focus on the theoretical analysis of convex optimization. Although our proposed
algorithms for the convex optimization with strongly convex constraints can theoretically improve the
existing results from O(1/¢) to O(1/+/). However, we still need to point out that our optimization
algorithm has the following limitations. One is the algorithm needs a lower bound on the norm
of sub-gradients of the objective function in the optimal solution, which may not be satisfied for
all functions. On the other hand, we require consistent smoothness of the constraints to ensure
convergence, and how to use the line search method to ensure convergence is a future direction.

B Comparison with Frank-Wolfe

We note that the strongly convex function constraint in (I is a special case of a strongly convex set
constraint, as demonstrated in [15]. Over the strongly convex set, it has been shown that Frank-Wolfe
Algorithm (FW) can obtain convergence rates substantially better than the worst-case O(1/¢) rate.
Under the bounded gradient assumption, [7, 20] show that FW obtains linear convergence over a
strongly convex set. Nevertheless, the uniform bounded gradient assumption appears to be stronger
than ours, as we only impose the lower boundedness assumption on the optimal solution x* and allow
the objective to be non-differentiable. More recently, [10] shows that FW obtains an O(1//¢) rate
when the gradient is the order of the square root of the function value gap. For more recent progress,
please refer to [5]. Despite the attractive convergence property, FW exhibits certain limitations when
applied to the general function constraints (I)) addressed in this paper. Specifically, FW involves a
sequence of linear optimization problems throughout the iterations. While linear optimization over
certain strongly convex sets, such as £,,-ball, admits a closed-form solution, there exists no efficient
routine to handle general function constraints explored in this paper.

C Auxiliary lemmas

The following three-point property is important in the convergence analysis.

Lemma 1. Let f : R™ — RU{+00} be a closed strongly convex function with modulus p > 0. Give
X € X, where X is a compact convex set and t > 0, let x* = argmin, ¢ y f(x) + %||x — X||?, then
forallx € X, we have

F0) + 5lx = %[ = () + ST — x| + FlxT -]

Proof. Since X is a convex compact set, ¢(z) := Ix (x)+f(x)+5||x—x]|? is lower-semi-continuous

X
and (u + t)-strongly convex, where [y (x) = {O x ; P Using the optimality (0 € ¢(x)) and
00 X
strong convexity, we have ¢(x) > ¢(xT) + (0,x — x*) + 2| x* — x||?, for any x € X. This
immediately gives the desired relation. O

The following result is adjusted from the classic supermartingale convergence theorem [26, Theorem
1]. We give proof for completeness.

Lemma 2. Let (Q, F,P) be a probability space and F1 C Fa C - - be a sequence of sub-o-algebras
of F. Foreach j =1,2,---, let aj,b; and c; be non-negative F,-measure random variables such
Elaj1 | Fj] < aj — bj + ¢j, then we have lim; o a; < 00 exists and 37~ bj < o0 a.s. when

Z;’;l ¢j < oo.

Proof. Define d; = aj — >7_ | (¢; — by) and for any @ > 0, define t = inf{t : 3_, ¢, > a}. If
7 < t, we have

. (a) .
Eldj+1 | Fj] = Elaji1 — Yo (c—b) | Fj] < aj — X1} (e — b)) = dj, (18)

where (a) holds by E[a;4+1 | F;] < a; + ¢; — bj, and hence

(a)
Eldmintt,+1)} | Fil = delpe<sy + Eldjpn | Fillgesjy < dminge,j}
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where (a) holds by (I8). Therefore, we have {dyings,(j+1)}, Fj, 1 < j < 0o} is a supermartingale.
Since

min i} — (@) min j — _
dmin{t,j} = OGmin{t,j} — l=1{t7j} 1(Cl - bl) > — Zl:l{t7(] L} a > —a,

holds for all j, where (a) holds by Amin{t,j}, b > 0. Then it follows from the martingale convergence

theorem that lim; o diinge, ;) €Xists and is finite a.s., i.e., lim;_, d; exists and is finite on {t =

oo} = {Z?il ¢; < a}. Since a is arbitrary, we see that lim;_, . d; exists and is finite a.s. on

{30721 ¢j < o<} Byd; = a; — I=M(e1 — by), we have lim; o, a; exists and is finite and
(oo} [ee]

> j=1bj <oowhen {3 7, ¢c; < oo} O

D Proof details in Section 2|

D.1 Proof of Proposition|[i]

Proof. Under Slater’s CQ, it is standard to show that any optimal solution x* will also satisfy the
KKT condition. For example, one can refer to [3]]. For any x € X, we have

)+ (y" G(x) = f(xX7) + (v, G(x7)) = f(x7),

where the equality is from the complementary slackness. In view of the above result and the Slater’s
condition (i.e., G(X) < 0), we have

f&E) > f(X)+ (", Gx)) = f(x). (19)
Combining with fact [|y*||1 min;e[m) { — ¢:(%)} < —(y*, G(X)), then we have

Iyl < ly*lh < 5280 = (20)

where the last inequality is by f(x*) > minyern f(%). O

D.2 Proof of Proposition 2]

Proof. 'We prove the uniqueness property by contradiction. Suppose that there exist (x*,y*), (X*,y*)
satisfying the KKT condition, then from the complementary slackness, optimality of x* and x*, we

have

Lx"y") = f(x") = f(X) = L, ¥7).
Moreover, we have L(X*,y*) < L(x*,¥*) < L(x*,y*). Hence, we must have £(X*,§*) =
L(x*,y*). However, since Assumption[2]implies y* # 0, the strongly convex function £(-, y*) has
a unique optimizer. Therefore, we conclude that x* = x*.

Next, we show that the set of optimal dual variables for problem (1) is convex. Suppose that there
exist two optimal dual variables y] and y3 for the unique primal variable x*, both satisfying the KKT
condition, then we have (y7, G(x*)) = (y3, G(x*)) = 0. This implies that any linear combination
of y; and yj satisfy KKT condition, i.e., (ay} + by, G(x*)) = 0,Va, b. From Proposition[1} we
know any optimal dual variable falls into a bounded convex set ). The intersection of two convex
sets is also a convex set. Hence, we complete our proof. O

D.3  Proof of Proposition
Proof. From the strong convexity of g;(x), we have g;(x) > g;(x}) + & ||x — x}||?, which implies

> * logd * (a) —2 i x7
% — x| < (g:(%) — gs(x))) 2 < 2, on

<
—2g;(x}
" — x[1? < (galx") — gilx)) 2 < =2le),

where (a) holds by g;(X) < 0. In view of the triangle inequality and the above result, we have

e — x| < [l — ac"]| + [J5 — ]| < 2/ 20,
Hence, x* € int B(i{, min; e, 2 *29#7("*)) 0
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E Convergence analysis of APDPro

E.1 Proof of Proposition[d]

Proof. Using the triangle inequality and (3]), we have
IVGE) - IVEE) < [VG(xT) = VE(X)]| < Lx|lx — x"|].
Combining the above inequality and (8]), we obtain
< Lx[x ="+ VG| (22)

Hy [

Next, we develop more specific lower bounds on ||y||;. i). Inequality (9) can be easily verified since
we have ||%x — x*|| < v/28. ii). Suppose (y*) " p - [|% — x*||?> < 28, then together with (22) we have

Hy:Hl = LXV (y* )-r +IVGE)|| < Lx/ N”y IR + VG|

Note that the above inequality can be expressed as at? — bt — ¢ < 0 with ¢ = |ly*||;
Lx/2B/pand c = |[VG(x)||. Standard analysis implies that ¢ < (b4 v/b? + 4ac)/2a, which gives
the desired bound (10). O

1/2 ,a=rb=

E.2 Proof of Theorem[]

Proof. First, it is easy to verify by our construction that { ) } is a monotone sequence: Y; 2 Vs 2

.2 Yk .... Our goal is to show Y* C Y holds for any £ > 0 by induction. Note that J* C )
immediately follows from our assumption that (y*)"u > po, for any y* € Y*. Suppose that
YV* C Y holds fork =0,..., K — 1, we claim:

1. Forany x € X andy € V*, we have

X tK*“’I;l—l
L(xr,y) = L,TK) < 7z A y) — —gre—lx — x| (23)

2.7 C k.

Part 1. For k = 0,1,2,..., K — 1, taking — (zx, ) and f(-) + (VG (xx)yk+1, ) in Lemmal[l] the
following relations

(Vi1 — Y, 2) < Ay, (24)
Fus1) + (Yhr1, VG(xk) T (X1 — %)) < (%) + B, (25)
where
Apr 2 5= (Ily = yal? = Iy = yral? = lyeer —yxl?) (26)
By é e (1% = xa ] = 1% = xp1® = [xpsa = xi]1?) 27)

hold for any x € X and y € ()<,<, Vs. The existence of such y follows from our induction
hypothesis. Since y;HG (+) is pi-strongly convex, we have

(Yit1, VG(xk) " (Xp41 — %))
> (yrt1, VG(xx) T (k41 — Xk))
+ (Vi1 Gxr1) = G(%)) = (Y1, Glxig1) = Glx)) + B llx — x|,
Combining this result and (23), we have
f&eg1) = f() + (Yrr1, Gxig1) — G(x))

(28)
< Big1 — (Yit1: VG (xk) T (Xpg1 — Xi)) + (i1, G(Xeg1) — Glxi)) — 2 [|x — x|
On the other hand, by the definition of z;, we have
(Y = Yk+1,2k)
=y = ¥i+1, G(xp) = G(Xpg1)) + (¥ — Yir1, G(Xpg1)) (29)

+ (k—1/06)Y = ¥E, G(Xk) — G(Xk-1)) + (Ok—1/08) (Y — Yr+1, G(XK) — G(Xk-1))-
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Let us denote q; = G(xy) — G(x;_1) for brevity. Combining (24) and (29) yields

(Y = Yet1, G(Xk41))

< A1+ Y = Vi1, G(xpg1) — G(x)) — (0k=1/00)(Y — ¥k, k) — (Ok—1/08k) (Y — Yik+1,dk)-
(30)

Putting (28)) and (30) together, we have
L(Xk+1,y) — L(X, Yit1)
< Api1 + Br1 — (Yrr1, VG(x1) T (X1 — %)) + (i1, G(Xpr1) — G(xx))
Y = Vet 1, Arr1) — (Or—1/0k)Y = Yo Ak) + (Ok—1/0k)(Yht1 — Vi Qi) — 5 ][x — xp||?
< Aps1 4 Brgr + B xpq1 — xe | — 2 lx — xi |2
Y = Yot 1 ot 1) — (Ok—1/0%)(Y — Yk, k) + (Ok—1/06) (Y1 — Yis Aie)
where the last inequality is by Lipschitz smoothness of (yx1, G(+)).
Next, we bound the term (qx, Yx+1 — Y&) by Young’s inequality, which gives
(Yrt1 — Y&, Qi) < M%HWH —yill* + %H%H?? (31)

2
It follows from (BT) and % || qr41(|? < LG;k | Xr41 — Xp||? that

L(Xpy1,y) — L(X,Yr41)
—1_ —1
< TPl — x| = Tl — g |2 2T gy |2 — G [l |

+ o0 (ly = y&ll? = lly = yaa1ll®) +{y = Yrr1s arr1) = (Gr-1/00) (Y — Y, Q)

ot —(ok_1/0k)/ok_1
— =k 2 ||yk+1 -

(32)

”2 Ty *LXY

2
+ 7 Iy — x| -

1 Xpt1 — xe .

Multiply both sides of the above relation by ¢;, and sum up the result for k = 0,1,..., K — 1. In
view of the parameter relation (I1), we have

Zi:ol te[L(Xkt1,y) — L(X, Yi41)]

(%) to(T(;Ql—PU) HX tK—12"'1;171 HX _ XKHQ _ tk—10Kk-1

7 axl?

—xof* — 33
too’o ( )

tr_ —1
+ ly — yoll* — %Hy_}’KHQ"‘Fthl@’_YK»CHO_t0<y_}’0aQO>

©] 1 2 o txoaTil, )
< 370 [[x — xol|” + 200||y yoll” — fHX—XKH
where (a) uses qp = 0 and x_; = xg, and (b) holds by pg = 0, tp = 1 and

tk—1

tre—1 (v =y, ax) < 5oy — vl + oA lax .

Since £(x,y) is convex in x and linear in y, we have

Tk [L(Xk,y) — L(x,¥K)] < ZkK:_ol tr[L(Xky1,Y) — L%, ¥r41)], (34)
Combining (33) and (34), we obtain

_ _ tr— 7'71_1
Tk [L(xK,y) = L(x,TK)] Sgrllx = x0[|? = == x = xx[* + g0 |y — o> (35

Dividing both sides by T, we obtain the desired result (23).

Part 2. Next we show V* C Vk. Let y* be any point in Y*. Since (33) holds for any x € X and
Y € No<k<k—1Vk 2 Y*, we can place x = x*,y = y* € Y* in (23) to obtain

tr_1Tt " _ _ %
T |xt — xpe|? + L&, yY) - L(x5 k) < AKX YY),
Moreover, the strong convexity of £(-,y*) implies

*x\ T *\ T
L(xg,y*) > Lx5y") + X B g — x*|2 > L(x*, 55) + C02 x5 — x|

77425 https://doi.org/10.52202/079017-2461



Applying the above two inequalities yields

=T TK_10 * *
OO B —x* |12 < A A, yY), Slxi — X2 < EELTOA(x y ). (36)

Tx = ox-—1
In view of (36) and Proposition[4] we have that

1A
IR0 o

() > plly*(l = pmax {h (xk, X, )} = pc.

Moreover, since Y* C Vg1, we have (y*)T e > px_1. Hence we have (y*)Tpu > px where

pr = max{px, px—1} is the output of the IMPROVE procedure. Due to the construction of Vi, we
immediately see that y* € Vg. This implies J* C Vg and completes our induction proof. O

Next, we specify the stepsize selection in Lemma [3]and develop more concrete complexity results in

Corollary [1]
s -
Lemma 3. Let py4; := Wfor k>1land py =3 %' Suppose oy, Ty, satisfy:
1

70" > Lxy + LEoo, Thet = Te(L+ prp17) 2, kg1 = e 37

Then we have
~2
% > %k‘z-i—%g, Ty > 1+ Fpe(k + )k, pr >min{p1,p1}, (38)

where py, = 2 Zf:o %for k > 1. Moreover, suppose pty < 2, where p = ¢ - [i, then we have

of <ad(k+1)% (39)
Proof. We first use induction to show that 15 > %kz + . Itis easy to see that 2 > %ikQ + %
k 0 k 0
1 A
holds for k = 1 by the definition p; = 3+/p1 /70 and 71 = 79(1+p179)” 2. Assume % > %k%—%
holds for all k = 0, ..., K, then we have

1 _ 1 PK+1
7—12(+1 Tk + TK
A2 ~2
P2 | 1 b 1
> KK +:g+pK+1VTKK2+¥
(40)
2 N
Pi 12 1 pPr+1Px K
Z 9 K + 'rg + 3

A2
> SGH(K +1)" + 5,

~2
which completes our induction. It follows from ?1,3 > %’“kg + ?lg and the relation among T}, tx, ok, Tk
that, for any & > 1

_ . _ . _ A2 2
(D DA A T DU DS B DUSHESEE B BUSHE- IS IO 1 DAY LN

s=1 o

> 147930 ) 225 =14 2 (k + 1)k.
Similarly, we use induction to prove

pr = min{pr, 1}, Vh > 1. 42)

It is easy to find that p; > min{p;, p1 }. We assume that p, > min{p1, g1}, Vk > 1 holds for any
k=1,...,K. Considering px 41, we have

PK+1 = ﬁ\/ﬁ%{Kz +3p1p K

2 %—H¢(min {p1.p1})° K2 + 3py - min {py1, p1} K > min {p1, p1},
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which completes the induction. Moreover, we use induction to show o7 < o2(k + 1)%. It is obvious
that the inequality holds for k£ = 0. Assume the inequality holds for all £ = 0, ..., K, then we have
Oks1 = O (L + prey1 222)

=0§<+pK+1ToUOUK (43)

<05 (K+1)*+ pry17o(K +1))

< og(K +2)%,
where the last inequality use the relation p; < p, Vk, and prg < 2.

O

E.3 Proof of Corollary/[l]

Proof. First, we show that the sequences {7, o, tx, pr } generated by APDPro satisfy the relation-
ship in (TT) in Theorem [T} The first part of (TT) can be derived using the monotonicity of {px} as
follows:

tirs (s — Pe1) = 09 (Ok1 Tt — Okt1Pk11)
=05 (Ukalei — Ok t1Pkt1)
=05 (ok(1 + prs17k)/Th — Okt 1Pkt1)
=00 (Ok/Tk + PE+10k — Okt1P+1)
<tyry
The second part of (TT]) can be easily verified using the parameters setting.

Next, we prove the last term in (TI) by induction. Firstly, it easy to verify that for any o9 > 0,
there exists 70 € (0, (Lxy + L%00) '] such that last term of (TT)) holds. Hence, when k = 0, the
last term of (TT) is directly from the first term of (I3). Suppose that the last term of (IT)) holds for

k=0,...,K—1.Fromog_1/ox = Tk /TKk—1 < 1, we have
1 L 2 2
K TK—‘Z;;T{Kfl = UK—)I(}/UK + LGGK > Lxy + LGUK' (44)

Without loss of generality, place x = x*,y =y ' := (|ly*||1 + ¢*) % in (23), and using

ly*[l1 < ¢in Proposition Itis easy to see [|[yt] = |ly*ll1 + ¢ < ¢ and |lyT|1 > |y =
lly*|lx + ¢* > ||y*|l1, Hence, we conclude that y ™ € Yy, Vk > 0.

Now observe that L(Xx,y*) — L(x*,y*) > 0, which implies f(Xx) + (y*, G(Xk)) — f(x*) > 0.
In view of {y*, G(xx)) < (v, [G(%x0)]+) < lly* || - [G(xx )] |, then we have

f&e) +Iy* I - G(xx)]+ ) = f(x) = 0. (45)
Moreover, it follows from ||y*||; > ||y*| that

L(xk,yT) — L(x*,¥K) > LXk,yT) — L(x*,¥7)

_ . . _ X (46)
> f&xx) + ("l + ) NG &) = F(x).
Combining (@3), (@6) and (23)), we obtain
* - - * * D?
max {¢"[|[G(xx)]+ |, f(Xx) = F(x")} < 7 (55 %0 = X7 + 55%), 47)
In view of the bound in (38)) and the relation between 7y, oy, we can get
Tk 3
o S TRl “48)
In view of (@7) and (38)), we have
* - - * * D3
max {¢*[[G(xr)l+ [, f (%K) = (")} < srmmmm iR (25 1%0 — X I1° + 25).
Combining (23) and [@8) yields 3 ||xx — x*||? < 300A(x*, y*)/(p%Te K? + 900/T0). O
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F Convergence analysis of rAPDPro

F.1 Proof of Theorem 2]

Proof. First, we show that the ch01ce of i§ = 7,05 = 0,Vs > 0 satlsfy the condition (T3) in
Corollaryl ()" 1> (1 —wo)(r5) ny + cLG00/§ > Lxy + cLio§.

Next, we show (I3) holds by induction. Clearly, (T3) holds for s = 0. Assume ||x§ — x*||? < A
holds for s = 0,..., S — 1. Then by Theorem|[I} we have

S_s
S 2 0T 2 1 P2
HXO —X*H S Zf,NS <¥A3+§Dy> (49)
s

In view of the first bound in (38) and the relation between 73, , 03 , we can get

TN 9
O IS ALE (50)
Combining (@9) and (50) yields
2 o 18 9D3
HXO —x"° < (Pn,TENs)? + ogrg(ﬁNiNs)Q‘

Since the algorithm sets N, = [max{6(pn.7¢) ", V2" - 3v2Dy /(pn,Dx+/7505)}], it follows

that
18 < 18 C(pnaTE)? _1
(ANsTENs)? = (PNsT5)? 36 2
9D% 9D% .08 D% 1 o—sp2 1
T S ALI 055y,  18D%2° 327Dk = 5As,

which implies the desired result (T3).

Let the algorithm run for S = [log, (D% /)| epochs, then ||x§ — x*||? < D% - 279 < ¢. The total
iteration number required by Algorithm for attaining a solution x§ such that ||x5 — x*||? < e is

SN Tl { i + 52DV 1

@) 3v2Dy s
f( (S+1)+ QDXMZSZO\@

)0

+2) [logy 2 +1) + — 220 V2o
(w” +2)

)

)™

QDX‘/TS‘O’S
logy 2 +1] 4 820222 4
82 NG

U= (w1) NS + 1) and 325 V2' /3. :(wzrlzf:oﬂm-

[ @y Dxy/T505 V21
{log2 FE+ 1—‘ 4 3V2Dy(V2+1) (\/§1°g2(D§</6)+2 Y
(2% +2)
where (a) holds by Zg o (PN

N

Now, we give some proof details in dual convergence results. Let

Qi(x,y) = T e — x| + 307 Iy = ¥il* + (0j-1/0) {y; =y, G(x)) = G(x;-1))
+ 521020 |G (x;) - Gy 1)1,
then we establish an important property about the solution sequence in the following lemma.
Lemma 4. Assume 7~ > p and choose vy > 0 such that
1 >Ji_g%{aj_1/oj}25+uo. (51)
Then there exists an v > 0 such that for any j > 0 and any KKT point (x*,y*):

0< Q" 7") — H11Qa (0 F7) = it |3 %41 = 5117 + 2 [yian = w11
0< thj(X Yy )
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Proof. First, we give some results that will be used repeatedly in the following. For notation
simplicity, we denote 6; = o;_1/0;. In view of Lemma and the parameter ergodic sequence
generated by rAPDPro, we have {(T,j)_l, UZ} is monotonically increasing sequence in k, T =
75,0 = 03, t5 = 1,¥s > 0, and there exist a v3 > 0 such that & + v3 < g := ming{o},_}. Now, for
rAPDPro, we claim that there exist v1, v5 > 0 such that the following two conditions hold

1. For any 5 > 0, we have

min{l -0, (7']»_1 — Lxy — L%O’j)Tj} > >0, (52)

and

tjmin{T-_lpr,%— } > vy > 0. (53)

J Oj—1
2. For any j > 0, we have
0 < QX" 7%) =t 11Q 41 (X", 7%) —wat; ((275) HIxj1 —%4[1*+(205) "y 1—y,1%). (54)

Part 1. We first consider two subsequent points x; and x;; within the same epoch, and assume
j ~ (s, k). Then, it follows from 0}, = o} _, /o, that

, , ) &
(7)™ = 0id(os ) = (op) T =b(op) T =2 S L (55)
Next, we use induction to show
1— VO > LXY + LG'Uk . (56)

When k£ = 0, inequality (56) degenerates as the definition of 75,0§. Suppose (56) holds for
k=0,1,...,K — 1. Then, from 03, = 0% _, /0%, = 75, /75 _; < 1, we have

(1 —10) (i) ™" = (1 —wo) (T4 05) ™ = 52 + % > Lxy + Lo,

which completes our induction proof. Hence, combining (33) and (56), we have
min {1 -6, ((r§) ™" — Lxy — L&o}/8)7i} > vo, Vk € [Ny]. (57)
Furthermore, when switching to the next epoch (s — s + 1), we have

(a) (b)
US‘H((US‘H)—l _ 98+16/0‘7VS) > 0-8+1((0_8+1)—1 _ (U;V )—1) >1— Us+1g—1 —1—_G5o!
(©)
()™ = Lxy — LG og ™)1 > worg ™ = wor,
(58)
where (a) holds by 65 = 1, § < 1, (b) follows from (3, )" > o~'. Hence, combining (53)),
and (58)), we completes our proof of (52) by setting v; = min{1 — o1, vo7, 11 }.

Since rAPDPro reset the stepsize periodically and {t7, (75) ™' }xe[n,) are two monotonically increas-
ing sequences, hence

inf t5(7;" —p;) 23(7 =p) =71 — 7. (59)
7>0

Consider infyen,  t;0} (1 — 60} /o},_). Combining 6 + vy < infycpn,1{6;}, then

inf to7(1—6,7) = inf t5o8(1—6/65) > o 60
REN.] kil ) KEIN.] roR(1—6/07) = no (60)

Furthermore, when switching to the next epoch (s — s + 1), we have

inf 150§t (1 d0gt (0% ) ) = o2l (0! — Aok ) ) 2 a(1-8), 6
s> s>

where the last inequality holds by & = o < o}, . Hence, it follows from (59), and (61) that
there exist 2 = min{7 ! — p, 195, 5(1 — )} such (53) holds.
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Part 2. for any j > 0, we have

~ % T 1 * v
ti1 Qi (x,5°) <t (T x* = xj 1P + (Glxj41) — Gx)), ¥41 — 77)
+(20) 3" — yisl? + FIG341) — G)IP).

Consider k£ € {0,1,...,Ns}. Inequality (5I) implies (TI) holds (see proof of Corollary [I| in
Section[E-3). Hence, for 0 < k < N, we have

(62)

tir1Qj11(x",¥") < tk(M”X* =x; P+ (G(xi41) — G(x3), 51 — 55) (63)
+ ﬁ”y — Vil + G (x540) — GEDIP)

where j corresponds to (s, k). Furthermore, consider switching to next epoch (s — s + 1). Since
t3(7¢)~" is an increasing sequence in k, p ™' > 0, ¢35 = 1, hence

th, (i) T =t T T = p Tt s > 0. (64)

Next, we have

tN (a) ¢3*t £, (>) ts+1 ©) ts+195+1 NN (>) t8+103+1 © tf)“gg“eg“, (65)

J;\]S - Ungl )
where (a) holds by the definition of ¢; = % , (b) holds by {t;, 07} is an increasing sequence in k,
and (c) holds by 65" = 1. Hence, by @ and ([63), we have

s+1H2 ‘71}

G(xp™) - G(x},)
9+1H2+<G €+1 G( ) y8+1 y*>)

ti1Q1 (X7, 7)<t (5 (66)

where j corresponds to (s, Ny ). By putting (63) and (66) together, we complete the proof of (62).

Placing (x,y) = (x*,¥"), (Xk+1,Yk+1) = (Xj+1,¥;+1) in (32) and multiplying ¢, on both sides,
we have

0 <t[L(x541,5") — L(X,yj11)]
Tfl—p~ 71 0,
<t [ llx = x5 = Al = x4 g llagl? — 7 gl

+ 2%‘)_1 (||y - YJ‘HQ - Hy - YJ‘+1||2) + (y — Y+l CIj+1> - 9'(3’ - Yj7qj>

- Ty — 3l 4 g I — %1 = T g — ]
< 4Qi (X" ¥7) — 11 Qi1 (X5, F) — vat[(27) T x40 — Xsz +(205) 7y = w37,
(67)
where the last inequality holds by (62)) and (52). It follows from (33), 01 /0; < 1 and
(vi =¥ a5) = =Tt gl = 5=y =yl
that
Q5 (x*,37) > t; ((27) X" = x> + (205) 7MY — yil* = 552 llys = 5701%) 68)
> va(5lx" = ;01 + 3lly; = ¥°I*) > 0.
Combining (67) and (68), we complete our proof of (34). O

F.2 Proof of Theorem[3

Proof. Since {(xj, yj)} located in set X x ) is a bounded sequence, it must have a convergent
subsequence lim, o0 (X;,,y;.) = (x*,¥*), where y* is the limit point. We claim that limit
point (x*, y*) satisfies the KKT condition. Placing a; = ¢,Q,;(x*,¥*), b; = v1t;[(27;) 7 ||x;j41 —
xj||? + (20;) " 'lyj+1 — y;1I?] and ¢; = 0 in Lemma[2} It follows from (34) in Lemmathat
a;j > 0,b; > 0. Hence, we have 3% [|x;+1 — x;|* < 00, and 372 [[y;+1 — y;lI* < oo, which
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implies lim,, o0 [|X;, — Xj,+1]|> = 0 and lim,, 0 ||y, — ¥j.+1]|*> = 0. There are two different
cases for 7;, when j,, — 0o, and we discuss the value of Bj, 11 in (25) decided by 7;, in each of the
two cases below.

Case 1: 7]21 < o0. By the definition of Bj, 11 in 27) and lim,,_, ||x;j, — X;,,+1]|* = 0, we have

—
Bj, 41 < HX — %, 1l %41 — x5, /75, =3

— 0.

Case 2: TJ = oo. It follows from (39) that 7, !increases at order O (k), where j,, ~ (s, k). By @3),
we obtain [|x — x; || decreases at order O(1/k) (j, ~ (s, k)). Hence, combining lim,, ;. ||x;, —
) =57 0. It follows from

Xj,+1]? = 0, we have Bj, 11 < ——(lIx = xj,41llllxj, 41 — x5,
lim,,_, o X, = x*, lim,, o0 Bj, 11 = 0 and (23) that

F) (VG y™ x7) < f(x) + (VG(X )y, x), ¥x € X.
Hence, according to the first-order optimality condition, we have
0 € 0f(x") + VG(x")y" + Nx(x). (69)

Next, we show the complementary slackness holds for (x*, y*). Since aj*nl has an upper bound 1,
ly = vju+1ll < Dy, limy o0 ||y, — ¥jn+1]/? = 0 and the definition of A4, 11 in (26), hence we
obtain A;, 11 < —(||yjn Vint+illlly — yjﬂ/+1||) 300, Combining above, lim,,_, y;, = ¥*

and (24), we have 0 < - (G( *), v*) < —(G(x*),y),Vy € V. Moreover, due to the complementary
slackness, there exists an y* € Y* C ) such that —(G(x*),y*) = 0. Hence, we must have
(G(x*),y*) = 0, which, together with (69), implies that (x*, y*) is KKT point. O

G  Proof details for sparsity identification

Our proof strategy of active-set identification in rAPDPro is similar to those in unconstrained
optimization [24]. Namely, we show that the optimal sparsity pattern is identified when the iterates
fall in a properly defined neighborhood dependent on 7. The next lemma shows that the primal
and dual sequences indeed converge to the neighborhood of the optimal primal and dual solutions,
respectively, in a finite number of iterations.

Lemma 5. There exists an Sl such that
x5 — x*|| < [Ix5" = x*|| and |ly; —y*| < llys" —y*Il,Vs > S, (70)

where (x*,y*) is the unique solution of problem (7). Moreover, there exists an epoch Sy > Sy such
that Vs > Sy, we have

vk =0,1,...N,. (71)

lyk =3Il < gpogten 1%k = X7l < a1 mrere=

Proof. From Theorem 2Jand 3} we have lim; o (x;,y;) = (x*,y*), where j corresponds to (s, 0).
It implies that there exists an epoch S; such that (70) holds.

It follows from (3J) that ||x§ — x*|| < \/007'0 Jos(||x§ — x*||2/7§ + |lys — y*||2/o§). Hence, in
order to prove ||x] — x*|| <

3ny 'Tk+(2LXY) T, we need to prove

VEE LI x4 &y - ¥ < 52 vy 7

From Corollary [T] and Theorem [2] [3] we know that the left hand side of converges to 0 and
right hand side of (72) is a positive constant. Hence, there exist a S such that (72) holds, which

implies (71) holds for k =1,s = So. Now we use induction to prove, for Vk € [N 5, ), we have
US27§2 1 S * 12 1 s * (|12 1/2 n 7'S2
( ng; (TOT2||XO2 —x*|I* + UOT2||YO2 -y )) Ny 52+(2’“ny) - (73)
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When k = 1, inequality (73) coincides with (72) with s = Sy. Now, assume (73) holds for k, we aim
to prove (73) holds for k + 1. It follows from (33)) that

a s IS s
||X _X*H <) @_‘71@2 n_.__ T (i) /I Thi1
k+1 - 01?5-1 7_$2 3Lxy 7—:2+(2ny)*1 3Lxy 7_52+(2ny)71
c s
(c) . 2,
— 3Lxy

Tt H2Lxy)
where (a) follows from induction, (b) holds by 732032 = 752,052 | and (c) holds by 752, < 72
Hence, we complete our proof of (73). From Theoreml we have || x5 — x*||? < D% - 27, which

implies that there exists a S5 = [2log, {Dx( STy Frana)—T) )| such that ||X§3 —x*|| <

~5 T iah g : 5 _ s
Dx-vV2 77 < 3%y 7T Ly )T Which implies that [|x§ —x*|| < D% -2~
holds for any s > S5.

— 3LXY T+(2ny) 1

It follows from the definition of 31 in (70) and stepsize will be reset at different epoch, then we
have (72) holds for s > max{S;, S5}, which implies that (73) holds with substituting S5 as any
5 > maX{Sl, Sg}. Furthermore, it follows from Theore that lim; .. y; = y*, where j
corresponds to (s, k). Then there exists a S, such that the first term in (71) holds. Hence, we can
obtain that there exist a Sp = max{Sh S, Ss, S4} such that (7T) holds. O

It is worth noting that the primal neighborhood defined by the second term of (71)) is a bit different
from the fixed neighborhood in the standard analysis [24]], which involves a constant stepsize. As
APDPro sets 77 = O(1/k), both the point distance and neighborhood radius decay at the same
O(1/k) rate. Hence, we use a substantially different analysis to show the sparsity identification in
the constrained setting.

G.1 Proof of Proposition 3]

Proof. The uniqueness of primal optimal solution x* follows from Proposition[2} The KKT condition
(ensured by Slater’s CQ) implies

0€0f(x")+ Vg(x")y". (74)
According to Assumptlonl we have x* 7$ 0, hence A°(x*) ={1,2,..., B} \ A(x*) # 0. In view
of (74), for any i € A°(x), we have p;x /Xl ==V ax")y™, which gives aunique y*. [J

G.2 Proof of Theorem [

Proof. Tt follows from the Lipschitz smoothness of ¢(-) and property (71)) that for any s > Sy, we
have

H [VQ(XZ)yZH]@ H - H [VQ(X*)YZH]@ H
< || Vg(x3)yis — Va(x*) y;i+1H (75)

<LXY||Xk_X H <3 3W, k=0,...N,.

Recall that the primal update has the following form

ey

Since 73 /(7§ + (2Lxy )~ ') is monotonically increasing with respect to ¢, for the strictly feasible
point x, we have

. B
xla = argmin { S pillxco |+ (V9060vEa%) + 27
X

() _ -

1xi1 =%l < 5755 5oy T IX =X
(b)

< (4 minggpy) 2

(76)
—2g:(x])
i ’
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where (a) holds by (71), 7 > 73 and (b) follows from the definition of x*, % and ¢. Inequality
implies that x7_ , € int X, and hence Nx(x} ;) = {0}. In view of the optimality condition, we
have

[ 06k = xia) = VoxDyiaa |

i

€ pilllxiplwll, 1<i<B. (77)

Our next goal is to show [x3, ] = x(;) satisfies condition fori € A(x"). Placing x(;) = x{;
in || [Vg(x{)yis, + %;(x -x3)] ()

f, we have

| [Vo(xi)yiss + %(X* - xj)] (,;)H
< | [Vgee)yia] o I+ 115 <y — x50

—
S]
=

< By + | Vo) ) ||+ Frrmid= (78)
< B[EREEO ] 4 [yl |
<t || Vgl )y I || € piovi € AGe).
In above, (a) follows from (71) and (73), (b) follows from
IV9(x)yialal = IV9e)y 1wl < lyisa =y IIVg)| < &,

and (c) holds by the definition of 7. Combining and (78), we have A(x*) C A(x},,),s
So,Vk € [N,], which completes our proof.

v

Table 1: Datasets description and parameter settings

dataset Node(n)  Edge b «

bio-CE-HT 2617 3K -0.04 04
bio-CE-LC 1387 2K -0.05 04
econ-beaflw 502 53K -0.01  0.995
DD68 775 2K -0.005 04
DD242 1284 3K -0.05 04
peking-1 3341 132K -0.001 0.4

H A multi-stage accelerated primal-dual algorithm

Both the previous algorithms need to solve a complicated dual problem that involves a linear cut
constraint, posing a potential issue: the associated sub-problem might lack a closed-form solution.
To resolve this issue, we present the Multi-Stage Accelerated Primal-Dual Algorithm (msAPD) in
Algorithm which obtains the same O(1//€) complexity without introducing a new cut constraint.
Our new method is a double-loop procedure for which an accelerated primal-dual algorithm with a
pending sub-iteration number (APDPi) is running in each stage. While both APDPi and APDPro
employ the IMPROVE step to estimate the dual lower bound, APDPi only relies on the lower bound
estimation to change the inner-loop iteration number adaptively, but not the stepsize selection.

We develop the convergence property of APDPi, which paves the path to proving our main theorem.
For the convergence analysis, it suffices to verify that the initial stepsize parameter 75, o satisfy
assumptions in Theorem 5}

Theorem 5. Let {X7,y;} be the sequence generated by APDPi, then we have

£(i;(7y*) - E(X*,}_’;{) < %AS(X*vy*)a %Hi;( _X*H2 < WAS(X*vy*)a (79)

where A®(x*,y*) £ i

x5 —x*|* +

yvs — y*||? and (x*,y*) is a KKT point.

1
204
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Figure 3: The first row is the results of objective convergence to optimum, where the y-axis
reports log,o((|[DY?x4|l1 — ||DY2x*||1)/||D*/?x*||1) for rAPDPro, and log,,((||D'/?*%||; —
| DY/2x*||1) /|| D'/?x*||1) for APD, msAPD and Mirror-Prox. The second row is the results of
feasibility violation, where y-axis reports the feasibility gap log;,(max{0, G(x)}) for rAPDPro,
and log;,(max{0, G(X)}) for APD, APD+restart msAPD and Mirror-Prox. Datasets (Left-Right
order) correspond to DD68, DD242 and peking-1.

Algorithm 3 Multi-Stage APD (msAPD)
Require: X0 ¢ X, 3% € Y,5,5

1: Initialize: p§ = 0

2: fors=0,...,5do . .
3:  Compute 7§ = (Lxy + L%6 - 25)_1 00 =522
4 (ot ystl psthy < APDPI(TS, 08, X5, 5, i, 8)
5: end for

6: Output: x5+1 y9+1

7: procedure APDPI(77, 05, X0, Yo, 05, S)

8: Initialize: (X—17Y—1) — (XQ,YO) 7)_(0 = X, k= O,Ns = 00, AXY = 1 l)2 + 20
9: while k£ < N, do
10: zi, + 2G(x1) — G(xk—1)
11 Yit1 < argmingey ||y — (yr + onzi)|®
12: Xpt1 proxf’X(xk — 15 VGE(Xk)Yk+1,75)
13: Xp+1 < (/ﬂf(k + Xk+1)/(k + ].)7
14: pi1 < IMPROVE(Xy, Xk, 3 D%, 85 pf)

. D3 s+1
15: Compute N, = [max { +"— e DT 2 +11]
16: k< k+1
17: end while
18: return Xy_,yn,, 0j,

19: end procedure

Proof. The stepsize 7; = 7,0} = o are unchanged at one epoch, which implies that p; 1 = 0,

i.e., (87) are satisfied. By the definition of 75 and o, we have (15)~' = Lxy + L%5v2 =
Lxy + L0, which means equality holds at the first term in (37).

Since g;(x) is a strongly convex function with modulus z;, then we have
*\ T
Llxi,y") 2 L y") + O xr = x')% Lx7y") 2 L. 5x)-

Summing up the two inequalities above, we can get

*\ T
L(xw,y") — L(x*,yx) > T H x5 — x*|2. (80)
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Combining and (80), we can obtain the second term of (79). O

We show msAPD obtains an O(1/+/¢) convergence rate, which matches the complexity of APDPro.
Theorem 6. Let {X§} be the sequence computed by msAPD. Then, we have
%5 —x*||> < Ay = D% - 275, Vs >0. 81

For any £ € (0, D%), msAPD will find a solution X§ € X such that ||x§ — x*||* < ¢ in at most
[logQ D%/ 5] epochs. Moreover, the overall iteration number performed by msAPD to find such a
solution is bounded by

_ (8L D =72 2D3 D
T, = <p9ff +2> [log, 25 +1| + 2+ V2) <JLG p%o&@() Dy

Proof. We first show that (8I)) holds by induction. It is easy to verify that (81 holds for s = 0.
Assume [|x§ — x*[|? < A, = D% - 27 holds for s = 0,..., S — 1. By Theorem[5| we have

S 2 1 2
Ixg —x*||* < )T ENs_1 ('ros’l Ag + ?Dy).

As the algorithm sets Ns_; = [max {4/( stvsllTo b, QDf,/(prSllao 'Ag)}]. the following
inequalities hold:
, 1y -1
2((v") " muNsams ) < 2Rt Nsarg ™)
D3 ((y*)"wNs_103~ 1) SDy(PNsl Ns_1057") " < 1As.
Putting these pieces together, we have [|xg — x*||? < 1Ag + 1Ag = Ag. Suppose the algorithm

runs for S epochs to achieve the desired accuracy ¢, i.e., x5 — x*||? < D% - 279 < . Then the
overall iteration number can be bounded by

(@) 3
S S 4 2D
Yoo Ns < Zs:O{ o 5T T p%oa(f_YlAS + 1}

PNy To
(®) S AL ~ 2D2 s
< SLo{ (e +1) + (0 + 2or ) V7'

< (S +2) [loma B 1]+ (2 VO (0L + 2557 ) B

€

where (a) holds by p3. > p},, Vs > 0, (b) follows from the definition of 7§ and . O

Remark 11. Theorem @shows that msAPD obtains a worst-case complexity of O(log(Dx /\/€) +
(Dx +D3%/Dx)/\/e ) which is an upper bound of the complexity of rAPDPro (see Theorem@) The
complexities of msAPD and rAPDPro match when Dx = (1) Dy. Otherwise, tAPDPro appears
to be much better in terms of dependence on Dx [\/e. On the other hand, msAPD has a simpler
subproblem, which does not involve an additional cut constraint on the dual update.

I Experiment details

We examine the empirical performance for solving sparse Personalized PageRank. Let G = (V, E)

be a connected undirected graph with n vertices. Denote the adjacency matrix of G by A, that is,

A; ; =1ifi ~ j and 0 otherwise. Let D = diag(d, ..., d,) be the matrix with the degrees {d;}"_;

in its diagonal. Then the constrained form of Personalized PageRank can be written as follows:
min D%y s.t. 3 (x,Qx) — afs, D7/?x) < b, (82)
xe n

where Q = D~V/2(D — 152(D + A))D~/2,a € (0,1), s € A" is a teleportation distribution

over the nodes of the graph GG and b is a pre-specific target level.
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Figure 4: The experimental results on active-set identification. Datasets (Left-Right order) correspond
to DD68, DD242 and peking-1. The z-axis reports the iteration number and the y-axis reports
accuracy in active-set identification.

Datasets We selected 6 small-to-median scale datasets from various domains in the Network
Datasets [28]. We skip large-scale networks as MOSEK struggles to achieve the optimal solution,
making it unsuitable for subsequent comparison of the optimality gap. We briefly describe these
datasets in Table[I] For more details, please refer to the network repository.

Parameter tuning For all experiments, we set 7 = min;ep, [ds|, g = Amin(Q) and Lx =
Amax (@), With Apin (+), Amax () denoting the smallest and largest eigenvalue, respectively. For
msAPD, we have made additional parameter adjustments. Based on our observations, due to a
small estimated strongly convex coefficient, msAPD could not switch to the next cycle s early
enough. To prevent msAPD from degrading to APD, we iterate according to the predefined number
of sub-iterations and manually switch to the next set of parameters. We divide 7 by v/2, multiply
o by v/2, and increase the number of sub-iterations in the next period by a factor of V2. For all
experiments, we tune the stepsize 7, o,y from {0.00017 0.0005, 0.001, 0.005, 0.01}, where T, o are
the initial stepsizes of rAPDPro, msAPD and APD, ~ is the constant stepsize of Mirror-Prox. All
algorithms start with the primal variables initialized as zero vectors and the dual variables initialized
as ones.

Additional experiment results Figure [3|and Figure ] describe the convergence performance and
active set identification results on the last three datasets: DD68, DD242 and peking-1. Furthermore,
we report the time consumption for the Personalized PageRank problem in Table 2] The table
indicates that, although rAPDPro and msAPD require moderately complex computations to determine
the lower bound of the strong convexity parameter, the two methods still accelerate the algorithm’s
convergence and can significantly reduce the overall convergence time.

Table 2: Time summary when max{|f(x) — f(x*)|/|f(x*)], max{G(x),0}} < 1073. All experi-
ments were conducted five times, and the results are reported as mean (standard deviation). * means
that upon completion of all iterations, the algorithms still fails to meet the criteria for both error
measures.

dataset \ APD APD+restart rAPDPro Mirror-Prox msAPD \ mosek
bio-CE-HT | 187.15 (0.86)* 115.95 (1.04) 136.92 (0.92) 370.50 (1.80)* 77.21 (0.67) 0.21
bio-CE-LC | 2.58 (0.16)* 0.65 (0.01) 0.44 (0.01) 4.74 (0.33)* 0.65 (0.03) 0.1
econ-beaflw | 72.28 (0.59)* 87.12 (0.43)* 18.42 (0.44) 116.13 (1.15)* 66.70 (0.76) 0.16
DD242 43.29 (1.20)* 10.27 (0.39) 6.30 (0.08) 79.16 (0.60)*  10.33 (0.62) 0.16
DD68 36.55 (0.42)* 19.07 (0.66) 22.35(0.75) 67.73 (1.39)* 15.69 (0.37) 0.24
peking-1 122.37 (2.99)* 11.55(0.69) 4.86 (0.09) 243.45 (7.20)* 11.24 (0.15) 0.21

Nonetheless, we observe that Mosek achieves significantly faster computational efficiency for
small-scale problems than our algorithm. Therefore, we test the efficiency of rAPDPro on some
large-scale instances. For large-scale instances, we consider the following problem minyecgn ||x —
11 s.t.%xTQix + c;-'—x +d; <0,i=1,...,m, where ); are dense and positive definite matrix
and generated randomly and c¢; are generated randomly. Furthermore, we set proper d; to make the
feasible region is non-empty. When n = 5000 and m > 10, MOSEK crashes on our computer, which
means we can not get x* for calculating the optimality gap. Therefore, we report the time required
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for the algorithm to satisfy max{|f(x) — f(x*)|/|f(x*)|, max{G(x),0}} < 1073 and the time
taken by the algorithm to complete 10,000 iterations. On this problem, results from small datasets
indicate that the performance of the 10,000-step algorithm should be sufficient to meet our specified
termination criteria.

Table 3: Comparison of computational time in seconds between rAPDPro and MOSEK

m rAPDPro MOSEK

8 24.612 50.38
10 53.997 67.99
12 392 -
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We state the complete contributions in the Introduction section.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our work in Appendix [A]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We give all assumptions needed for the theorems we are proving, such as
Assumption [T} [2] [3]and [} to ensure the conclusion is correct.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: Our experimental reproduction scripts have been placed in the attachment.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
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In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Our experiments use entirely publicly available datasets, and we are committed
to making our code completely open source.

Guidelines:

The answer NA means that paper does not include experiments requiring code.

Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All details can be found in the paper and supplemental material.

Guidelines:

The answer NA means that the paper does not include experiments.

The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
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Justification: Since our algorithm is deterministic, our experimental results do not report
standard deviation correlation results, but we have experimented on a wide range of datasets
to demonstrate the robustness of our algorithm.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: All experiments are run on Mac mini M2 Pro, 32GB.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: The code in submission is fully compliant with the NeurIPS code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
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* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [NA]
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets are properly credited, and the license
and terms of use are explicitly mentioned and respected in the paper.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We provide a complete document of our code.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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