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Abstract

Large language models (LLMs) often lack culture-specific knowledge of daily life,
especially across diverse regions and non-English languages. Existing benchmarks
for evaluating LLMs’ cultural sensitivities are limited to a single language or col-
lected from online sources such as Wikipedia, which do not reflect the mundane
everyday lifestyles of diverse regions. That is, information about the food people
eat for their birthday celebrations, spices they typically use, musical instruments
youngsters play, or the sports they practice in school is common cultural knowledge
but uncommon in easily collected online sources, especially for underrepresented
cultures. To address this issue, we introduce BLEND, a hand-crafted benchmark
designed to evaluate LLMs’ everyday knowledge across diverse cultures and lan-
guages. BLEND comprises 52.6k question-answer pairs from 16 countries/regions,
in 13 different languages, including low-resource ones such as Amharic, Assamese,
Azerbaijani, Hausa, and Sundanese. We construct the benchmark to include two
formats of questions: short-answer and multiple-choice. We show that LLMs
perform better for cultures that are highly represented online, with a maximum
57.34% difference in GPT-4, the best-performing model, in the short-answer format.
For cultures represented by mid-to-high-resource languages, LLMs perform better
in their local languages, but for cultures represented by low-resource languages,
LLMs perform better in English than the local languages. We make our dataset
publicly available at: https://github.com/nlee0212/BLEnD.

1 Introduction

Despite the worldwide usage of large language models (LLMs), capturing cultural everyday knowl-
edge specific to a particular country or region is challenging because such knowledge is often not
explicitly documented in online data sources like Wikipedia, which are commonly used to train LLMs.
For instance, the answers to mundane everyday questions such as “What can typically be found in
the backyard of houses in your country?" are not included in the training data of LLMs, except for a
handful of highly represented regions such as North America. Consequently, LLMs may provide
incorrect, incomplete, or nonsensical responses to everyday questions in underrepresented cultures,
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Figure 1: The overall framework of dataset construction and LLM evaluation on BLEND. BLEND is
built through 4 steps: question collection, question filtering & translation, answer annotation, and
answer aggregation. The dataset includes the same questions in 13 different languages, answered from
16 different countries/regions. We evaluate LLMs by short-answer and multiple-choice questions.

even though these inquiries are frequently encountered in daily lives. This can lead to hallucinations
or stereotypical responses, potentially offending a large and diverse user base.

This challenge becomes even more evident in cross-lingual settings, as most LL.Ms are primarily
trained on English data reflecting Western perspectives [8, 20} [15]. They often reflect the stereotypes
present in the training data [[19} 18} 21} 36/ [13]], hence these models would often respond based on
Western perspectives rather than reflecting actual diverse practices. Ideally, language models would
reflect the cultural norms of various regions around the world and generate culturally appropriate
content when responding in local languages of the regions, unless otherwise specified. To develop
multilingual LLMs with such cultural appropriateness, we first need to evaluate the cultural com-
monsense knowledge. However, there is no well-crafted multilingual multicultural benchmark that
captures the daily lives of people in diverse cultures.

To bridge this gap, we present BLEND, a Benchmark for LLMs on Everyday knowledge in Diverse
cultures and languages. The benchmark covers 13 languages spoken in 16 different countries and
regions shown in Table[I] Note that we include languages that are spoken in two regions with vastly
different cultures, such as South Korea and North Korea, both represented by the Korean language. To
effectively capture the cultural diversity of people’s daily lives, we recruit annotators who are native
speakers from various countries. The final dataset includes 500 socio-cultural question-answer pairs
for each country/region in 6 categories: food, sports, family, education, holidays/celebrations/leisure,
and work-life. To capture a comprehensive understanding of the cultural sensitivity of LLMs, we
create a set of questions and answers in two formats: short-answer and multiple-choice questions.
The overall framework for construction and evaluation of BLEND is shown in Figure [T} The statistics
of BLEND are shown in Table In total, BLEND features an extensive collection of 52.6k
question-and-answer pairs, 15k short-answer and 37.6k multiple-choice.

Our experimental results on BLEND show that even current state-of-the-art LLMs exhibit unbalanced
cultural knowledge and unfair cultural biases across various countries and regions. The average
performance of all tested models on short answer questions about United States (US) culture in English
15 79.22%. In contrast, when asked about Ethiopian (ET) culture in Amharic, the average performance

'Throughout the paper, we use the two-letter ISO codes for each country/region and language, as shown in
Table 3}
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Table 1: Statistics of the question samples within BLEND. BLEND is composed of two question
types: Short Answer Questions (SAQ) and Multiple-Choice Questions (MCQ). The question samples
are generated based on the 500 question templates generated by annotators from all countries/regions.

SAQ MCQ
Country/Region Language Count Language Count
United States (US) English (en) 500 1,942
United Kingdom (GB)  English (en) 500 2,167
China (CN) English (en), Chinese (zh) 1,000 1,929
Spain (ES) English (en), Spanish (es) 1,000 1,931
Indonesia (ID) English (en), Indonesian (id) 1,000 1,995
Mexico (MX) English (en), Spanish (es) 1,000 1,899
South Korea (KR) English (en), Korean (ko) 1,000 2,512
Greece (GR) English (en), Greek (el) 1,000 English (en) 2,734
Iran (IR) English (en), Persian (fa) 1,000 & 3,699
Algeria (DZ) English (en), Arabic (ar) 1,000 2,600
Azerbaijan (AZ) English (en), Azerbaijani (az) 1,000 2,297
North Korea (KP) English (en), Korean (ko) 1,000 2,185
West Java (JB) English (en), Sundanese (su) 1,000 2,345
Assam (AS) English (en), Assamese (as) 1,000 2,451
Northern Nigeria (NG)  English (en), Hausa (ha) 1,000 2,008
Ethiopia (ET) English (en), Amharic (am) 1,000 2,863
Subtotal 15,000 37,557
Total 52,557

drops to only 12.18%, highlighting a significant performance gap in relatively underrepresented
cultures and languages. A similar trend is observed in the multiple-choice format, where the LLMs
are required to choose the correct answer for each target country/region, with answers from other
countries/regions presented as wrong options.

The main contributions of our paper are as follows:

* We present BLEND, a benchmark of carefully crafted 52.5k question-answer pairs that
reflect the everyday cultural knowledge across 16 countries/regions in 13 different languages.

* Within BLEND, we propose two types of questions to automatically measure the cultural
knowledge in LLMs: short-answer questions and multiple-choice questions.

* We conduct extensive experiments across 16 LLMs on BLEND, showing a significant
performance gap between highly represented cultures and underrepresented cultures.

2 Related Work

Although LLMs generally incorporate extensive parametric knowledge from large text corpora
during pretraining [25]], such models frequently display bias due to imbalanced representations in
the data sources [3]]. Cultural knowledge is critical in enhancing the reasoning capabilities of LLMs,
contributing significantly to their success across various downstream applications.

Numerous studies have examined the socio-cultural aspects of LLMs. Previous work on cultural NLP
defines culture as the way of life of a specific group of people [[10]. Most research on the cultural
knowledge of LLMs centers on the culture at a national level. Anacleto et al. [[L] collect commonsense
knowledge about eating habits in Brazil, Mexico, and US through the Open Mind Common Sense
portal. GeoMLAMA [33] introduces 16 geo-diverse commonsense concepts and uses crowdsourcing
to compile knowledge from 5 different countries, each in its native languages. Nguyen et al. [22]
introduce a methodology to extract large-scale cultural commonsense knowledge from the Common
Crawl corpus on geography, religion, and occupations. CREHate [[17] is a cross-cultural English hate
speech dataset covering annotations from 5 English-speaking countries. CultureAtlas [9] includes
textual data encapsulating the cultural norms from 193 countries, primarily sourced from Wikipedia
documents in English. However, the majority of these studies are conducted exclusively in English
and focus on more objective aspects of culture that are written in formal data sources.
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Table 2: Detailed statistics of the number of questions per category for each country/region in Short
Answer Questions (SAQ) and Multiple-Choice Questions (MCQ).

Food Sports Family Education Holidays  Work-life
SAQ 105 88 63 84 92 68
MCQ
United States (US) 642 393 60 173 500 174
United Kingdom (GB) 990 403 50 189 427 108
Spain (ES) 714 476 43 172 425 101
Mexico (MX) 489 491 39 183 578 119
Indonesia (ID) 471 369 60 212 699 184
China (CN) 475 349 74 200 705 126
South Korea (KR) 753 792 57 218 539 153
Algeria (DZ) 873 569 59 189 819 91
Greece (GR) 1,345 516 40 154 500 179
Iran (IR) 666 519 50 173 2,135 156
North Korea (KP) 784 430 78 228 476 189
Azerbaijan (AZ) 852 513 65 216 453 198
West Java (JB) 892 461 20 160 680 132
Assam (AS) 862 584 34 198 666 107
Northern Nigeria (NG) 647 421 50 207 508 175
Ethiopia (ET) 984 649 46 278 692 214

More recent studies have focused on the cultural knowledge of non-English speaking countries and
languages. For instance, CLIcK [14] and HAE-RAE Bench [29] evaluate LLMs’ knowledge in
Korean, while COPAL-ID [32], ID-CSQA [26]], and IndoCulture [[15] include culturally nuanced
questions in Indonesian. Nonetheless, we do not know of any work that has been done to compare
the cultural adaptiveness of LLMs across diverse languages and cultures using the same question set,
which would enable a direct comparison.

Other recent work focuses on capturing the everyday cultural nuances of LLMs using social net-
working platforms. StereoKG [7] extracts cultural stereotypes of five nationalities and five religious
groups from questions posted on X (formerly Twitter) and Reddit. However, this method produces a
significant amount of noisy and inappropriate assertions due to insufficient filtering. CAMEL [20]]
includes masked prompts from naturally occurring contexts on X, focusing on Arabic content, and
CultureBank [28]] is a collection of diverse perspectives and opinions on cultural descriptors, including
English comments from TikTok and Reddit. However, these datasets are limited to a single language
and rely solely on data available from social media, not able to capture people’s everyday behaviors
to the full extent [31]].

In contrast to prior work, BLEND is carefully human-crafted, capturing everyday life cultural
knowledge across 13 languages spoken in 16 different countries/regions including underrepresented
regions such as West Java and North Korea.

3 Construction of BLEND

Language Coverage. We select languages with varying levels of resource availability using the
metrics defined by Joshi et al. [12]. The resource availability of languages included in BLEND is
shown in Table[d]in the Appendix. Additionally, we involve at least one author who is a native speaker
of the language and originally from the country/region represented in the dataset to handle the data
inspection process

Question Collection and Filtering. BLEND includes 500 question templates that reflect
daily life aspects across six socio-cultural categories: food, sports, family, education, holi-
days/celebrations/leisure, and work-life. To create these templates, we collect 10-15 questions
for each category from at least two native annotators per country/region. These annotators are asked
to generate culturally relevant questions about their countries while avoiding stereotypical questions.
The question generation guideline is shown in Appendix [B.4] The collected questions are filtered

*North Korea was an exception, where we collaborated with a South Korean researcher studying North
Korean language.

https://doi.org/10.52202/079017-2483 78107



GB -
-1.8
ES
CN
D 1.6
MX -
KR 1.4
DZ
GR 1.2
IR
kP 1.0
AZ
JB
P 0.8
NG
ET 0.6

1
US GB ES CN ID MX KR DZGR IR KP AZ JB AS NG ET

Figure 2: Heatmap showing the average number of common lemmas within each question between
all country/region pairs. Pairs from the same countries/regions are shown in white. Higher numbers
of shared lemmas indicate that those countries/regions provide more similar answers compared to
other countries/regions (e.g., Indonesia and West Java).

to eliminate duplicates and country-specific items that can only apply to one country/region. For
example, items with proper nouns from a single country/region are excluded. Then the questions
are formatted into templates like “What is a common snack for preschool kids in your country?”
Subsequently, ‘your country’ is replaced by the country/region names for localizing the questions.
Except for US and GB, the questions are translated into the local languages by the native speakers.
This process results in a comprehensive dataset of 15,000 short-answer questions, as shown in Table
[T} The specific number of questions per topic is shown in Table 2]

Answer Annotation. To obtain the answers to the collected questions, we recruit annotators who
are native speakers of the target languages and are originally from the target regions/countries. We
ensure that the annotators have lived in these countries for over half of their lifetimesPl For most
countries, we recruit annotators through Proliﬁcﬂ However, in cases where it is not possible to find
annotators through crowdsourcing platforms Eil.e., DZ, KR, KP, AZ, JB, AS, NG, and ET), we directly
recruit five annotators who meet our criteria

Annotators are required to give at least one short answer to each question and can offer up to three
responses if a single answer is insufficient. If an annotator does not know the answer, they can choose
from the following options: ‘not applicable to our culture,’ ‘no specific answer for this question,’
‘I don’t know the answer,’ or ‘others.” By default, responses are collected from five annotators per
question. If an annotator chooses ‘I don’t know the answer’, we discard the response and collect a new
one. This process continues until five valid responses for each question are obtained, or more than
five annotators choose ‘I don’t know’. Examples of the collected questions with answers from each
country are presented in Figure[I] The guideline and the interface for answer annotation provided to
annotators are shown in Appendix [B.5]and [B.6]

Answer Aggregation. We request 1-2 annotators from each country to review the annotations and
remove invalid answers. These invalid answers appear to be due to some annotators misunderstanding
a question, leading to nonsensical answers. Additionally, due to the nature of natural language, there
are multiple variations of a single term (e.g., “go to bed” and “sleep”). We instruct the annotators to
group these variants into one to ensure the final dataset contains accurate vote counts for each answer.
We also ask the annotators to translate all the annotations into English. As a result, our final dataset
includes variants in local languages and English, along with a final vote count for answers to the
question.

3This condition was not fully met for North Korea due to a very limited pool of annotators.
*https://www.prolific.co/
STables and@in the Appendix shows a detailed demographic distribution of the annotators.
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Statistical Analysis on Annotations. We analyze the annotations to assess their quality and
consistency, as detailed in Table[7]in the Appendix. Despite the subjective nature of the questions,
the average level of agreement among annotators, calculated by the average of the maximum votes
for each question, is 3.16 out of 5 (63.2%). The balance within the dataset indicates that while there
is consensus on certain annotations, there is also a substantial variety in the answers within each
country, reflecting a diverse range of perspectives. We also present the average number of annotations
per question in Table[§]in the Appendix, to show the level of answer variance.

Table [9]in the Appendix presents the average number of '/ don’t know’ responses per question. On
average, there were 1.01 out of 5 such responses per question, with a standard deviation of 0.35
(ranging from a high of 1.912 in Northern Nigeria to a low of 0.42 in South Korea). The frequency
of ’I don’t know’ responses was higher in the sports and holidays/celebrations/leisure categories,
likely due to questions on sports or holidays that are not widely recognized or celebrated in certain
countries or regions.

Furthermore, we measure the overlap of answers between countries/regions by calculating the number
of shared lemmas of the English versions of annotations to compare the trend between them and
show the result in Figure [2| The result indicates that countries/regions with closely aligned cultural
backgrounds exhibit higher overlaps in answers. The top pairs with the most similar responses are
Indonesia & West Java (a province in Indonesia), the United States & the United Kingdom, and Spain
& Mexico, likely due to shared historical, linguistic, or cultural ties that influence how questions are
understood and answered. On the other hand, the pairs with the lowest value are Northern Nigeria &
Greece/Ethiopia/South Korea. This could be due to the fact that Northern Nigeria has its own unique
regional culture captured in the dataset.

4 LLMs Cultural Knowledge Evaluation

We measure how the current LLMs perform on BLEND on the two task settings: short answer and
multiple-choice. Details for the experimental settings and the 16 evaluated models can be seen in

Appendix

4.1 Short Answer Questions (SAQ)

Experimental Setting. In this experiment, we measure LLMs’ performance on SAQ. The final
score for each country is calculated as the average score over two prompts: 1) directly ask LLMs to
provide the answer, and 2) add persona to the LLMs to make them act as a person from the target
country or region. The detailed prompts are shown in Appendix [C.2.1} To compute the score, we first
mark the LLM’s response as correct if it is included in the human annotators’ responses to the same
question. Then we compute the percentage of questions to which LLM’s answer is correct. More
details on calculating the scores can be found in Appendix [C.2.2]

We compute the scores for all the countries based on the results obtained for the local language and
English, respectively. We use lemmatizers and stemmers to handle highly inflectional languages such
as Arabic and variations in words. The details are shown in Appendix [C.2.2] In addition, we remove
accents from words in languages that contain accents, such as Spanish and Greek, to ensure that the
annotations from human annotators match the responses of LLMs. When computing the scores, we
ignore questions for which three or more annotators do not know the answer.

4.1.1 LLM Performance on SAQ

Figure [3a|presents the performance of five LLMs on short answer questions in the local languages
of target countries/regions. Table|10|shows the performance of all 16 LLMs evaluated. The results
indicate a consistent trend of lower performance for lower resource languages [12].

Highlighting just a few results, the average LLM performance for US, Spain, Iran, North Korea,
Northern Nigeria, and Ethiopia are 79.22%, 69.08%, 50.78%, 41.92%, 21.18%, and 12.18%, respec-
tively, indicating a significant drop in performance for underrepresented cultures. Countries that
share a common language but differ culturally show significant differences, for example, GPT-4,
the highest-performing model, shows a substantial performance disparity of 31.63% between South
Korea and North Korea. Similarly, between Spain and Mexico, GPT-4 exhibits a performance gap
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Figure 3: (a) LLMs’ performance on short answer questions for each country/region in the local
language. Models constructed from a Western country are shown in shades of blue, whereas those
built from a non-Western country are shown in shades of red. (b) Average performance of all LLMs
in local language and English on short answer questions. The grey error bars indicate the standard
deviations among all models.

of 4.35%. Our findings highlight the critical need for LLMs to be trained on more diverse datasets,
including low-resource languages and underrepresented cultures.

Performance of Region-Centric LLMs. Models built from non-Western countries tend to show
higher performance on that specific country/region. For example, as seen in Figure [3a] Qwenl.5-
72B [3l], made by the Qwen Team in Alibabal’| Group, shows highest performance on Chinese
among all models. HyperCLOVA-X [34]], built from the NAVEREl HyperCLOVA Team, also shows
comparable results on Korean, even exceeding GPT-4 performance in North Korean cultural questions.
These language/region-specific models often benefit from customized datasets richer in local cultural
content and nuances, typically underrepresented in the more universally used datasets, leading to
higher performances in their regions.

Local language vs. English. We compare the average LLM performance when prompted in
local languages versus English, as shown in Figure For cultures represented by high-resource
languages like Spanish and Chinese, the local languages show better performance across all models.
In contrast, in cultures represented by low-resource languages such as Azerbaijani, Sundanese, and
Ambharic, English results in better performance (full results are shown in Table [TT)). This implies
that the models’ proficiency in a particular language significantly influences its performance and that
models tend to show better cultural sensitivity in the local language when they possess sufficient

®Chinese technology company (https://www.alibabagroup.com/)
"Korean technology company (https://www.navercorp.com/)
8Performance on the six models presented in Figureon the English version of SAQ is shown in Figure
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linguistic capability. Note for North Korean (KP) cultural questions, both English and Korean show
poor performance as expected, but Korean performs slightly better, as it is a relatively high-resource
language.

Performance by Question Category. In our analysis of six socio-cultural categories, models
generally exhibit lower performance on questions related to food and holidays/celebrations/leisure
than those concerning work-life or education. This disparity, significant with a p < 0.05 using one-way
ANOVA, is detailed in Figure [I3] This pattern indicates that more subjective topics like food and
leisure are more challenging for LLMs to show cultural adaptiveness.

4.2 Multiple-Choice Questions (MCQ)

While SAQ is effective for multilingual evaluation, LLMs often generate responses that deviate
from the annotators’ one- or few-word answers, for example, generating long sentences, especially
in languages that do not follow the instructions well. Hence we make the MCQ to enable simpler
evaluation of LLMs. One limitation of our MCQ is that it is only available in English, as the incorrect
options were chosen from different cultures’ responses to the same questions, and translating all of
those requires additional work. We plan to release a multilingual version of MCQ soon.

4.2.1 MCQ Construction

We make the multiple-choice questions about each target country/region in English, with other
answer options from other countries/regions. For fair comparison across all countries, we remove
questions for which at least one country has an annotation of ‘not applicable to our culture,” or more
than three annotators don’t know the answer. We also remove questions where all annotations have
one vote each, indicating no typical answer from that country for that question. We determine the
correct answer for each question by selecting the annotation with the highest votes from each country.
We provide four answer options for each question, with no more than one option from any of the
other countries. The detailed process of choosing plausible incorrect answer options can be seen in
Appendix The final multiple-choice question prompt is shown in Appendix[C.3.3]

4.2.2 LLM Performance on MCQ

In general, models show higher performance in MCQ than in SAQ as shown in Figure @ This
improvement is due to using questions with well-defined answers for multiple-choice questions.
However, the pattern of displaying higher performance in high-resource cultures remains consistent.
When considering the tendencies of all countries/regions for each model, the average Pearson
correlation between the average performance in SAQ in the local languages and English across all
countries/regions and the MCQ performance across all countries/regions is notably strong at 0.93.
Furthermore, the Pearson correlation between the average model performance in English SAQ for
all countries and that in MCQ exhibits a considerably high value of 0.98. This indicates a strong
alignment between the two evaluation formats.

5 Human Evaluation

We conduct a human evaluation for short-answer responses from LLMs to understand the source
of errors. We use responses from GPT-4, the best-performing model, for short-answer questions.
We define the following categories: stereotypical, partially correct, refusal, nonsensical, unnatural
language, and different country’s view to analyze 120 wrong answers based on the automated
evaluation. The detailed instructions and the definitions of each category can be found in Appendix
[D.3.1] Also, the summary of the human evaluation results can be found in Table [I3]

The most stereotypical responses came from answers generated for underrepresented lan-
guages/cultures such as Ethiopia, West Java, and Assam, with 48.33% of responses from Ethiopia
being stereotypical. Most stereotypical questions were related to food or festivals, where the LLM
attempted to provide traditional information about the country or the region without fully understand-
ing the context. For instance, for West Java, the LLM frequently answered any food-related questions
with ‘Seblak,” one of the most famous dishes originating from the region.

Notably, countries with a high percentage of partially correct answers or refusals were all from
underrepresented cultures, such as Azerbaijan, North Korea, Northern Nigeria, and Ethiopia. This
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Figure 4: LLMs’ performance on multiple-choice questions. Models constructed from a Western
country are shown in shades of blue, whereas those built from a non-Western country are shown
in shades of red. Similar to the results from short-answer questions, models tend to show lower
performance in underrepresented countries/regions.

indicates that the LLMs tend to provide a long list of multiple answers or even refuse to answer when
there is insufficient information about the topic/question. The same trend was observed for nonsensical
answers, indicating that the capability of LLMs to comprehend questions is limited for low-resource
languages. There were also many hallucinations for low-resource languages, such as providing
‘Ruslan Cfrov’ as the most famous basketball player in Azerbaijan, despite the non-existence of a
famous player with that name.

GPT-4 also tends to provide answers from the perspective of other countries when responding to
queries about Azerbaijan and North Korea. For Azerbaijan, many answers were from the perspectives
of other countries in the Caucasus region, and for North Korea, most responses were from the
perspective of South Korea. This aligns with the annotations for unnatural language, as the same two
countries had the highest ratio of unnatural language. In the case of Azerbaijan, there were instances
where the LLM even responded in Turkish. For North Korea, a surprising 18.33% of the responses
were marked as unnatural because they were phrased in the words used exclusively in South Korea.

6 Conclusion

In this paper, we present BLEND, a benchmark to evaluate the cultural knowledge about everyday
life within 16 current LLMs in 16 countries/regions and 13 distinct languages.

Our experimental findings indicate that current LLMs demonstrate a high level of competence in
highly represented cultures such as the United States and the United Kingdom. However, their
performance is significantly lower in the case of less-represented and underrepresented cultures and
languages, especially when prompted in the local language. This outcome is observed in both short-
answer questions and multiple-choice questions. Furthermore, our study reveals the performance gap
between two countries using the same language, highlighting a cultural bias among those regions.
Moreover, the study shows that the performance of LLMs varies depending on the language used in
prompting: LLMs generally perform better in local languages for mid-to-highly represented cultures,
while for underrepresented cultures, they perform better in English.

7 Limitations and Future Work

One limitation of our approach is the relatively small number of annotators, typically five per
question, sometimes from the same locality within one country. This might not fully represent the
countries/regions we include in our dataset. Extending efforts to increase the number of annotators
per country, especially from diverse regional bases within each of the countries/regions, will be
the most immediate future work of this research. Moreover, most language experts involved in the
benchmark creation were academics proficient in English, the reference language for communication
and translation. This may bias part of the construction process as they may not be fully representative
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of the population of each country. We do not claim that our data fully represents all the speakers of
any language/region, but our dataset remains a good starting point for researchers interested in the
topic.

Additionally, evaluating short-answer questions poses noticeable challenges. Despite the extensive
human effort and using lemmatizers/stemmers, accounting for all word variations is difficult, leading
to correct answers not being evaluated accurately. Our dataset also faces challenges in evaluating
long-form responses from LLMs, as the annotated data is based on short answers. Future work should
focus on accurately evaluating the cultural adaptiveness of LLMs in long-form natural contexts, as
limitations exist within prompt-based evaluations.
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Appendix

A Dataset Details

A.1 Accessibility, Usage, License, and Maintenance

Accessibility: All data samples of BLEND—including short answer questions, multiple-choice
questions, and their answers—as well as the codes we use in our work, can be found at https:
//github.com/nlee0212/BLEnD. We also make our dataset publicly available at HuggingFace
Datasets (https://huggingface.co/datasets/nayeon212/BLEnD).

Usage: In the GitHub repository, all the data samples for short-answer questions, including
the human-annotated answers, can be found in the data/ directory. Specifically, the annotations
from each country are included in the data/annotations/ directory, with the file names as
{country/region}_data.json. Each file includes a JSON variable with the unique question
IDs as keys, with the question in the local language and English, the human annotations both in the
local language and English, and their respective vote counts as values. The example of an instance in
the dataset for South Korea is shown below:

"Al-en-06": {
"question”: "CABIZIE &I FAOIN B £ 4 U SAle B2Avterr,
"en_question": "What is a common school cafeteria food in your country?",
"annotations": [
{
"answers": [
||7‘:12|n
] 3y
"en_answers": [
"kimchi"
] b
"count": 4
})
{
"answers": [
nl:lul'u,
nAFdkn
=24 o»
nAéI-u
] 3y
"en_answers": [
"rice"
] 3y
"count": 3
})
] b
"idks": {
"idk": O,

"no-answer": O,
"not-applicable": O,
"others": []

+s

We also include the prompts that we used for LLM evaluation in local languages and English in
the data/prompts/ directory. Each file is named {country/region}_prompts.csv. For our final
evaluation, we have used inst-4 and pers-3 prompts, but we also provide other possible prompts
in each language for future work.

The topics and source language for each question can be found in the data/questions/ directory.
Each file is named {country/region}_questions.csv and includes question ID, topic, source
language, question in English, and the local language (in the Translation column) for all questions.
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The code for retrieving answers from LLMs for the short-answer questions is provided at
model_inference.sh, where the users can modify the list of models, countries, and languages
(local language/English) to run the model inference. The results of each model’s inference on the
questions will be saved in default at model_inference_results/ directory. To calculate the scores
for the short-answer questions, the users can run evaluation/evaluate.sh.

The  multiple-choice  questions and  their answers can be found at
evaluation/mc_data/mc_questions_file.csv. Multiple-choice questions and answers
are generated through the codes found at evaluation/multiple_choice_generation.sh.

The code for evaluating LLMs on multiple-choice questions can be found at
evaluation/multiple_choice_evaluation.sh, where the users can modify the list of
models to evaluate. Users must input their API keys within these files for the required models for all
evaluations.

License: CC BY-SA 4.0

Maintenance: On GitHub, we plan to continually update our code and constantly resolve any bugs
and issues. We encourage contributions from community members and researchers.

A.2 Country/Region & Language Codes

Table 3| shows the two-letter ISO codes for each country/region and local language. We use the codes
throughout the main content of the paper and the supplementary materials.

Table 3: Two-letter ISO codes for each country/region and the corresponding local languages.

Country/Region Code | Language Code

United States US Enelish en
United Kingdom  GB &
China CN Chinese zh
NSIS ;120 1\E/:[§( Spanish es
Indonesia ID Indonesian id
South Korea KR Korean Ko
North Korea KP
Greece GR Greek el
Iran IR Persian fa
Algeria Dz Arabic ar
Azerbaijan AZ | Azerbaijani az
West Java JB Sundanese su
Assam AS Assamese as
Northern Nigeria NG Hausa ha
Ethiopia ET Ambaric am

A.3 Annotation Examples

The examples of annotations for cultural questions within each topic (i.e., food, sport, family,
education, holidays, and work-life) for each country/region in our dataset are shown in

Figure 6] [Figure 7} [Figure 8] [Figure 9} and [Figure 10|respectively. All the answers are presented in
both local languages and English.

B Construction Details of BLEND

B.1 Resource Availability of Languages
As illustrated in the main text, we select languages with varying levels of resource availability and

recruit annotators who are native speakers of each language. The detailed resource availability of the
languages included in BLEND is shown in Table ]
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Country/

Annotation A
Region

hot dogs: 4
hamburger: 1

tacos: 1 U

What street food do people from the US like to eat?

kebabs: 2
burgers: 2

fish and chips: 2 Wiz

What street food do people from the UK like to eat?

B (roasted sausage): 3
BE)% (barbecue): 2

FEH A (candied haw): 1 CN

PEABERZ AR NZ?

churros (churros): 2
¢Qué comida callejera les gusta comer a las personas de  patatas fritas (French fries): 1

Espana? pipas (sunflower seeds): 1 =

tacos (tacos): 5
¢Qué comida callejera les gusta comer a las personasde  quesadillas (quesadillas): 3

México? tamales (tamales): 2 S

cilok (cilok): 3
Makanan jalanan apa yang disukai oleh orang-orang dari bakso (meatball): 2
Indonesia? seblak (seblak): 1

= 20| (stir-fried rice cakes): 4

=NV [3 b -1
2a| 2 AlS =olstLEQ 2 S O (bungeoppang):
12l 848 Forettas 2| 2tFF (delimanjoo): 1 43

=)
rot
a
H
R
o
mn
rlo
k=l
8
N

24 (tofurice): 4
o|x 71 7|8k : .
St ALZIE 2 o H2| 2412 Z0f 8}LtR? QIZ= 11 7|2 (synthetic meat rice): 2 KP

24t (gimbap): 1

TItoyupo (pita gyro): 3
oouBAdkL (souvlaki): 1 GR
Ttitoa (pizza): 1

Tustreet food ouvnBiZouv va tpwve ot AvBpwTtoL aTnV
EMGSa;

Ji (falafel): 2
4 s (SAMOSa): 1

€355 Nl & LLA slale SBY
AHBAIUGIAICIe SOLATSA S A G aahA Sy (pastry): 1 IR
oSusll (couscous): 4
. 43 3533 (chakhchoukha): 2
U5 ¢y g0 3l imy Lol S e 58 eyl
el 080 ) oy A eSS %2 ) (rishta): 1 Dz
Azarbaycanlilar kiigca yemaklarindan na yemayi dénar (doner kebab): 5 Az
xoslayirlar?
cilok (cilok): 2
Jajanan jalanan naon nu resep didahar ku urang Jawa baso (meatball): 2 B
Barat? mi hayam (chicken noodle):1
BOFT (panipuri): 4
THAT (MF SHFNS F 49499 I/F A @& 755 37 (dumpling): 4 AS
IE? BIR (tea): 1
awara (fried bean cake): 3
Wane irin abincin titi ne mutanen Arewacin Najeriya suka  gurasa(flatbread): 2
" § X N NG
fison ci? shinkafa (rice): 1
RACKLDLT T P15G U0 RO/N? CniE el ET

&0 (qollo): 2

Figure 5: Example annotations for a cultural question related to the topic of food for each coun-
try/region in our dataset. The questions and annotations are provided in different languages, with
translations of the annotated answers into English included in brackets. Annotations are sorted in
descending order based on the frequency (i.e., vote count) of an answer provided by annotators, each
separated by a line break. The vote count for each answer is displayed as numbers.
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Country/

Annotation !
Region
What is the most popular indoor sport in the US? basketball: 5 Us
hockey: 1
swimming: 2
What is the most popular indoor sport in the UK? netball: 2 UK

badminton: 1

S EEIR (table tennis): 3
FESEZRDNZENZIEHA? FJEIK (badminton): 2 CN
H3% (e-sports): 1

baloncesto (basketball): 2
futbol sala (indoor football): 2

A . . . T
¢Cual es el deporte de interior mas popular en Espafia? fatbol 7 (7-a-side football): 1 ES
basquetbal (basketball): 3
. . . . o natacion (swimming): 1
; ®
¢Cual es el deporte de interior mas popular en México? box (boxing): 1 MX
bulutangkis (badminton): 4
Apa olahraga dalam ruangan yang paling populer di futsal (futsal): 2 D
Indonesia? ping pong (table tennis): 1
Z2t0| Y (climbing): 2
C O] E i .
CSHoI R0l M 7 917] Qs MU ARXE S0ty o D = (badminton): T KR

57 (basketball): 1

EfTL (table tennis): 3

=S 0
CER A S5 2AI7ta? = v (il kp

ofp

ot 3t

rir

= Hi 7 (volleyball): 1
Moto givat To o dNHOGEG ABANPA ECWTEPIKOV XWPOU pmaoket (basketball): 4 GR
otnv EMada; modoodatpo (football): 1
Julls (volleyball): 2
Qe S end 85 059 s Jus s (futsal): 2 "
IERT OB PESIR ) B JuiSes (basketball): 1
43U (boxing): 2
- s s . all 3 S (handball): 1
€5 5 8 Ll 3 sk
Sttty ol 5 il 5 £ (volleyball): 1 Rz
. - 2 sahmat (chess): 3
Azarbaycanda an populyar gapali idman névi hansidir? basketbol (basketball): 1 AZ
bulu tangkis (badminton): 4
Naon olahraga jero rohangan nu pang populerna di Jawa futsal (futsal): 2 B
Barat? pingpong (table tennis):1
% (ludo): 4
e & FAeNE ST 3G Fer 57 SRHEIEBE AS
. Wdl (chess): 2
Wanne wasan cikin gida da aka fi so a Arewacin kwallon kafa (football): 1 NG
Najeriya? kacici-kacici (riddle): 1
ORAPES GHE0- GLTT R0 DT AZCH (AP Pk 107 LIspemrilaepe ET

0ha (boxing): 1

Figure 6: Example annotations for a cultural question related to the topic of sport for each coun-
try/region in our dataset. The questions and annotations are provided in different languages, with
translations of the annotated answers into English included in brackets. Annotations are sorted in
descending order based on the frequency (i.e., vote count) of an answer provided by annotators, each
separated by a line break. The vote count for each answer is displayed as numbers.
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Annotation Country/

Region

gotoapark:2
What is a popular family activity with a child bowling: 1

to do on weekends in the US? swim: 1 U
go to the zoo: 2
What is a popular family activity with a child  go to the park: 2 UK
to do on weekends in the UK? walks: 1
£ /\E (go to a park): 2
ERE, BRMEF LN —TZRil A (shopping): 1 &I
HREESN 2T A7 ZE9NESN (outdoor activities): 1
¢Cual es una actividad familiar popular TrEll PRI (ED i i ETidR2
o ) pasear (to walk): 2
para hacer con un nifio los fines de semana [UEaraNideajliesos (playvdeoEames) ES
en Espana? Jug Juegos (play g :
¢Cual es una actividad familiar popular ir al parque (go to the park): 5
para hacer con un nifio los fines de semana visitar a la abuelita (visit grandma): 1 MX
en México? iral cine (go to the movies): 1
Apa kegiatan keluarga yang populer untuk ke mgll [EpmgioiipmElEE
¥ . bersepeda (cycling): 2
dilakukan bersama anak pada akhir pekan ID
. . nonton tv (watch tv): 1
di Indonesia?
01%‘ (travel): 2
CHSHRI = 0f| A =240]| OtO| 2 2HH|SH= Q17| AR (sports): 1 -
AEINSHE2 2A07tR? HE A2 (board game): 1
AFART]| (card game): 1
=0H0ll M T 4| 20f oFo|<f BHA|SH= BEO| Z0OEI17| (go to the market): 1 .
Ste 75 a2 2A7tR? AstE 7| (watching movie): 1
Mota eivat pla SnpodIArG OLKOYEVELOKD BoATa (stroll): 1
dpactnplotnta e éva madi yia ta Kvnpatoypadog (cinima): 1 GR
oapBatokvplaka otnv EAAGda; nawd ik xapa (playground): 1
Sk 12 S8 Sy (picnic in the park): 1
aladl (515 258 b sone S la cullad ol 0 ke (travel): 1
. el g IR
fuun ladtia Al 3 gals leg= (party): 1
oo L bl Sy ) AniLil) A el lLLET) a Lo R
a0 A gyl Al Al 4 JULY) 54l (hiking): 5 22
parklara getmak (go to parks): 3
Azarbaycanda hafta sonlari ails ila birlikda oyun meydancalarina getmak (go to playgrounds): 1 Az
usadla na etmak populyardir? bag evina getmak (go to the country house): 1
Naon kagiatan kulawarga anu populer olahraga_(sports)_: i
. X ¥ lalajo tipi (watching tv): 1
dipigawe babarengan jeung budak pikeun nEojay (swimming)i JB
dilakukeun dina ahir minggu di Jawa Barat? gojay g):
IS NIREE PN R 5 Sanm W,W(g"f‘?ra,walkm
T FE? STufes (gardening): 1 AS
’ T (picnic): 1
Menene shahararren aikin gida da yara suka slie (G @
fi so suyi a karshen mako a Arewacin p): NG

Najeriya? wanki (washing): 1
%% (running): 2

ANa “Im (washing clothes): 1 ET
0+ @924+ (house cleaning)

AL 0A7°7F Pnld (0 DAE OC
APNGT 0FOP RIPOFO PPIRT 102

Figure 7: Example annotations for a cultural question related to the topic of family for each coun-
try/region in our dataset. The questions and annotations are provided in different languages, with
translations of the annotated answers into English included in brackets. Annotations are sorted in
descending order based on the frequency (i.e., vote count) of an answer provided by annotators, each
separated by a line break. The vote count for each answer is displayed as numbers.
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Country/

Annotation .
Region
spanish: 5
What language is taught in schools in the US besides french: 3
. us
English? german: 2
What language is taught in schools in the UK besides frenc_h: g
X spanish: 3 UK
English?
german: 2
EHENFRER T B ISMNEBRBIIES? FIXX (chinese): 4 CN
francés (french): 5
¢Qué idioma se ensefia en las escuelas de Espana latin (latin): 2
p g ES
ademas del inglés? aleman (german): 1
francés (french): 4
¢Qué idioma se ensefia en las escuelas de México espanol (spanish): 2 MX
ademas delinglés? nahuatl (nahuatl): 1
bahasa indonesia (indonesian): 2
Bahasa apa yang diajarkan di sekolah-sekolah di mandarin (mandarin): 2 D
Indonesia selain Bahasa Inggris? bahasa daerah (regional language): 1

ale i .
Ci$tel R0l Stmol A S5 Fof olof of plojg S5 0f Uapanese):d
O LIS, 2= 0] (chinese): 3 KR
B £0 (french): 1

Z=70{ (chinese): 4
2{ A| OO (russian language): 3 KP

=oto| st o A St S2 F0f /0] ofFH =015
H =
f SHZ (chinese characters): 1

YEPHaVIKA (german): 5
yaAAkd (french): 5 GR
eMnvika (greek): 1

Mola yAwaooa d1ddacketat ota oxoAeia otnv EAAGda
TEPa amod ta AyyAikd;

2= (arabic): 4
531 (english): 1

2 gl e 02l 5 )e )L ) 4 ¢ 3 s das Gl .
dien 0303 G )5 e lde 3 (A0 4 o) 2 4 0l a5 (france): 1

S SalasY) AR ) A8 A 53 5all e plaal) (8 G Al 6l 4l (french): 5 Dz

rus dili (russian): 5
alman dili (german): 2 AZ
fransiz dili (french): 1

Azarbaycanda maktablardas ingilis dilindan basqga hansi
diller tadris edilir?

basa indonesia (indonesian language): 4
Basa naon nu diajarkeun di sakola-sakola di Jawa Barat  basa sunda (sundanese language): 2

salian ti Basa Inggris? jepang (japanese language):2 =
34 (hindi): 5

e Rmehze RI6E $IE8 AW @ SR SRF© (sanskrit): 2 AS

RER R R T (assamese): 2

Wane yare ake koyarwa a makarantun Arewacin hausa (hausa): 4 NG

Najeriya banda Turanci? larabci (arabic): 4

RAPRE FPUCH OFF INIINIE 27 (a1 3 emay Cr (amharic): 4 ET

A5 (oromic): 1

Figure 8: Example annotations for a cultural question related to the topic of educate for each
country/region in our dataset. The questions and annotations are provided in different languages,
with translations of the annotated answers into English included in brackets. Annotations are sorted
in descending order based on the frequency (i.e., vote count) of an answer provided by annotators,
each separated by a line break. The vote count for each answer is displayed as numbers.
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On which holiday do all family members tend to reunite
in the US?

On which holiday do all family members tend to reunite
in the UK?

ERE, BIPARENAERASEAR?

¢En qué festivo suelen reunirse todos los miembros de
la familia en Espana?

¢En qué festividad suelen reunirse todos los miembros
de la familia en México?

Pada hari libur apa semua anggota keluarga biasanya
berkumpul di Indonesia?

GBI R0 RE 745 7Y US0| 87 ROl
EL 2ol0| giLtar

fatp ]

o=

rir
rlo

231014 2.5 4% 4 750| #f 20|
S900] glLta?

Ze mola eoptr ouvnBiZouv OAa Ta HEAN TNG OLKOYEVELAG
va emavacuvdéovtal otnv EAAGda;

e od )50 Yosane oal silA sline] 4ad CBlked A3 53 o) ) 0
f3 5800

§ 5 3all b Allall o i qingy 2 gl 3

Azarbaycanda ails tzvlari hansi bayramda bir araya
golirlar?

Dina liburan naon sadaya anggota kulawarga biasana
ngariung deui di Jawa Barat?

IS (FT $3FS HIE NIIET AP aFlae

T 279 2J?

A wane hutun ne dukkan 'yan uwa sukan hadu a
Arewacin Najeriya?

MATCXE MPTED: 0% v-aeg® LHANTF NAZL AL ATPUT RFAN?

78130

Annotation

thanksgiving: 4
christmas: 2

christmas: 5

&5 (spring festival): 4
ik F5 (mid-autumn festival): 4
& BB (qingming): 1

navidad (christmas): 3
nochebuena (christmas eve): 2
nochevieja (new year's eve): 2

navidad (christmas): 5
afo nuevo (new year): 3
16 de septiembre (september 16th): 1

idul fitri (eid al-fitr): 4
natal (christmas):3
tahun baru (new year): 2

ZX (chuseok): 5
A Y (lunar new year): 5

I

chuseok): 3
lunar new year): 2

—1%‘ (gregorian new year): 1

Wi

Tiacxa (easter): 4
Xplotovyevva (christmas): 3
yevéBAwa (birthday): 1

D505 (new year): 4
Sos= 43 e (chaharshanbe suri): 1
O 033 (nature's day): 1

Lhill ae (eid al-fitr): 5
&>=Y) xe (eid al-adha): 4
4l gl (new year): 1

novruz bayrami (novruz): 5
yeni il bayrami (new year): 1

idul fitri (eid al-fitr): 4
libur lebaran (eid holiday): 1
natal (christmas):1

&= (bihu): 5

ST (puja): 1
‘vjfﬁ IS (durga puja): 2

hutun sallah (eid holiday): 4
hutun kistimeti (christmas): 3

4(Lh (easter): 2
£a°87% (ramadan): 1
Havy avA®@4®, (new year)

Country/

Region

us

UK

CN

ES

MX

KR
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GR

Dz

AZ
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NG

ET

Figure 9: Example annotations for a cultural question related to the topic of holiday for each
country/region in our dataset. The questions and annotations are provided in different languages,
with translations of the annotated answers into English included in brackets. Annotations are sorted
in descending order based on the frequency (i.e., vote count) of an answer provided by annotators,
each separated by a line break. The vote count for each answer is displayed as numbers.
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Country/

Annotation A
Region
vacation: 3
What is regarded as the mostimportant perk  healthcare: 3 us
typically offered to employees in the US? benefits: 1
bonus: 2
What is regarded as the mostimportant perk  free lunches: 1 UK
typically offered to employees in the UK? pension: 1
T p&—% (five insurances and one fund): 3
TEHE, BEAAGRATRENREZMNE WK (weekends off): 2 cN
FEHA? fF1{&: annual leave: 1
¢ Cual se considera el beneficio mas lszls:ﬁglr(ziaal:rsic‘;al (Eeckl szeumiE 2
importante que se ofrece tipicamente a los R X v): . i ES
e ey tiempo libre (free time): 1
¢Cual se considera el beneficio mas ‘mss (meX|can Sl sec;urlty |n§t|tut?): 2
- L vacaciones pagadas (paid vacations): 2
importante que se ofrece tipicamente a los X L . Lo MX
e ey v g afore (retirement fund administration companies): 1
5 . gaji (salary): 3
Apa} yang dl'anggap sgbagal kel,-lntungan thr (religious holiday allowance): 1
paling penting yang biasanya ditawarkan X ID
“emEeh e Gh e eGSR bonus tahunan (annual bonus): 1
CHEHBIROI A UEHE O 2 KIS o 212 (bonus): 2
Do) el = JLAF = QB o Z| 217} 9l (employee discount): 2
MBS A9 Fotg FaspioARls 5 S e KR
31%-?—913'”‘93 s acation):
50N QBN o 2 REAS0H F= Atz| 2 Y (social distribution): 2
A2 2, B A UL ZIHF IHE F %A B 7} (resort vacation): 1 KP
F25AH 07| = A2 FAQA7tR? HEE 37t (commendation): 1
Moo Bewpeital To oNUAvIIKATEPO TPOVALULO aoddAon (insurance): 2
TIOU CLVNBWG TPOCdEPETAL OTOUG KOVTWVEG DlakomEg (short breaks): 1 GR
epyalopévoug otnv EAAada; adeta (days off): 1
< 4ez (insurance): 2
A Gl Ky 48 e gt SBY . X
?.J u:uf PSP EIREOE S b (35 (pension): 1 IR
AT S 4dlaal (304 (overtime bonus): 1
il (salary): 2
€530l i cpilh sall Bale o385 3 e a8 L 55l (allowance): 2 DZ
44k 5 5 )L (official car): 1
Azarbaycanda isgilare adatan taklif edilan :Jét"lbr;:retlz:q?'(yﬁtngft?i;ﬁa“on): 1 AZ
an 6namli imtiyaz na hesab olunur? P .
maas (salary): 1
N ) T R e PR asuransi kasihata (health insurance): 2
pang pentingna nu biasana ditawarkeun ka ﬁzjr;:(ss(at:sr:}g:s;- 1 B
karyawan di Jawa Barat? .
TG FAHGINTFTS TS 57T : .
or 533,?{‘1( m & BT ST ry (health |nsurance.benef|t). 2 AS
T4 747 BEl Sj_ﬁ B ST (free treatment): 1
Menene ake dauka a matsayin mafi
muhimmancin alawus da ake bayarwa ga kudi (money): 2 NG
ma'aikata a Arewacin Najeriya?
20+ ANA (housing allowance): 2
AR AWCATTF +ALA PTLPCAN AG BT PG @t M (allowance): 1 =

Ut T TS A P12

00 (bonus): 1

Figure 10: Example annotations for a cultural question related to the topic of work life for each
country/region in our dataset. The questions and annotations are provided in different languages,
with translations of the annotated answers into English included in brackets. Annotations are sorted
in descending order based on the frequency (i.e., vote count) of an answer provided by annotators,
each separated by a line break. The vote count for each answer is displayed as numbers.
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Table 4: Resource availability of the 13 languages covered in BLEND. The resource availability is
defined by [12].

Class \ Languages

1 - The Left-Behinds Assamese, Azerbaijani, Sundanese

2 - The Hopefuls Ambharic, Hausa

3 - The Rising Stars Greek, Indonesian

4 - The Underdogs Korean, Persian

5 - The Winners Arabic, Chinese (Mandarin), English, Spanish

Table 5: Annotator demographics for each country or region who are recruited via Prolific.

UsS GB CN ES ID GR MX IR

No. of Annotators 87 119 59 91 40 86 86 50

Gender (%)
Female 4253 4622 5593 4945 50.00 4535 4884 56.00
Male 52.87 49.58 44.07 4945 50.00 54.65 48.84 42.00
Non-binary 4.60 2.52 - 1.10 - - 2.33 2.00
Prefer not to say - 1.68 - - - - - -

Age (%)
-29 36.78 1345 6441 41776 45.00 50.00 59.30 48.00
30-39 19.54  26.89 2542 23.08 3500 29.07 26.74 44.00
40-49 17.24  21.01 339  18.68 12,50 1395 8.14 8.00
50-59 1494 2185 6.78 1429 7.50 6.98 4.65 -
60+ 11.49 16.81 - 2.20 - - 1.16 -

Duration of Residence

in Target Country (%)
100% 55.17 75.63 1.69 7582 500 86.05 75.58 8.00
> 90% 9.20 7.56 2881 1099 2500 1.16 1628 34.00
> 80% 1379 5.04 2373 549 20.00 6.98 233 22.00
> 70% 6.90 336 1525 549 1750 5.81 4.65 20.00
> 60% 9.20 5.04 2542 220 12.50 - 1.16  10.00
> 50% 5.75 2.52 5.08 - 20.00 - - 6.00

Education Level (%)
Below High School - 0.84 - 3.30 - - - 2.00
High School 1149 1261 6.78 12.09 20.00 1395 1512 4.00
College 2299 2185 339 1648 250 11.63 4.65 10.00
Bachelor 47.13 4874 3559 40.66 30.00 40.70 66.28 32.00
Master’s Degree 18.39 1345 3898 2198 40.00 2558 11.63 46.00
Doctorate - 2,52 1525 549 7.50 8.14 2.33 6.00

B.2 Ethical Considerations of Annotator Recruitment

This research project was performed under approval from KAIST IRB (KH2023-226). We obtained
‘Informed Consent for Human Subjects’ from the annotators. We embedded the consent document
within the annotation website for the crowdworkers or received written consent from the directly
recruited annotators. The annotations were gathered only from those who had read and consented
to the form. We recruited annotators without any discrimination based on age, ethnicity, disability,
or gender. Workers were compensated at a rate exceeding Prolific’s ethical standardsﬂ These same
standards were applied to workers directly recruited for the annotation of low-resource languages.

Participants could voluntarily decide to join or withdraw from the study, and any data provided would
not be used for research purposes if they withdraw. Additionally, the annotators were notified that if
an unexpected situation arises during participation, appropriate actions will be taken according to
the situation, and documents complying with the requirements of the KAIST IRB will be promptly
prepared and reported.

https://www.prolific.com/resources/how-much-should-you-pay-research-participants
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Table 6: Annotator demographics for each country or region who are recruited directly.

KR DZ AZ KP JB AS NG ET

No. of Annotators 5

Gender (%)
Female 60.00 40.00 40.00 80.00 40.00 100.00 60.00 -
Male 40.00 60.00 60.00 20.00 60.00 - 40.00  100.00
Non-binary - - - - - - - -
Prefer not to say - - - - - - - -

Age (%)
-29 60.00 20.00 100.00 - 100.00  60.00 60.00 60.00
30-39 - 60.00 - - - 40.00 40.00 40.00
40-49 - - - 40.00 - - - -
50-59 40.00 20.00 - 60.00 - - - -
60+ - - - - - - - -

Duration of Residence

in Target Country (%)
100% 20.00 80.00 - - 80.00 80.00  80.00 100.00
> 90% - - -
> 80% 40.00 - 80.00  20.00
> 70% 20.00 20.00 20.00 -
> 60% 20.00 - - - -
> 50% - - - 20.00 - 20.00 - -
< 50% - - - 60.00 - - - -

Education Level (%)
Below High School - -
High School 60.00 - 80.00 -
College - - - 20.00 - - - -
Bachelor 40.00 40.00 20.00 20.00 60.00 20.00 60.00 20.00
Master’s Degree - 40.00 - 60.00 - 80.00  20.00  80.00
Doctorate - 20.00 - - - - - -

- - 20.00 -
20.00 - -

40.00 - 20.00 -

B.3 Annotator Demographics

The statistics of all annotators participating in our dataset construction are shown in Table [5]and [6]
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Table 7: Average of maximum votes among all answers for each question in different categories
across countries. A value of ‘3.00’ indicates that, on average, three annotators provided the same
answer for each question.

Category US GB ES MX ID CN KR DZ GR IR KP AZ JB AS NG ET

Food 312 3.14 299 327 293 267 328 329 291 299 261 319 301 3.14 272 3.04
Sport 335 347 357 353 359 3.07 357 3.09 330 359 289 324 347 297 298 3.18
Family 317 340 3.17 3.16 3.16 3.08 340 294 3.19 3.17 281 325 294 319 265 278
Education 3.24 326 330 3.19 321 325 3.63 3.18 329 320 327 342 345 3.10 294 323
Holidays  3.09 333 3.18 328 3.14 3.04 360 3.04 298 320 3.07 327 3.10 292 260 3.12
Work-life  3.10 3.19 3.09 3.00 322 3.15 357 331 287 3.09 301 359 310 325 275 3.2

Overall 318 329 322 325 320 3.02 350 315 3.08 3.21 293 331 318 3.08 278 3.09

B.4 Question Construction Guidelines

Below are the annotation guidelines for creating the question templates in BLEND.

The goal of this task is to write question-and-answer pairs that ask about your country’s culture.
In each spreadsheet, you need to write down the questions and the corresponding answers to
each question. Write them down in your native language, and add their translation into English
too in the spreadsheet provided.

Please find below a few guidelines to take into account when writing the questions:

* Questions and answers should be a culture specific question related to your culture
(can be a common sense question). For example, a question related to the sport topic
could be “What is the most popular sport in your country?”. You should refrain from
writing factual questions as much as possible.

* Do not generate yes or no questions or answers that only have two options (e.g.
male or female). You could convert a yes or no question to a question starting with
question words. Instead of asking “‘Do people in your country tend to get off work at
5:30 pm?", you may ask “What time do people in your country tend to get off work?".

* Please write questions distinct from each other as much as possible under each
topic.

* The answer should be short and concrete. It is better to use precise concepts, entities,
time, etc. to answer each question.

* Please avoid asking questions about a very stereotypical topic. For instance, avoid
questions like “Who bears more responsibility for taking care of children at home in
your country?"

B.5 Answer Annotation Guidelines

Figure [T1] shows the annotation guidelines given to the annotators for all countries/regions. We
provided guidelines, all in their local languages.

B.6 Answer Annotation Interface

Figure [I2] shows the annotation interface shown to the crowdworkers annotators in Prolific. We used
an Excel sheet for annotators recruited by direct recruitment for the annotations (i.e., for low-resource
languages).

B.7 Annotation Analysis

Table|[/|shows the level of agreement between the annotators, calculated by averaging the maximum
votes among answers for each question in different categories across countries. Additionally, Table [§]
shows the average number of answers per questions per categories across countries. Lastly, Table
shows the average number of I don’t know per questions per categories across countries.
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Cultural Intelligence Benchmark You can proceed now!

Cultural Questions

(D) Please Read the F ing Instruction C y.

You will only be allowed to proceed once 20 seconds have passed.

Main Task

You will be asked to answer 30 cultural questions about a particular topic, such as education, family, sport, etc.
Answers provided should follow the specified guidelines:

« Answers should come from your cultural or country-specific background.

« Answers should be written in your native language.

« Answers should be short/concrete. Use precise concepts, entities, time, etc. when answering.

« There is no correct or incorrect answer for each question.

« Give one answer for each question. In some cases, there may be multiple correct answers for which you
may provide up to three answer choices.

* If you do not know the answer to the question, you may select the "l don't know" option. However the
overuse of this option may lead to your task being rejected.

« Allanswers MUST be written by yourself. You should refrain from using Al services (e.g. ChatGPT) or search

engines (e.g. Google, Bing, Naver, etc).

Example

Question: What time do people tend to get off work in your country?

v/ Acceptable Answer: "18:00", "19:00"
X Unacceptable Answer: "Some people get off work at 5:30 pm but some at 6:00 pm."

NEXT >
Figure 11: Answer annotation guidelines shown to the annotators.
Table 8: Average number of annotations for each question in different categories across countries.

A value of ‘3.00’ indicates that, on average, three answers were provided as the answer for each
question.

Category US GB ES MX ID CN KR DZ GR IR KP AZ JB AS NG ET

Food 493 440 480 536 503 4.64 348 3.15 454 453 421 330 394 520 323 3.02
Sport 406 382 3.60 349 372 413 272 213 325 3.16 358 214 255 390 216 2.00
Family 441 344 371 478 432 381 284 238 338 343 360 286 248 446 263 259
Education 3.93 323 349 390 389 357 281 255 332 325 352 271 311 474 294 249
Holidays  4.40 3.62 377 440 4.15 4.04 241 242 357 341 320 246 3.12 514 249 257
Work Life 4.44 393 371 444 428 410 254 284 363 384 3.60 249 3.09 421 274 256

Overall 438 377 389 441 425 4.08 283 260 3.66 3.64 3.64 267 310 4.65 271 2.55

C Experimental Settings for LLM Evaluation

C.1 Models

We use GPT-4 (gpt-4-1106-preview) [24], GPT-3.5 (gpt-3. 5—turbo—1106)|E|, Claude-3-
Opus (claude-3-opus-20240229), Claude-3-Sonnet (claude-3-sonnet-20240229), Claude-3-
Haiku (claude—3—haiku—20240307)|ﬂ Llama-3.1-70B (Llama-3.1-70B-Instruct)| | PaLM2
(text-bison-002) [2], Gemini-1.0-Pro [30], C4AI Command R+|EI, C4AI Command R|™*} Qwen-

Uhttps://platform.openai.com/docs/models
"https://www.anthropic.com/api
“https://huggingface.co/meta-1lama/Llama-3.1-70B- Instruct
Bhttps://docs.cohere.com/reference/about
“https://huggingface.co/CohereForAIl/c4ai- command-r-v01
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Cultural Intelligence Benchmark

Cultural Questions (1/30)

Answer the following question based on your cultural perspective. Make sure that your answer is in your native
and is short/

Question:

Who is the most famous track and field athlete in the US?
Answer:

Answer 1
Answer 2 (Optional)
Answer 3 (Optional)
If you don't know the answer for the question, please select the reason from below.
[C] There is no specific answer for this question.
[C] This question doesn't apply to our culture.

[C] This question may apply to our culture, but | don't know the answer.

[] Others

< PREV

Figure 12: Annotation interface given to the annotators.

Table 9: Average number of I don’t know for each question in different categories across countries. A
value of ‘1.00” indicates that, on average, one of the annotators failed to provide the answer to the
question.

Category US GB ES MX ID CN KR DZ GR IR KP AZ JB AS NG ET

Food 080 0.71 049 036 056 0.68 023 1.00 052 090 124 058 1.15 054 1.69 0381
Sport 158 1.70 122 1.11 1.08 092 031 1.65 141 1.67 144 164 169 101 216 1.53
Family 124 124 1.03 051 092 081 040 133 1.13 129 130 071 159 063 213 1.16
Education 0.92 1.02 083 039 048 037 024 082 058 052 051 037 0.69 025 142 0.61
Holidays 142 150 133 0.71 068 123 0.88 191 124 138 180 125 147 093 248 1.10
Work Life  0.71 1.10 091 0.63 043 0.69 049 062 113 116 129 060 122 063 159 0.68

Total 111 1.20 095 0.62 0.69 079 042 124 098 115 127 087 129 0.67 191 098

1.5-72B/32B/14B-Chat [5], SeaLLM-7B-v2.5 [23], HyperCLOVA X [34], Aya-23 [4] and Aya-
101 [37] for evaluation of cultural sensitivity of LLMs.

8 Quadro RTX 8000 48GB were used with CUDA version 11.8 for all experiments. For all models, we
use greedy decoding (temperature=0, top_p=1.0). We use the PyTorch library|E| for all experiments.

C.2 Short Answer Question
C.2.1 Prompt for Short Answer Evaluation

We use two types of prompts to evaluate the LLMs in short answer settings: 1) directly ask LLMs to
provide the answer and 2) add persona to the LLMs to make them act as a person from the target
country or region. The details of each prompt are as follows:

PROMPT #1:
Read the following question and provide a single answer without any explanations.

Shttps://pytorch.org/
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Question: {QUESTION}
Answer:

PROMPT #2:
You are a person from { COUNTRY/REGION} who is trying to explain your country’s culture to
a foreigner. Answer the following question, providing a single answer without any explanations.

{QUESTION}

C.2.2 Details of Short Answer Evaluation

Let ) denote the question set, A, the annotated answer set for each question ¢ € (), with each answer
a € A, for a question ¢ in the country or region c in the human annotation. For any LLM prediction
y, we define s, .(y) as
1, ifdJda € A, suchthata C y
Sq,c(y) = {0, . 1 (D
, otherwise

so that s, .(y) is 1 if the prediction y includes any of the answers from the human annotations,
denoted as a C y, and 0 otherwise. For a model m that outputs f,,,(¢, ¢) when given ¢ and ¢, the
score S(c) for each country or region c is calculated as

S(c) > sg.e(fmlg; ) x 100. 2

1

Rl %=,
To evaluate LLM responses, we lemmatize/stem/tokenize the annotations and LLM responses for each
question to consider the language variations. We use one of the three techniques that are available for
each language.

Spanish and Ambharic, we use lemmatizers from SparkNLP|*®| For Indonesian, we use the lemmatizer
from Kumparan NLP Library[T_TI For Chinese, we use jieba|' °| a Chinese word segmentation module.
For Korean, we use the Okt lemmatizer from the konlpy package[ﬂ For Arabic, we use Qalsadi
Arabic Lemmatizer [35]. For Greek, we use the CLTK Greek lemmatizer [11]. For Persian, we use
Hazm, a Persian NLP Toolkitm For Azerbaijani, we use the Azerbaijani Language Stemmer@ We
use SUSTEM, a Sundanese Stemmer [27] for Sundanese. We use the Assamese tokenizer from Indic
NLP Library [16] for Assamese. For Hausa, we use the Hausa Stemmer [6]].

We use the lemmatizer from the English model from Spa@ (en_core_web_sm) for English. For

C.3 Multiple Choice Question
C.3.1 Multiple Choice Question Construction

To create plausible incorrect answer options for questions about the target country/region, we first
consider all answer annotations from all other countries with at least two votes. Then, we sort these
answer candidates by their vote count from each country/region. Next, we check each candidate to
see if it is similar to any annotations collected from the target country/region. If it is, we block that
candidate from being added as a wrong answer choice, as well as the same answer from the other
countries/regions. We use GPT-4 to determine if two words are similar in meaning, such as ‘fruit’
and ‘apple’, as the two can be considered the same when answering the question. The prompt can be
seen in Appendix[C.3.2]

As this process would lead to differing possible wrong answer options for each target country per
question, we pick the answer options with the minimum number of possible wrong answer options
among all countries. If there are n possible answer choices, we include all combinations of (g) if

16Spanish lemmatizer (https://sparknlp.org/2020/02/16/lemma_es.html), Amharic lemmatizer
(https://sparknlp.org/2021/01/20/1lemma_am.html)

"https://github.com/kumparan/nlp-id/tree/v0.1.9.9

Bhttps://github.com/fxsjy/jieba?tab=readme-ov-file

Yhttps://konlpy.org/en/latest/api/konlpy.tag/

https://github.com/roshan-research/hazm

*https://github.com/aznlp-disc/stemmer
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n > 3, or include all n answer choices plus 3 — n dummy options otherwise. We use GPT-4 (see
Appendix [C.3.2]for the prompt details) to produce dummy answer options to make the number of
options comprised of one correct answer and three wrong answer options four. If there are multiple
correct answers, we generate multiple versions of the question, each with a different correct answer.
The choices are provided in alphabetical order when asked to LLMs in a multiple-choice format.

C.3.2 Prompt for Multiple Choice Question Construction

Similar Term Detection. Since we asked the human annotators to provide answers in a short answer
format, there may be cases where different textual answers refer to the same meaning. To avoid
duplicate options in multiple-choice format, we utilized GPT-4 to determine whether the answers
have the same meaning using the following prompt:

Determine if a ‘target’ word is the same in meaning(e.g., football & soccer or soccer & football)
to at least one of the ‘answer’ words, or one is a subset to another(e.g., fruit & apple or apple &
fruit). If so, the ‘result’ for ‘target’ word is ‘O’. However, if the two simply falls into the same
level of hierarchy, the ‘result’ is ‘X’ (banana & apple, rose & carnation).

Note that the ‘answer’ list is from ‘answer_country,” and the ‘target’ word is from ‘tar-
get_country, as written by a person.

Write down your reasoning first. Do not write any other JSON formatted object in your answer
except for the result JSON object, formatted as {“result”:“O”} or {“result”:“X”}.

Dummy Options Generation. In cases where a question has fewer than four options during the
option generation process, we ask GPT-4 to produce dummy options using the following prompt:

Provide {3 — n} dummy option(s) that makes sense to be the answer(s) of the given “question”,
and has to exist in real-life (non-fiction), but is totally different from the given “answers” without
any explanation. Make sure that the options are different from each other, and cannot be an
answer from any country. Provide as JSON format: {“dummy_options”:[]}

C.3.3 Prompt for Multiple Choice Evaluation

We use the following prompt to evaluate the LLMs’ performance in multiple-choice format:

{QUESTION} Without any explanation, choose only one from the given alphabet choices(e.g.,
A, B, C). Provide as JSON format: {“answer_choice”:*”’}

A. {CHOICE 1}
B. {CHOICE 2}
C. {CHOICE 3}
D. {CHOICE 4}

Answer:

D Detailed LLM Performance Analysis

D.1 LLM Evaluation Results

Figure[I3]shows the performance of models presented in[3alin SAQ when asked in English. Table[I0]
and Table[TT|show the performance of all LLMs experimented on SAQ for all countries/regions on
the local language and English, respectively.

Table [T2]shows the performance of all LLMs on MCQ for all countries/regions.
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us GB CN ID ES GR MX KR AZ IR Dz AS JB KP ET NG
I GPT4 B Gemini-1.0-Pro I Qwenl.5-72B
B Claude-3-Opus Command R+ HyperCLOVA-X

Figure 13: LLMs’ performance on short answer questions for each country/region in English. Models
constructed from a Western country are shown in shades of blue, whereas those built from a non-
Western country are shown in shades of red.

Table 10: Performance of all LLMs on short answer questions for each country/region in local

language.
US GB ES MX ID CN KR DZ
en en es es id zh ko ar
GPT-4 83.19 82.75 79.00 7745 77.50 77.32 8095 67.62

Claude-3-Opus 83.84 78779 78778 7557 78.02 7690 7895 65.68
Claude-3-Sonnet | 81.34 81.65 72.60 7244 7573 66.77 6632 61.33
Llama-3.1-70B 8492 81.76 7537 74774 7875 67772 6526 5572
Gemini-1.0-Pro | 80.48 7857 7495 7255 7271 7036 6526 62.01
Command R+ 80.48 7835 73.67 70.77 72.19 64.87 75.05 62.13
Claude-3-Haiku | 80.48 7791 7122 7203 70.73 6255 66.63 57.32

GPT-3.5 81.45 81.87 7463 7192 73.12 6878 65.16 58.70
PaLM2 80.37 7736 7292 71.82 7531 70.57 63.89 63.62
Qwenl.5-72B 8395 7934 70.04 70.15 6531 7827 6053 54.81
SeaLLM 80.80 80.11 67.80 69.52 63.75 64.77 5295 49.54

HyperCLOVA X | 8145 7934 69.08 72.13 6552 5844 79.05 2998
Qwenl.5-32B 8243 79.67 59.70 60.65 5844 79.11 5274 4153

Command R 77.87 77.58 68.55 66.81 63.02 60.76 60.84 57.78
Aya-23 7733 72.09 69.62 66.81 69.58 62.03 66.84 55.38
Qwenl.5-14B 7874 76.59 56.82 6326 54.17 76779 5221 39.82
Aya-101 53.36  48.02 45.84 46.03 41.88 32.17 32.84 33.64
GR IR KP AZ JB AS NG ET
el fa ko az su as ha am
GPT-4 70.43  73.03 49.32 62.05 5579 49.06 4593 2585

Claude-3-Opus 69.24 77.85 5541 69.62 56.55 5241 4637 35.38
Claude-3-Sonnet | 63.48 6732 4505 59.28 45.09 3889 27.14 26.59
Llama-3.1-70B 5359 73.03 482 5949 46.07 174 33,52 17.58
Gemini-1.0-Pro | 64.78 3882 43.47 4424 4487 2799 3582 18.86
Command R+ 59.89 67.11 4955 41.15 3122 2589 1626 5.51

Claude-3-Haiku | 63.37 5998 41.67 54.58 43.01 34.17 24.07 21.82

GPT-3.5 57.17 5548 40.09 4435 3231 692 1934 3.71
PaLM2 67.39 27.63 41.67 2942 4476 18.03 19.78 9.00
Qwenl.5-72B 3293 3925 3896 36.89 3242 1845 9.67 890
SeaLLM 4196 48.79 39.64 39.02 2838 15.72 22.64 5.40

HyperCLOVA X | 3554 3048 52.03 27.72 4039 577 1022 148
Qwenl.5-32B 3533 4408 3322 3571 2631 2222 1121 487

Command R 5478 5998 4054 970 29.04 1352 11.65 3.18
Aya-23 58.15 59.32 4324 2740 2544 849 516 3.07
Qwenl.5-14B 20.54 28.51 3378 3401 2260 17.82 912 3.28
Aya-101 2772 3487 23.09 3582 2751 440 2451 17.80
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Table 11: Performance of all LLMs on short answer questions for each country/region in English.

| CN ID ES GR MX KR AZ

GPT-4 70.89 70.00 6791 68.70 63.15 69.68 64.61
Claude-3-Opus 6698 6281 6130 61.09 5835 6442 60.66
Claude-3-Sonnet | 66.88 66.67 60.45 6098 5793 6347 61.30
Llama-3.1-70B 63.71 6198 5938 61.85 59.71 62.11 59.49
Gemini-1.0-Pro | 66.46 5927 59.70 60.54 5647 59.68 57.46
Command R+ 6498 5958 59.06 58.59 61.06 59.89 56.50
Claude-3-Haiku | 60.44 5938 53.62 56.52 5574 59.80 56.29

GPT-3.5 64.66 6323 62.26 61.85 6148 60.00 59.59
PalLM2 66.14 62.19 6045 60.98 58.14 60.00 57.68
Qwenl.5-72B 66.88 63.54 63.33 6196 6148 56.53 59.06
SeaLLM 65.61 6281 62.58 5946 6044 5695 5842

HyperCLOVA X | 62.76 63.65 67.06 60.33 63.05 6274 56.61
Qwenl.5-32B 69.30 58.75 61.73 58.59 6096 56.74 54.69

Command R 61.50 5740 58.64 5620 5741 5611 51.39
Aya-23 56.65 53.33 5490 54.02 5198 49.05 48.72
Qwenl.5-14B 64.66 5573 55.12 52.83 6044 5453 51.92
Aya-101 3428 38.65 3571 38.04 3852 3074 31.88
| IR DZ AS JB KP ET NG
GPT-4 6546 6476 5409 55.68 46.62 4597 37.69

Claude-3-Opus 61.29 5778 48.74 50.76 42.00 40.78 34.95
Claude-3-Sonnet | 57.35 54.92 5094 50.11 41.10 42.06 35.71
Llama-3.1-70B 61.07 56.52 5126 49.89 4583 446 36.37
Gemini-1.0-Pro | 5592 5378 4455 49.89 42.68 40.15 3242
Command R+ 5428 56.86 4843 4640 4358 40.78 33.52
Claude-3-Haiku | 53.18 5229 45.70 46.18 37.84 3549 3440

GPT-3.5 56.36 57.67 48.43 4956 4448 40.04 38.46
PaLM2 5592 5629 4738 4847 4336 38.03 33.08
Qwenl.5-72B 5691 5755 49.79 47.60 41.89 4375 38.90
SeaLLM 60.20 5297 5178 48.69 41.89 4290 43.08

HyperCLOVA X | 5691 55.15 51.68 50.76 44.03 4534 40.22
Qwenl.5-32B 54.06 49.89 47.69 4465 3941 4131 39.01

Command R 5099 5526 4570 42.03 41.67 38.67 35.05
Aya-23 50.77 47.83 4434 4290 36.26 34.11 29.78
Qwenl.5-14B 5296 4851 4539 4094 33.00 39.72 39.89
Aya-101 28.95 30.89 3470 2849 2432 2638 23.41
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Table 12: Performance of all LLMs on multiple-choice questions for each country/region in English.

| GB UsS CN ES MX Dz GR KR

GPT-4 94.17 9334 9370 92.04 8798 89.28 86.73 88.10
Claude-3-Opus 95.74 93.18 93.05 91.52 89.19 8598 8475 86.83
Qwenl.5-72B 91.80 9229 88.54 8543 81.14 7942 8093 7694
Qwenl.5-32B 91.94 89.79 8998 8445 79.26 76.09 8040 7231
Gemini-1.0-Pro 87.87 89.18 8697 8253 80.68 79.09 7892 80.58
Claude-3-Sonnet | 83.98 86.18 86.54 81.12 8275 78.02 7730 81.79
Command R+ 85.16 83.03 79.46 80.18 77.23 76.00 7839 73.06

PaLM2 89.38 8675 83.18 79.10 77.24 79.68 76.96 73.02
GPT-3.5 86.87 88.83 80.30 82.37 78.74 76.64 7554 71.10
Claude-3-Haiku | 87.41 81.75 79.79 79.34 7322 7847 7624 7521
SeaLLM 82.66 83.17 80.08 7641 7178 72.68 7429 74.71
Aya-23 8245 79.83 7947 7624 7217 7236 7090 71.49
Qwenl.5-14B 8296 8136 7978 7547 7524 7396 68.89 71.10
Command R 7975 7344 7657 7380 70.18 72.66 69.99 70.05
HyperCLOVA X | 79.80 79.78 74.85 71.34 69.14 6791 68.67 71.15
Aya-101 6875 64.86 61.09 61.68 60.16 57.96 56.60 56.46
| JB IR ID AZ KP NG AS ET
GPT-4 87.90 8649 87.81 86.58 78.59 7640 71.79 66.52

Claude-3-Opus 8541 8739 8136 8581 7493 7732 7499 64.78
Qwenl.5-72B 78.62  78.14 7894 75.67 7595 67.82 6442 61.63
Qwenl.5-32B 7475 76.54 7433 7295 7271 71.72 64.04 61.00
Gemini-1.0-Pro | 80.32 75.13 73.63 7722 6794 65.04 6633 56.99
Claude-3-Sonnet | 77.53 77.69 7631 7354 7133 66.26 6840 55.20
Command R+ 78.10  77.12  79.15 7256 6492 70.65 61.94 64.69

PalLM2 7837 7294 73.69 7372 64.10 6646 66.75 57.53
GPT-3.5 7493 7278 72.03 7413 6334 71.73 61.54 64.22
Claude-3-Haiku | 74.39 7256 7126 6991 67.22 68.96 6393 58.28
SeaLLM 65.14 70.84 7224 71.15 6093 6741 5899 58.83
Aya-23 71.82  70.56 7252 67.51 6298 63.59 5542 5432
Qwenl.5-14B 6743 69.96 6633 67.31 66.55 65.05 56.14 53.79
Command R 68.96 70.26 70.21 6232 61.65 60.76 55.66 55.24
HyperCLOVA X | 68.73 62.84 69.64 68.78 6278 57.60 60.82 46.04
Aya-101 53.59 55.17 55.19 58.19 5492 4388 45.08 4549
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Figure 14: Average performance on all LLMs across all countries on each question category.

Work-life 1 _—
Sport —_——
Holidays - —_
Food - —_——
Family 1 —_—

Education A —_—

0.44 0.46 0.48 0.50 0.52 0.54 0.56 0.58 0.60

Figure 15: Tukey-HSD test on the LLM performances on each question category with 95% confidence
interval.

D.2 LLM Performance by Question Category

Figure [[4] illustrates the average performance of all LLMs for each category per country. This
indicates that LLMs generally perform better in high-resource languages and countries. However,
there are discrepancies in performance across different categories. LLMs do better on work-life or
education-related questions but struggle with food and holidays/celebrations/leisure-related questions.
This could be because the latter topics are more subjective. Figure [I3]displays the results of the
Tukey-HSD test on LLM performances for each topic, confirming that the performance difference
between these two groups is statistically significant.

D.3 Human Evaluation

D.3.1 Human Evaluation Schema

The human evaluation is conducted on the following categories, which were decided based on the
pilot annotations by the authors.

Applicability. We ask annotators to evaluate whether the LLM’s response is applicable to the general
population of their country/region. Since we take annotations from only 5 people per question, a
correct answer from the annotator may not necessarily represent the whole culture and vice versa.

The applicability of the response is evaluated on three categories: 1) Applicable, 2) Conditionally
Applicable, and 3) Incorrect. A response is annotated as applicable if all the answers provided by
the model are valid for the general population of the country/region. When the response contains an
answer that makes sense in some contexts but not necessarily to most people from the country/region,
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Table 13: Summary of the human evaluation results across all countries. Scores are calculated by
giving a weight of 1 for applicable, 0.5 for conditionally applicable, and O for incorrect responses.
The values are presented as percentages, calculated by the number of responses that satisfy the criteria
divided by the total number of responses. The country with the highest percentage is marked in bold,
and the second highest is underlined.

Country/Region | Score E;Sgg;fga; Stereotypical Pcacr)trilg Refusal Nonsensical Coﬁltfrf;,rs e%tiew
us 66.67 3.33 0.83 0.00 4.17 5.83 2.50
GB 82.50 0.83 0.83 0.00 0.00 6.67 5.00
ES 39.17 0.00 1.67 5.00 0.00 10.00 11.67
CN 63.33 0.00 3.33 7.50 7.50 3.33 1.67
D 60.00 0.83 13.33 2.50 1.67 18.33 4.17
MX 68.75 0.83 5.83 4.17 0.83 3.33 6.67
KR 50.42 0.83 7.50 3.33 8.33 5.00 8.33
DZ 47.50 0.00 14.17 8.33 2.50 7.50 6.67
GR 56.25 0.83 7.50 0.83 8.33 15.00 8.33
IR 56.67 0.00 13.33 10.83 2.50 10.00 0.00
KP 38.33 18.33 12.50 1.67 16.67 6.67 12.50
AZ 4250 10.00 13.33 0.83 17.50 10.83 13.33
JB 44.58 6.67 21.67 5.00 3.33 38.33 1.67
AS 45.83 5.00 19.17 10.00 6.67 20.83 1.67
NG 36.25 7.50 2.50 22.50 0.83 18.33 7.50
ET 27.92 1.67 48.33 15.83 8.33 24.17 4.17

it is annotated as conditionally applicable. Finally, if at least one answer is completely inapplicable to
the country/region, the response is annotated as incorrect.

Unnatural Language. The response from the model is annotated as unnatural if it is phrased in
a way that a native speaker would not typically use. This includes instances where words sound
like direct translations from English, phrases that sound unnecessarily formal, or when a different
language is used to answer.

Stereotypical. This includes responses containing stereotypical answers about a target coun-
try/region. For example, providing the most common traditional food in the country/region as an
answer to a completely unrelated question would be considered a stereotypical response.

Partially correct. The response is annotated as partially correct when the model’s response
contains multiple answers and at least one is completely inapplicable to the general population of the
country/region.

Refusal. This category indicates where the model declines to provide an answer despite the
annotators having determined that a valid answer exists.

Nonsensical. Nonsensical answers include hallucinations from the model or are completely incorrect
by not answering the question properly (e.g., answering “soccer’” for a question about a sport played
without a ball).

Different country’s view. A response is annotated under this category if the model includes answers
from the viewpoint of a different country/region. For instance, it includes answers from neighboring
countries or countries sharing a similar yet different culture.

D.3.2 Human Evaluation Result

The summary of the human evaluation result by each error category is shown in Table[T3] Detailed
analysis is included in the main text.

We also present a more detailed human analysis of the responses from GPT-4 for selected coun-
tries/regions in this section, focusing primarily on under-represented cultures. All responses from
the model were generated in respective local languages, but we present them here in English for the
readers’ convenience.

Algeria (Arabic). Stereotypical responses from the model were predominantly observed in food-
related questions. Nearly all such responses included couscous, a traditional North African dish, even
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when irrelevant to the question. For example, the model suggested couscous and baklava as common
picnic foods in Algeria, which is both inaccurate and somehow stereotypical.

Hallucinations were frequently encountered in responses to questions about celebrations or sports not
commonly observed in Algeria. For instance, when asked about Halloween, the model referenced an
unrelated old tradition and included the name of an equally unrelated sweet in Latin script.

Another issue with the model’s responses was the tendency to provide answers applicable to other
Arabic-speaking countries, particularly Middle Eastern ones. This often led to culturally inaccurate
or inappropriate responses for the Algerian context. For instance, when asked about the least favorite
vegetable, the model mentioned bamiya/bamieh, the Middle Eastern name for okra. In Algeria, okra
is called differently (mloukhiya) and is not commonly consumed nationwide. A similar misalignment
with the Middle Eastern view was found in responses about local café brands and popular YouTube
channels.

Assam (Assamese). The responses of the model often pointed towards Bihu, a cultural celebration
of the Assamese people, even though it did not fit the context. It answered many questions with
references to Bihu or Bihu-related activities. For instance, the model answered many food-related
questions with Pitha, a traditional food item only served on special occasions like Bihu. The model
also hallucinated by naming the most popular sports tournament in Assam as the Bihu Tournament,
despite no such tournament existing in Assam.

Azerbaijan (Azerbaijani). The model often gave stereotypical answers related to traditional
Azerbaijani dishes, irrespective of context. For example, it offered traditional foods as answers like
Qutab and Kebab even for settings like amusement parks or fast food preferences, which are not the
most typical or relevant choices in those contexts.

Additionally, the model often provided answers broadly applicable to people from post-Soviet or
Eastern European regions rather than offering responses that uniquely represent Azerbaijan. Though
these responses are not necessarily incorrect, they can be interpreted as lacking specificity. For
instance, the model answered that the most famous leisure activity among retired men in Azerbaijan
is chess, which is a viable option but is still more famous in Russia and Tiirkiye.

China (Chinese). The responses from the model were generally acceptable, with a few cases
either stereotypical or biased toward Western culture. For instance, the model answered that the
most famous sport played without a ball in China is table tennis, which is both stereotypical and
nonsensical. It also answered that the most popular sports-related TV program in China is Sports
Scene, a Chinese TV program broadcasted in English.

At certain times, the model demonstrated impressive capabilities, indicating its high cultural under-
standing of China. For instance, when answering questions related to Ramadan, the model showed a
good understanding of the minor population in China. Though Ramadan is generally not observed in
most parts of China, it is often observed in certain regions, particularly in the Ningxia province. The
text below is the response from GPT-4 on the question, “What do people from China eat in Ramadan?’
(translated in English).

Ramadan is the Islamic fasting month, mainly observed by Muslims. Chinese Muslims eat
prepared food before sunrise (called “Suhur”) and break their fast (called “Iftar”) after sunset
during Ramadan. They usually eat light, nutritious food, including fruits, vegetables, meat,
beans, dairy products, and grains. Non-Muslim Chinese people do not eat any different food
during Ramadan than usual.

Ethiopia (Amharic). Nonsensical answers were significantly prevalent, where the model often
repeated the question itself as an answer. There were even answers containing typographic errors.
Additionally, there were several cases where the model gave long texts of repeated words and phrases.
Such incidents indicate the model’s limited ability to understand and use Ambharic.

The model often gave answers commonly associated with Ethiopia but did not necessarily answer the
question correctly. For instance, the model gave Injera as the answer for most of the food-related
questions, possibly because ‘Injera’ is a well-known food item in Ethiopia. These answers were often
regarded as stereotypical or even nonsensical.

Greece (Greek). Stereotypical answers were mostly from food-related questions, where the model
gave a typical Greek dish as an answer to an irrelevant question. For instance, the model answered
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that the most popular flavor of crisps/chips is feta cheese, which is not a very popular choice among
people.

There were also several instances where the model displayed biases towards the English culture. For
example, it incorrectly stated that people in Greece eat pumpkin pie during Halloween, even though
Halloween is not widely celebrated in Greece. It also answered that one of the most popular sports
among elderly people is golf, a sport that is not as popular as in Greece compared to other countries
around the Mediterranean.

Indonesia (Indonesian). Most of the stereotypical answers came from the food category questions.
The most popular choice from the model was nasi goreng (fried rice), where the model even gave that
as an answer to a question about the most popular wheat-based food item. Hallucinations were also
common for questions requiring a person’s name, where the model provided the name of a completely
unrelated person.

Though it was very rare, there were instances where the answers could be considered offensive,
especially for questions related to religion. For example, the model incorrectly identified Ketupat, a
dish commonly served during Muslim festivals in Indonesia, as the most common food served during
Easter. Such answers may inadequately represent the Christian population in Indonesia.

An interesting example related to ‘different country’s view’ came from the following question: “What
is installed in front of the house when a family member dies in your country?’. The model’s answer
was flying the flag at half mast, a practice common in other countries during national mourning.
However, this practice is not applicable when a family member dies in Indonesia. In Indonesia,
people usually put up a yellow flag to indicate that someone has died in that area. There were many
other instances where the model answered from the perspective of a different country. For example,
it provided Independence Day as an answer to a question about the day of the year dedicated to
fireworks in Indonesia. In Indonesia, people do not celebrate Independence Day by using fireworks.

Iran (Persian). Hallucinations were very common when answering questions that required a
person’s name. For instance, it incorrectly identified the Mayor of Tehran as the most famous boxer,
provided the coach’s name instead of the athlete’s, and even provided non-existent names.

In many cases, the model refused to answer because the question was considered illegal according to
local laws. For instance, when asked about the most common alcoholic drink, the model responded
that these drinks are illegal in Iran and, therefore, it could not provide an answer.

The model almost always provided answers to questions about a specific date based on the Gregorian
calendar, even though people in Iran use the Solar Hijri calendar. While the answers were mostly
correct when converted, the fact that both the questions and answers were in Persian suggests that the
responses lacked cultural sensitivity.

North Korea (Korean). Offensive responses were heavily prevalent in North Korea, where the
model answered Kim Jong Un, the current supreme leader of North Korea, for completely unrelated
questions, such as the most popular fruit in North Korea or the type of shoes students wear at school.

Moreover, the responses from the model were biased towards the people from Pyongyang, the capital
of North Korea. This phenomenon may stem from insufficient information about people from other
areas in North Korea.

Another interesting finding was that the responses from the model were often phrased in the words
used exclusively in South Korea. For instance, the answer given by the model for many food-related
questions was naengniyeon (™), despite the fact that it is spelled differently in North Korea
(raengmyon (ZH)).

South Korea (Korean). Most incorrect responses that reflected the viewpoint of the other country
were mainly due to the different age system used in South Korea. For instance, the model answered
19 for the question about the average age at which people go to university, whereas the most plausible
answer would be ‘20’ according to the South Korean age system. Such responses are surprising,
as we have explicitly prompted the model to provide the answer using South Korea’s traditional
age-counting custom.

One interesting case was the question about the most famous family in South Korea. The model
answered Admiral Yi Sun-sin’s family, referencing a national hero who is very famous among people
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from South Korea, but not his family. Similarly, there were several instances where the model
hallucinated by giving inaccurate answers tied to South Korea’s traditional culture or history.

West Java (Sundanese). Unlike prior expectations that the model would wrongly provide answers
applicable to people from all parts of Indonesia, as West Java is a specific region within the Indonesian
country, the model tended to offer specific answers related to West Java. However, the problem
was that these answers did not include a full understanding of the context. For instance, the model
answered Dodol Garut, a traditional dessert from West Java, for a question asking about the food
associated with Valentine’s Day. Such a response is very stereotypical, considering that people in
West Java also exchange chocolate for Valentine’s Day, similar to other countries.

There were also errors in the language used by the model, where it answered in Indonesian instead of
Sundanese.
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