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Figure 1: Teaser. Our model generates plausible novel views, conditioned on only a single input
view, enabling to handle both in-domain images (top) and out-of-domain images (bottom).

Abstract

Generating novel views from a single image remains a challenging task due to
the complexity of 3D scenes and the limited diversity in the existing multi-view
datasets to train a model on. Recent research combining large-scale text-to-image
(T2I) models with monocular depth estimation (MDE) has shown promise in
handling in-the-wild images. In these methods, an input view is geometrically
warped to novel views with estimated depth maps, then the warped image is
inpainted by T2I models. However, they struggle with noisy depth maps and
loss of semantic details when warping an input view to novel viewpoints. In
this paper, we propose a novel approach for single-shot novel view synthesis, a
semantic-preserving generative warping framework that enables T2I generative
models to learn where to warp and where to generate, through augmenting cross-
view attention with self-attention. Our approach addresses the limitations of
existing methods by conditioning the generative model on source view images and
incorporating geometric warping signals. Qualitative and quantitative evaluations
demonstrate that our model outperforms existing methods in both in-domain and
out-of-domain scenarios. Project page is available at https://GenWarp-NVS.
github.io.
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1 Introduction

Text-to-image (T2I) diffusion models (e.g., Stable Diffusion [35]) have made rapid progress in
generating diverse high-quality images when given a user text prompt. This holds extensive potential
utility across various domains, including portrait photo design, cartoon creation, and movie production.
However, current T2I models lack the flexibility of moving cameras in the generated image. For
example, when a user tries to move the camera closer or farther to the generated image, T2I models
often fail to change the viewpoint of the generated image with a proper notion of 3D awareness.
This limits its application in real-world scenarios where we hope to achieve user-tailored designing
purposes by changing the camera viewpoint for generated images.

To freely move camera viewpoints of an image, a line of research focuses on directly learning a
single-shot novel view generation model with a camera viewpoint condition from large-scale 3D
datasets. For example, with the advent of large-scale 3D object datasets such as Objaverse [10], recent
attempts [26, 40, 27] achieve success in generating novel views of 3D objects from a single image.
Beyond the object-centric novel views, efforts for full 3D scenes have also been made [34, 22, 36, 17,
7]. Unlike the object-centric models, these can generate novel views of complex scenes from a single
image. The performance of single-shot 3D scene novel view generation models highly depends on
the scale of multi-view 3D scene datasets [52, 8, 5]. Compared with the object-centric multi-view
datasets [10, 9], it is hard to collect such a large-scale dataset for 3D scenes due to its complexity.
Thus, existing models [34, 22, 36, 17, 7] solely trained on these datasets [52, 8, 5] struggle to handle
in-the-wild images [17, 36].

Instead of learning dataset-specific novel view synthesis models, alternative approaches [7, 31]
propose utilizing the generative prior from large-scale T2I diffusion models, e.g., Stable Diffusion [35].
These works adopt a two-step strategy for novel view generation, called warping-and-inpainting,
similarly to conventional works [48, 34, 22], with a combination of the large-scale T2I diffusion
models and off-the-shelf monocular depth estimation (MDE) models (e.g., MiDaS [33], ZoeDepth [2]).
Specifically, they first predict a depth map of a given image via off-the-shelf MDE models [2, 33],
and then warp the input image to novel camera viewpoints with the depth-based correspondence,
followed by inpainting occluded regions of the warped images with proper text prompts through the
T2I diffusion models. The warping-and-inpainting approach successfully generates novel views from
in-the-wild images by utilizing large capabilities of T2I diffusion models learned from large-scale
image datasets [39].

Despite such an advantage, this warping-and-inpainting approach can generate novel views only in
a limited range of camera viewpoints around the input image. This is because (1) they struggle to
handle noisy depth maps predicted by the MDE. As shown in Fig. 2(a), a reprojection error from
the estimated depth map makes the warped image unreliable, becoming a significant performance
bottleneck. The subsequent inpainting T2I diffusion models cannot refine the artifacts caused by this
error. In addition, (2) important semantic details of the input view sometimes get lost during
geometric warping, especially when dealing with challenging camera viewpoints. In the above two
cases, only a sparse set of pixels is preserved in the warped image, making it difficult to generate the
occluded regions while preserving the semantic information of the input view. Fig. 2(b) shows a clear
example of this problem; the inpainted regions show a different context with the input view.

To address these issues, we propose a generative warping framework, GenWarp, in which we make
T2I generative models learn where to warp and where to generate in images, instead of inpainting
unreliable warped images. Our generative model integrates view warping and occlusion inpainting
into a unified process, unlike existing two-step approaches that perform these operations separately.
By directly taking the input view images with their estimated depth maps, our model learns to
warp them and to generate the occluded or ill-warped parts with our augmented self-attention.
Our approach eliminates the dependency on unreliable warped images and integrates semantic
features from the source view, preserving the semantic details of the source view during generation.
Similar to [26, 40, 49], we leverage generalization capabilities of T2I diffusion models (e.g., Stable
Diffusion [35]) through fine-tuning a T2I diffusion model.

Our main contributions are as follows:

• We propose a semantic-preserving generative warping framework, GenWarp, to generate
high-quality novel views from a single image.
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(a) ill-warped case caused by noisy MDE depth

(b) missing original seman1cs of severely occluded regions 

Input View Warped View Inpainted GenWarp (Ours)

Figure 2: Limitations of explicit warping-and-inpainting approach [35, 7, 31]. Results from
challenging new camera viewpoints for warping-and-inpainting approach show artifacts. (a) The
neon sign present in the input view is distorted after geometric warping due to the noisy depth. (b)
The next room peeked in from the new camera viewpoint lacks the context given by the input view.

• GenWarp learns where to warp and where to generate in images through augmenting
self-attention with cross-view attention instead of inpainting unreliable warped images,
which eliminates the artifacts caused by error depths and integrates semantic features from
source views, preserving semantic details in generation.

• Extensive experiments on RealEstate10K [52], ScanNet [8], and in-the-wild images (e.g.,
AI-generated images) validate that GenWarp achieves superior performances over existing
methods in both in-domain and out-of-domain scenarios.

2 Related Work

Generating novel views from a single image is a challenging ill-posed problem that has primarily
been addressed in combination with generative modeling. These novel view generative models can
generally be categorized into two types: those designed for object-centric scenes and those designed
for general scenes, including indoor and outdoor scenes. On the other hand, following the recent
success of large-scale T2I models, there are methods that can control the generation results, exploiting
the attention mechanism.

Single-shot novel view synthesis for objects. Following the success of image diffusion models [15,
35], diffusion models for novel view synthesis [47, 4] have been proposed. These works train diffusion
models to take a single image and a novel camera viewpoint as conditions, and directly generate novel
view images. More recently, with the emergence of large-scale 3D datasets such as Objaverse [10, 9],
generalized generative models for single-shot novel view synthesis (NVS) have emerged. Recent
works [26, 27, 19], including Zero123 [26], achieves powerful generalization capability by fine-tuning
T2I diffusion models on Objaverse. While these models enable object-centric novel view synthesis
from an in-the-wild single image, such generalized novel view models for general scenes remain
relatively unexplored.

Single-shot novel view synthesis for general scene. Single-shot NVS often necessitates generating
outer regions or occluded regions that are not visible in an input view. Thus, recent works [48, 34, 25,
22] propose generating novel views in a warping-and-refining fashion, which involves first predicting
a depth map of an input view, then warping the input view along with the depth map to a desired
viewpoint, and finally refining missing regions arising from the geometric warping. Another line of
works [36, 44, 17] directly train novel view generative models without depth-based warping. For

3

80222 https://doi.org/10.52202/079017-2550



example, GeoGPT [36] achieves novel view generation, by feed-forwarding an input view and a
camera viewpoint to a transformer-based architecture. Other recent works [44, 17] train novel view
diffusion models with a cross-view attentions [44, 17], or an epipolar constraint [44]. More recently,
some works [31, 7, 41] have proposed bringing a large-scale T2I model [35] to the warping-and-
refining strategy. This approach enables the generation of novel views from in-the-wild images,
which was previously challenging. Nonetheless, it shows unstable results, especially when the camera
viewpoint is far from its original position. Concurrently, ZeroNVS [38] fine-tunes Zero123 [26] for
NVS in general scenes. It focuses on camera parametrization to avoid 3D scale ambiguity, which
differs from our focus; we focus on improving depth warping-based NVS.

Attention-based control in large-scale T2I models. Since the emergence of large-scale text-to-
image (T2I) diffusion models [35, 37], recent works [21, 40, 3, 14, 16] have investigated the properties
of self-attention within T2I models. For example, Text2Video-Zero [21] and MVDream [40] generate
consistent images by sharing self-attention between video frames or 3D multi-views, respectively.
Similarly, Animate-Anyone [16] and MagicAnimate [49] generate human dance videos through a fine-
tuned T2I model that shares self-attention with input image features. Observing the generalization
capability and efficiency of these self-attention-based controllable architectures, our approach is
highly influenced by them. However, using these architectures for single-shot novel view generation
is non-trivial, as input scenes are usually complex, and the details within them must be generated
consistently with the camera movements. Our model integrates MDE depth-based correspondence
while benefiting from the advantages of these architectures, thereby significantly improving single-
shot NVS performance.

3 Method

3.1 Preliminaries and problem statement

Given a single image for an input view Ii, our goal is to generate a novel view Ij from a relative
camera viewpoint Pi→j and a camera intrinsic K. To enable this, recent works [7, 31] propose a
warping-and-inpainting framework that adopts monocular depth estimation (MDE) models [2] for
geometric warping and T2I generative models [35, 37] for inpainting. In this approach, an input view
image Ii is geometrically warped with its MDE depth map Di to the desired camera viewpoint Pi→j :

Iwarp = warp
(
Ii;Di, Pi→j ,K

)
, (1)

where warp(·) is a geometric warping function which unprojects pixels of an input view image Ii
with its depth map Di to 3D space, and reprojects them based on the desired camera conditions,
Pi→j and K. More specifically, in homogeneous coordinates, pixel location xi in the input view is
transformed to the pixel location xj in the novel view such that:

xj ≃ KPi→jDi(xi)K
−1xi, (2)

where the projected coordinate xj is a continuous value. To obtain the warped image Iwarp, it is
followed by mapping the pixel colors from the input view to the novel view with a flow field between
xi and xj [48, 30, 34]. And, inpainting diffusion model ϕ generates a novel view image by filling the
missing regions in the warped image Iwarp:

Ij ∼ pϕ(Ij ; Iwarp,Mwarp, cj), (3)

where pϕ(·) is a learned distribution of the diffusion model ϕ conditioned on an occlusion mask
Mwarp, a text prompt cj , and the warped image Iwarp used for inpainting. This approach assumes
that the estimated depth map Di is accurate. Under the assumption, the warped image Iwarp would
be an ideal guidance for generation.

However, we have observed that the warped image is often not reliable when a novel camera viewpoint
is far from the original viewpoint. It is because this explicit warping operation is sensitive to errors
in the depth map, and depth maps predicted by MDE are usually noisy, arising artifacts after the
warping. The subsequent inpainting model only takes the warped image Iwarp as input which contains
ill-warped artifacts outside the region to be inpainted, thus showing limited performance at large view
changes. Additionally, the warped image may lose the semantic information originally contained in
the input view due to factors such as occlusion, but this approach does not take that into account, as
exemplified in Fig. 2.
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Figure 3: Method overview: (Left) Given an input view and a desired camera viewpoint, we
obtain a pair of embeddings: a 2D coordinate embedding for the input view, and a warped coordinate
embedding for the novel view from estimated depth through MDE. With these embeddings, a semantic
preserver network produces a semantic feature of the input view, and a diffusion model conditioned on
them learns to conduct geometric warping to generate novel views. (Right) We augment self-attention
with cross-view attention, followed by aggregating the features with both attentions at once. It helps
the model to consider where to generate and where to warp.

3.2 Semantic-preserving generative warping

To alleviate the aforementioned limitations, we introduce a novel approach where a diffusion model
learns to implicitly conduct geometric warping operation, instead of warping the pixels or the features
directly. We design the model to interactively compensate for the ill-warped regions during its
generation process, thereby preventing artifacts typically caused by explicit warping. In addition, to
preserve the semantics in the input view, our framework takes the input view image without warping,
and the encoded semantic features of the input view are incorporated into the generation process,
which is different from other approaches that solely take an unreliable warped image from which the
original semantics are difficult to infer.

To this end, we leverage the attention layers inside the pre-trained diffusion U-net [35]. Our key
idea is to learn the attention between input view and novel view features, which serves as an
implicit correspondence that mimics explicit depth-based warping within the diffusion model. By
incorporating this into the diffusion process, we aim to seamlessly integrate the effect of depth-based
warping into the generative prior. This implicit correspondence in the form of attention can be
integrated into the existing self-attention layers inside the diffusion U-net. In so doing, the input
view features additionally interact with the novel view features in the generation process, making the
diffusion models naturally find where to generate and where to warp, as visualized in Fig. 4.

Two-stream architecture. Our approach comprises a two-stream architecture, a semantic preserver
network and a diffusion model, sharing an identical U-net-based architecture. The semantic preserver
network takes the input view image Ii and produces a semantic feature Fi of the input view. And, the
diffusion model generates a novel view image Ij , by integrating the input view feature Fi into its
internal novel view feature Fj . To imbue the diffusion model with the MDE depth-based correspon-
dence, we use a pair of canonical coordinates and warped coordinates as additional conditions. Fig. 3
illustrates an overview of our architecture. In the following, we explain each component in detail.

Warped coordinate embedding. To condition on the MDE depth-based correspondence, we use
two coordinate embeddings, a canonical coordinate embedding for the input view, and a warped
coordinate embedding for the novel view. We are motivated to use the warped coordinate embedding
by [29], whose purpose is correspondence-based appearance manipulation. Here, we extend this
concept to the geometric warping for novel view generation.

Specifically, we construct a canonical 2D coordinate map X ∈ Rh×w×2, where each value is
normalized between −1 and 1. This 2D coordinate map is transformed by a positional encoding
function γ into Fourier features [43]Ci = γ(X). We use this Fourier feature mapCi as the coordinate
embedding for the input view Ii. We then geometrically warp this coordinate embedding Ci of the
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Figure 4: Visualization of augmented self-attention map. In augmented self-attention map A,
the original self-attention part Aself is more attentive to regions requiring generative priors, such as
occluded or ill-warped areas (top), while the concatenated cross-view attention part Across focuses
on regions that can be reliably warped from the input view (bottom). By aggregating both attentions
at once, the model naturally determines which regions to generate and which to warp.

input view to the desired novel viewpoint Pi→j :

Cj = warp(Ci;Di, Pi→j ,K), (4)

where warp(·) is the same geometric warping function in Eq. 1. The warped coordinate embedding
Cj serves as the coordinate embedding for the novel view Ij . These coordinate embedding Ci for
the input view and Cj for the novel view are added to the source view feature Fi and the target view
feature Fj through convolution layers respectively. This embedding strategy guides the model to
follow the geometric correlation between the input view and the novel view. In an explicit warping
strategy, the process is inherently affected by depth estimation errors in virtue of regarding the warped
image as a reliably given condition. However, by implicitly learning to warp with this embedding, it
is expected that the influence of these errors can be mitigated.

Augmenting self-attention with cross-view attention. To infuse the input view features Fi, we
first construct a cross-view attention, where the cross-view attention map represents the similarities
between the input view and the novel view being generated. Thanks to the coordinate embeddings,
the cross-view attention map learns to give depth-based correspondence that can be absorbed into
the generative process. Then, we propose concatenating this cross-view attention to the existing
self-attention.

Specifically, we concatenate the keys and values of self-attention layers in the diffusion U-net with
the input view features Fi, and apply the self-attention [45] with the following query, key, and value:

q = Fj , k = [Fi, Fj ], v = [Fi, Fj ], (5)

where Fi is the input view feature in the semantic preserver network, and Fj is the novel view
feature in the diffusion U-net. Then we can obtain the augmented self-attention map A, which is a
concatenation of the cross-view attention map Across and the self-attention map Aself .

By aggregating the values with both attentions at once, the model learns to balance the contributions
from the novel view’s self-attention Aself and the cross-view attention Across. Our intuition behind
this design is that the original self-attention Aself in the diffusion U-net attends to the generative prior,
and the cross-view attention Across attends to the warping prior from the input view. This allows the
model to inherently decide which regions should rely more on its generative capability and which
areas should depend primarily on the information from the input view warping, as shown in Fig. 4.

3.3 Training strategy

Fine-tuning pretrained text-to-image diffusion models. We leverage the pretrained Stable Dif-
fusion 1.5 model [35] for both diffusion U-net and semantic preserver network, to inherit its gener-
alization capability. Different from Stable Diffusion which takes text prompt embedding through
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Figure 5: Qualitative results with images in the wild. We compare our method with Stable Diffusion
Inpainting [35] on in-the-wild images. More qualitatvie results can be found in Fig. 10 of Appendix.

Figure 6: Consistent view generation results. Our model can generate consistent multiple views by
taking pre-generated novel views as inputs.

CLIP [32], our model takes an image and a desired camera viewpoint as inputs. Therefore, we replace
text condition needed for Stable Diffusion with image embedding of the input image through a CLIP
image encoder. As all the components in our framework can be trained in an end-to-end manner, we
use a sole training loss for fine-tuning, which is the same as the original training loss in LDM [35].
Given a dataset X consisting of pairs of source view image Ii, target view image Ij , their camera
information Pi→j , and a depth map Di, we first encode the source view Ii and the target view image
Ij to their corresponding latents zi and zj through the LDM encoder, respectively. Then the model is
fine-tuned using the following loss function:

Lours(θ, ψ) = EX ,t,ϵ
[
∥ϵ− ϵθ,ψ(zj,t; zi, Di, Pi→j ,K)∥22

]
, (6)

where zj,t denotes a noised latent of zj at diffusion timestep t. ϵθ,ψ(·) is our model including the
diffusion U-net θ and the semantic preserver network ψ, which predicts the added noise in the
diffusion process.

Data preparation. We fine-tune the model on multi-view datasets including indoor scene and
outdoor scene, i.e., RealEstate10K [52], ScanNet [8], ACID [25]. Specifically, we sample two
consecutive frames at intervals of 30-120 frames to make pairs of source view and target view
images. For ScanNet [8], we use provided ground-truth depth maps and the camera information. For
RealEstate10K [52] and ACID [25], ground-truth depth maps are not provided. So, we pre-process
the datasets to generate pseudo ground-truth depth maps and their corresponding camera information.
Specifically, we use DUSt3R [46] as a pair-depth estimator, followed by PnP-RANSAC [13, 23] to
find the corresponding camera information aligned with the estimated depth maps. Additionally,
we exclude pairs with low-confident depth maps in our training dataset. Note that our model is less
affected by 3D scale ambiguity [6, 38] in this procedure, as camera parameters are aligned to the
scales of estimated depth maps.

4 Experiments
4.1 Experimental setup

We train our model on multiple datasets, including indoor RealEstate10K [52], ScanNet [8], and
outdoor ACID [25] datasets. For fair quantitative and qualitative comparison with baseline meth-
ods [36, 17] trained on RealEstate10K [52], we also prepared a version of our model trained on the
same single dataset. Our baseline methods include GeoGPT [36], Photometric-NVS [17], and the
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Figure 7: Qualitative comparisons with baseline methods [35, 17, 36]. We present single-shot
novel view generation results with large viewpoint changes on RealEstate10K [52] test set. Our
GenWarp generates high-quality novel views consistent with the input views. We also provide
qualitative results on ScanNet [8] in Fig. 9 of Appendix.

warping-and-inpainting method [7, 31] using the Stable Diffusion Inpainting model [35]. To ensure a
fair evaluation, we also provide results of the Stable Diffusion Inpainting model fine-tuned on the
same multi-view dataset [52]. For GeoGPT, we compare with the results from the depth conditional
setting, which is most similar to our approach. For the methods that utilize depth information, namely,
our method, GeoGPT, and Stable Diffusion Inpainting, we use the same monocular depth estimation
models [2, 46]. Please refer to Appendix B for additional details.

4.2 Qualitative results

Qualitative results on in-the-wild images. Fig. 5 and Fig. 6 show qualitative results on in-the-wild
images, e.g., cartoonish pictures, real photos, and AI-generated [1] images. SD-Inpainting [35]-based
warping-and-inpainting approach, used in recent works [7, 31], shows reasonable results with a good
generalization capability for extrapolation, but ill-warped artifacts exist in some areas. In contrast,
our method consistently generates feasible novel views by refining those artifacts well.

Qualitative comparisons. We present qualitative comparisons with the baseline methods [35, 17,
36] in Fig. 7. The warping-and-inpainting approaches with the SD-Inpainting model [35, 7, 31]
show good performance for areas where the input view and novel view clearly overlap. However, for
regions where warped pixels are sparse, it generates inconsistent novel views without considering the
semantic information of the input view. Photometric-NVS [17] and GeoGPT [36] show reasonable
performance when the camera view changes are small. However, their performance degrades when
the view change is large or when the given images of scenes are underrepresented in the training data,
such as outdoor scenes. Our method generates plausible novel views and is robust to variations in the
type of scenes and camera viewpoints, by considering the semantics of the input views.

4.3 Quantitative results

We perform a quantitative comparison of our model and baseline models [35, 36, 37] trained on
RealEstate10K [52], on the test set of RealEstate10K (in-domain) and ScanNet [8] (out-of-domain)
using FID for generation quality on distribution level and PSNR for reconstruction quality, with
1,000 generated images. We categorize the distance between source and target views into mid
range (30-60 frames) and long range (60-120 frames). Tab. 1 demonstrates that our method shows
superior performance in both out-of-domain setting and in-domain setting. The SD-Inpainting-based
approaches perform well in terms of PSNR thanks to explicit warping, but struggle with ill-warped
artifacts resulting in poor FID. GeoGPT shows good generation quality as evidenced by its FID score
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Methods

Out-of-domain [8] In-domain [52]

Mid range Mid range Long range
FID ↓ PSNR ↑ FID ↓ PSNR ↑ FID ↓ PSNR ↑

GeoGPT [36] w/depth 85.52 11.36 32.70 12.26 33.91 11.69
Photometric-NVS [17] N/A N/A 37.17 12.05 39.93 11.63
SD-Inpainting [35, 7] 52.20 11.68 41.76 14.21 44.13 12.98
SD-Inpainting [35, 7] (fine-tuned)† 72.90 9.10 39.17 14.35 43.08 13.10

GenWarp (Ours) 46.03 12.95 31.10 14.55 32.40 13.55

Table 1: Quantitative comparisons. We compare our method with novel view generative models [36,
17] and warping-and-inpainting approach consisting of Stable Diffusion Inpainting [35, 7, 31], on
in-domain setting (training dataset [52]), and out-of-domain setting (external dataset [8]). † We
additionally provide results of Stable Diffusion Inpainting fine-tuned on the multi-view dataset [52].

but tends to disregard input view details, leading to poor PSNR. In the out-of-domain setting, the
SD-Inpainting shows reasonable performance, but its performance deteriorates after fine-tuning on
the multi-view dataset [52]. For Photometric-NVS [17], we exclude its out-of-domain results as its
provided model trained on RealEstate10K [52] fails to generate novel views when camera parameters
in ScanNet [8] are given.

4.4 Ablation study

Conditions FID ↓
Warped coordinates 32.40

Warped depth map 34.17
Warped image 35.27
Camera embedding [42] 39.10

Table 2: Ablation on embeddings.

Embeddings for warping signal. We perform an abla-
tion study on the embeddings used to create the warping
signal by geometric warping with MDE depth maps. We
compare the warped coordinate embedding to other possi-
ble candidates: warped depth and warped image. Addition-
ally, we test the camera embedding as condition. Specif-
ically, we encode the camera viewpoint to a Plücker ray
representation [42] and replace the warped coordinate em-
bedding with this camera embedding. As shown in Tab. 2, the warping signal given by the warped
coordinate embedding is the most effective among them.
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Figure 8: Comparison on various
viewpoint changes.

Camera viewpoint variations. Fig. 8 illustrates the
relationship between the difficulty of camera viewpoint
changes and the degree of distortion in the generated novel
views. We adopt the analysis of view changes proposed
in [36], using the LPIPS [51] metric between GT source
and target views as a proxy for viewpoint change difficulty,
and the LPIPS between the generated and GT target views
as a measure of distortion. As shown in Fig. 8, our method
achieves the least distortion compared to the baseline meth-
ods. Inpainting-based methods [35] show the second-best
performance when the viewpoint change is not large, but
GeoGPT [36] shows better performance in the case of ex-
treme viewpoint changes.

5 Conclusion

We have proposed GenWarp, a framework for generation of novel views from a single image,
preserving semantics contained in the input view by learning to warp images through a generative
process. By augmenting the self-attention in diffusion models with cross-view attention conditioned
on the warping signal, our approach learns to preserve the semantics of the input view while naturally
determining where to warp and where to generate. Extensive experiments demonstrate that GenWarp
generates higher-quality novel views compared to existing methods, especially for challenging
viewpoint changes, while exhibiting generalization capability to out-of-domain images.
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Societal Impacts

This paper presents in the field of AIGC (AI-Generated Content). The proposed model in the paper
generates images of user-provided camera viewpoints based on input images. Therefore, while there
may be potential social impacts as a consequence, there is nothing in particular to be highlighted.
Our model relies on learning from large-scale multi-view datasets, so it may reflect potential societal
biases included in these datasets.
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Appendix

A Additional qualitative results

Fig. 9 shows qualitative results on out-of-domain setting, i.e., testing on ScanNet [8] with our method and
baseline methods [36, 35, 7] trained on RealEstate10K [52]. We also provide additional qualitative results on
in-the-wild images in Fig. 10.

Input View GenWarp
(Ours) SD-Inpain1ng GeoGPT

w/depth

Figure 9: Extensive qualitative comparisons in out-of-domain setting. We provide qualitative
results of our model trained on RealEstate10K [52], on the external dataset, ScanNet [8].
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Input View GenWarp (Ours)SD-Inpain1ngWarped

Figure 10: Extensive qualitative results on in-the-wild images. We present extensive qualitative
results of our method and baseline methods [35, 7] on the in-the-wild images.

B Additional implementation details

We initialize our two networks, semantic preserver and diffusion U-net, with Stable Diffusion v1.5 [35], and
fine-tune the networks on 2×H100 80GB with a batch size of 48 for 2-3 days, at resolutions of 512× 384 and
512× 512. Specifically, we fine-tune the whole parameters of the semantic preserver network and the diffusion
U-net in an end-to-end manner. All the hyper-parameters used in our training are kept same as the training of
Stable Diffusion 1.5 2. In inference, it takes around 2 seconds to generate a novel view with a single H100 80GB.

2Stable Diffusion v1.5 Model card: https://huggingface.co/runwayml/stable-diffusion-v1-5
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Monocular depth estimation. We use two external depth estimation networks for all qualitative and
quantitative results: ZoeDepth [2] and DUSt3R [46]. DUSt3R is a model that predicts pointmaps given two
images as a pair. We use the z-values of these pointmaps in two ways: as a pair depth estimation during training
and as a monocular depth estimation during inference (by using the same image for both input views). For
quantitative evaluation, we use DUSt3R for depth prediction as the predicted depth maps are passed through
the same normalization in the process of DUSt3R with the pseudo depth pairs in training dataset which are
estimated using the same network. For qualitative comparisons, we use ZoeDepth to predict metric depth maps.
Note that we have used the same estimated depth maps for our method and all the baseline methods [36, 35, 7]
which need depth information.

Reproducing warping-and-inpainting approach with T2I inpainting models. To implement the
warping-and-inpainting strategy using Stable Diffusion Inpainting [36], we follow ’Dream’ stage of Lucid-
Dreamer [7], which consists of inpainting using the pretrained T2I model [36] after depth-based warping via
monocular depth estimation in the official code repository. We observe that directly applying the occlusion
mask from depth-based warping to the Stable Diffusion Inpainting model leads to the generation of collapsed
images. As suggested in the official code of LucidDreamer, increasing the occlusion mask size for occlusions
below a certain threshold effectively prevents this collapse. However, this approach involves a trade-off, as
it may further ignore pixels from the source view. Additionally, when using challenging camera trajectories
(especially when moving the camera forward), artifacts still occur despite this mask filtering. To address this,
we set the minimum occlusion size to 8 × 8 and expand smaller occlusions to this size, considering that a
resolution of latents in LDM [35] is 8 times lower than that of the images. We use inverse warping for the
existing warping-and-inpainting method, which provides natural interpolation and reduces occlusion. In contrast,
our method employs forward warping to facilitate the intervention of the generative prior. Fig. 11 shows the
difference between forward warping and inverse warping, and the obtained occlusion masks which are used in
the subsequent inpainting procedure.

Input View Inverse WarpingForward Warping Occlusion Mask

Figure 11: Following LucidDreamer [7], we apply inverse warping and occlusion mask filtering to
reproduce the existing warping-and-inpainting approach [7, 31] with Stable Diffusion Inpainting [35].

C Additional discussion

Explicit feature warping vs. implicit warping (ours). Another straightforward approach for integrating
depth-based warping into diffusion models is to warp features within the diffusion model’s feature space. We
initially tried this diffusion feature warping. Specifically, the input view feature Fi from the semantic preserver
network is geometrically warped with the corresponding depth map, and then added to the diffusion U-net’s
intermediate feature Fj through zero-initialized convolution layers.

This approach shows reasonable performance on multi-view datasets like ScanNet [8], which include ground-
truth sensor depth. However, most multi-view datasets [25, 52] are derived from videos and lack dense GT
depth. To address this, we use estimated depth maps from DUSt3R [46], as described in Sec. 3.3. Although
these pseudo depth pairs are useful, they are not highly accurate. Consequently, we found training a model with
explicit feature warping using these pseudo depth pairs leads to instability, as shown in Fig. 12.

16

80235https://doi.org/10.52202/079017-2550



Input View Generated View at 5,000 iter.Generated View at 3,000 iter.

Figure 12: Unstable training of an explicit feature warping model using pseudo depth data.

Additional analysis on viewpoint changes. We analyze how the performance changes as the ratio of
pixels invisible from the input view increases due to viewpoint changes. As shown in Fig. 13 and Fig. 14, our
method demonstrates the best performance compared to the other methods even as the invisible ratio increases.
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Figure 13: Comparison of LPIPS with other
methods regarding ratio of invisible region. We
measure LPIPS between generated views and GT
target views, following GeoGPT [36]’s evaulation
protocol.
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Figure 14: Additional ablations on view embed-
ding. We compare our full pipeline with a variant
using camera (Plücker) embeddings and another
variant using the camera embeddings and depth
information.

Comparison on reconstruction-based approaches [11, 50, 28]. We provide comparisons with three
additional recent/classical methods (Nerdi [11], PixelNeRF [50], vanilla NeRF [28]) in Fig. 15. For Nerdi [11],
due to lack of available codes, we brought curated qualitative results on DTU dataset from their paper. Our result
shows non-blurry, clear novel view compared to other methods.

Input View NeRF Nerdi GenWarp (Ours)PixelNeRF

Figure 15: Comparison with reconstruction-based methods on DTU dataset [18]. Note that our
model used here is not trained on DTU dataset.

Analysis on cross-view attention. To verify how the cross-view attentions attend to corresponding points,
we have used 1, 000 pairs of images to determine (1) how well cross-attention attends to corresponding points,
and (2) which is more dominant between self-attention and cross-attention for invisible regions and regions
where depth-based correspondence exists. First, Tab. 3 shows the distance between the flow map obtained
from depth information and the flow map extracted from the cross-attention. Specifically, we extracted the
flow map from the cross-attention layer by argmax operation to see where the model pays the most attention to.
It demonstrates that as training progresses, the model learns depth-based matching and warping through the

17

80236 https://doi.org/10.52202/079017-2550



cross-attention mechanism. On the other hand, the model where the proposed embedding is replaced with the
Plücker camera embedding shows relatively worse performance in terms of matching distance.

Secondly, in the Tab. 4, we report which part of the concatenated attention map - the cross-attention part or
the self-attention part - is more activated during generation for visible and invisible regions. As exemplified in
Fig. 4, it shows the cross-view attention part focuses on regions that can be reliably warped from the input view,
while the original self-attention part is more attentive to invisible regions requiring generative priors. Regarding
the cross-attention and self-attention for invisible regions, we empirically found that when generating invisible
regions, the model also refers to surrounding visible areas through cross-attention, for instance, to generate the
invisible left side of a desk, it needs to refer to the visible part of the desk for a plausible novel view.

Models Average distance

Ours - 2,000 steps 1.36
Ours - 6,000 steps 0.97
Ours - 10,000 steps 0.90
Ours - converged 0.85
Camera embed. - converged 0.98

Table 3: Matching distance of models over
training steps.

Region Cross-attn. Self-attn.

Visible region 0.756 0.244
Invisible region 0.417 0.583

Table 4: Attention distribution in visi-
ble/invisible regions.

3DGS reconstruction. Our model can be applied to various downstream tasks. For example, given a single
image, our model generates 3-4 novel view images, followed by feeding them into fast 3DGS [20] reconstructors
such as InstantSplat [12]. Then we can easily obtain a 3DGS scene in a few seconds. Video examples are shown
in the project page.

Figure 16: 3DGS reconstruction results. We show extracted frames in the generated 3DGS videos.
Video examples are shown in the project page.

D Limitations

Given extremely distant camera viewpoints where depth-based correspondence has no influence, i.e., beyond the
unprojected pixels with the depth map, our model struggles with generating novel views. In these cases, instead
of generating a novel view in a single step, the approach of sequentially generating novel views conditioned on
pre-generated novel views, similar to other single-shot NVS methods [44, 17, 25, 24], should be taken. As with
other works [26, 40, 49] that fine-tune pretrained diffusion models, the quality of the dataset used for fine-tuning
affects the model’s performance. We believe that more high-quality multi-view datasets will maximize the
potential of our model.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The Abstract and Introduction clearly state the motivation and a brief description of the
methods used in our paper, along with our contributions. Additionally, at the end of the introduction,
we provide a summary of our contributions.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The limitations of our method are clearly described in Appendix D.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to violations of

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [NA]

Justification: Our paper does not involve theoretical results or their proofs.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
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• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they appear in

the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In Sec. 3 and Appendix B, we have included the necessary information for reproducibility,
such as the network architecture used in our method, which pretrained checkpoint is utilized, which
datasets are employed, and what data preprocessing steps are performed.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by the

reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: We publicly provide all model weights and code in the project page. The datasets used
for training are publicly available.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).
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• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: The implementation details and experimental settings for our method and the baseline
methods are described in Sec. 4.1, Sec. 3.3, and Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [No]

Justification: This task is closer to sampling (generation) within the learned distribution rather than
prediction. To be consistent with the experimental analyses of existing works [36, 17], this paper
primarily uses distribution distance metrics such as FID and does not include error bars.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]

Justification: We report the GPU and VRAM used, batch size, and training time in Appendix B.

Guidelines:

21

80240 https://doi.org/10.52202/079017-2550

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud

provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual experimental

runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than the

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have faithfully followed the specified NeurIPS Code of Ethics throughout all our
experiments.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a deviation

from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due

to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [Yes]

Justification: We discuss the societal impacts in Appendix 5.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact or

why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [NA]

Justification: We believe that our model, which is a generative model trained on publicly available
multi-view datasets, does not have a high risk of misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: We have appropriately cited all the papers corresponding to the datasets we used.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service of

that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package should

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [NA]

Justification: We do not introduce any new assets in this paper.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Subjects
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Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
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