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Abstract

While crowdsourcing has emerged as a practical solution for labeling large datasets,
it presents a significant challenge in learning accurate models due to noisy labels
from annotators with varying levels of expertise. Existing methods typically esti-
mate the true label posterior, conditioned on the instance and noisy annotations, to
infer true labels or adjust loss functions. These estimates, however, often overlook
potential misspecification in the true label posterior, which can degrade model per-
formances, especially in high-noise scenarios. To address this issue, we investigate
learning from noisy annotations with an estimated true label posterior through the
framework of conditional distributionally robust optimization (CDRO). We propose
formulating the problem as minimizing the worst-case risk within a distance-based
ambiguity set centered around a reference distribution. By examining the strong
duality of the formulation, we derive upper bounds for the worst-case risk and
develop an analytical solution for the dual robust risk for each data point. This
leads to a novel robust pseudo-labeling algorithm that leverages the likelihood
ratio test to construct a pseudo-empirical distribution, providing a robust reference
probability distribution in CDRO. Moreover, to devise an efficient algorithm for
CDRO, we derive a closed-form expression for the empirical robust risk and the
optimal Lagrange multiplier of the dual problem, facilitating a principled balance
between robustness and model fitting. Our experimental results on both synthetic
and real-world datasets demonstrate the superiority of our method.

1 Introduction

Recent advancements in supervised learning have spurred a growing demand for large labeled datasets
[1, 2]. However, acquiring accurately annotated datasets is typically costly and time-consuming,
often requiring a pool of annotators with adequate domain expertise to manually label the data.
Crowdsourcing has emerged as an efficient and cost-effective solution for annotating large datasets.
On crowdsourcing platforms, multiple annotators with varying levels of labeling skills are employed
to gather extensive labeled data. However, this approach introduces a significant challenge: the
labels collected through crowdsourcing are often subject to unavoidable noise, especially in fields
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requiring substantial domain knowledge, such as medical imaging. Consequently, models trained on
noisy labels are prone to error, including overfitting, since deep models can memorize vast amounts
of data [3]. In addition to statistical research on label noise (often termed response measurement
error, e.g., [4–6]), a growing body of recent machine learning literature has focused on developing
effective algorithms capable of training accurate classifiers using noisy data, e.g., [7–10]. Many of
these methods seek to approximate the posterior distribution of the underlying true labels using the
observed data.

Let X be an instance, Y denote the unobserved true label for X, and Ỹ represent a vector of
crowdsourced noisy labels for X. The data-generating distribution, P ∗

x,y,ỹ, can be factorized in two
ways: P ∗

xP
∗
y|xP

∗
ỹ|x,y or P ∗

x,ỹP
∗
y|x,ỹ, with P ∗ denoting the (conditional) distribution for the variables

indicated by the corresponding subscripts. These factorizations have inspired research that trains
models by estimating the posterior distribution of the true labels, P ∗

y|x,ỹ, in the latter factorization.

Previous work [9–12] introduced various algorithms for estimating the annotator confusions, also
known as noise transition probabilities, which yield an approximated conditional distribution of Ỹ,
given Y and X, denoted Pỹ|y,x. For ease of reference, we use P ∗ and P to denote the true distribution
and an approximate distribution for the variables indicated by the corresponding subscripts. Given
the observed data X and Ỹ, along with an approximated conditional distribution Pỹ|y,x and a prior
for Y given X, denoted Py|x, the true label posterior is then computed as Py|x,ỹ ∝ Py|x · Pỹ|y,x by
Bayes’s theorem [10, 13]. This estimated true label posterior is often used to infer the underlying
true labels or to weight the loss functions [7, 9, 10, 14].

However, accurately computing the posterior of the true label is challenging, and the estimated
posterior Py|x,ỹ may deviate from the underlying true distribution P ∗

y|x,ỹ due to potential misspec-
ifications in the prior belief and the conditional noise transition probabilities [15]. To address this
issue, we introduce a robust scheme for handling crowdsourced noisy labels through conditional
distributionally robust optimization (CDRO), as discussed in [16]. Specifically, we frame the problem
as minimizing the worst-case risk within a distance-based ambiguity set, which constrains the degree
of conditional distributional uncertainty around a reference distribution. By leveraging the strong
duality in linear programming, we derive the dual form of the robust risk and establish informative
upper bounds for the worst-case risk. Additionally, for each data point, we develop an analytical
solution to the robust risk minimization problem, which encompasses existing approaches as special
cases [9]. This solution is presented in a likelihood ratio format and inspires a robust approach
that assigns pseudo-labels only to instances with high confidence, with uncertain data filtered out.
These pseudo-labels also enable us to construct a pseudo-empirical distribution that serves as a robust
reference probability distribution in CDRO under potential model misspecifications. Moreover, we
derive a closed-form expression for the empirical robust risk by identifying the optimal Lagrange
multiplier in the dual form. Building on this, we ultimately develop an algorithm for learning from
noisy labels via conditional distributionally robust true label posterior with an adaptive Lagrange
multiplier (AdaptCDRP).

Our contributions are summarized as follows: (1) We formulate learning with noisy labels as a CDRO
problem and develop its dual form to tackle the challenge of potential misspecification in estimating
the true label posterior from noisy data. (2) We derive an analytical solution to the dual problem for
each data point, and propose a novel algorithm that constructs a robust reference distribution for this
problem. (3) By deriving the optimal Lagrange multiplier for the empirical robust risk, we develop
an efficient one-step update method for the Lagrange multiplier, allowing for a principled balance
between robustness and model fitting. Code is available at https://github.com/hguo1728/AdaptCDRP.

Notations. We use [k] to denote {1, . . . , k} for any positive integer k, and 1(·) to denote the
indicator function. For a vector v, vj stands for its jth element, and v⊤ denotes its transpose.
For v = (v1, ..., vp)

⊤ and q ∈ [1,+∞], the Lq norm is defined as ∥v∥q = (
∑p
j=1 |vj |q)1/q if

1 ≤ q < ∞, and ∥v∥∞ = maxj |vj | if q = +∞. For a matrix V , we use Vi,j to represent its (i, j)
element. Furthermore, let (Ω,G, µ) denote the measure space under consideration, where Ω is a set,
G is the σ-field of subsets of Ω, and µ is the associated measure. For q > 0, let Lq(µ) represent the
collection of Borel-measurable functions f : Ω → R such that

∫
|f |qdµ < ∞. Let d(·, ·) denote a

metric on Ω. We call f L-Lipschitz with respect to d(·, ·) if |f(u1)− f(u2)| ≤ L · d(u1, u2) for all
u1, u2 ∈ Ω, where L is a positive constant.
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2 Proposed Framework

2.1 Problem Formulation

Consider a classification task with feature space X ⊂ Rd and label space Y , where d is the feature
dimension. Here Y is taken as {0, 1} for binary classification and [K] for multi-class classification
with K > 2. Let X ∈ X denote an instance and Y ∈ Y denote its true label. Let Ψ denote the
considered hypothesis class consisting of functions ψ defined over X , which, for example, can be
neural networks that output predicted label probabilities for each x ∈ X . Specifically, for binary
classification, ψ : X → [0, 1], with ψ(x) representing P (Y = 1|X = x), and the classified value
is given by 1(ψ(x) > 0.5). For multi-class classification, ψ : X → ∆K−1 with K > 2 and ∆K−1

denoting theK-simplex, where the jth component of ψ(x), denoted ψ(x)j , represents the conditional
probability P (Y = j|X = x) for j ∈ [K], with the classified value defined as argmaxj∈[K] ψ(x)j .

In applications, the true label Y is often unobserved, and instead, a set of crowdsourced noisy labels
Ỹ ≜ {Ỹ(r)}Rr=1 is collected, where Ỹ(r) ∈ Y , denoting the label provided by annotator r out of R
annotators. Let D ≜ {Xi, Ỹi}ni=1 denote the observed data of size n, where Ỹi contains noisy labels
provided by R annotators for instance Xi, which may differ from the true label Yi for each i ∈ [n].
Our goal is to train a classifier using D to accurately predict the true label for a future instance.

A common assumption in supervised learning is that the data points {Xi,Yi, Ỹi} for i ∈ [n] are
independently drawn from a probability measure P ∗

x,y,ỹ for {X,Y, Ỹ}, defined over the space
Z ≜ X × Y × YR. Under this assumption, many existing methods aim to approximate the posterior
distribution of the underlying true label Y, given the observed data X and Ỹ [7, 9–11]. The estimated
true label posterior, denoted Py|x,ỹ, is then applied to either infer the true labels or to weight the loss
functions. For example, [9] utilized Py|x,ỹ as a weight in the loss functions, without considering
potential misspecification of the associated model. However, such strategies typically ignore the
variability induced in estimating the true label posterior.

To mitigate the effects of potential misspecifications, we propose a conditional distributionally robust
risk optimization problem:

inf
ψ∈Ψ

Rϵ(ψ;Py|x,ỹ), with Rϵ(ψ;Py|x,ỹ) ≜ Ex,ỹ

[
sup

Qy|x,ỹ∈Γϵ(Py|x,ỹ)

EQy|x,ỹ {ℓ(ψ(X),Y)}
]
, (1)

where ℓ(·, ·) is a loss function, the expectation Ex,ỹ is taken with respect to the joint distribution of the
observed data X and Ỹ, and the expectation EQy|x,ỹ is evaluated under the conditional distribution
model, denoted Qy|x,ỹ, of the true label Y, given X and Ỹ. Here, Γϵ(Py|x,ỹ) is an ambiguity set of
probability measures centered around the reference probability distribution Py|x,ỹ, indexed by ϵ > 0
[16–18]. For instance, Γϵ(Py|x,ỹ) can be conceptualized as a “ball” with Py|x,ỹ at its center and ϵ
as the radius, where elements in the ball represent possible distribution models for P ∗

y|x,ỹ, and the
distance between two points is measured using a standard metric for distributions. Specifically,

Γϵ(Py|x,ỹ) =
{
Qy|x,ỹ ∈ P(Y) : 𝒹(Qy|x,ỹ, Py|x,ỹ) ≤ ϵ

}
, (2)

where P(Y) denotes all Borel probability measures on Y , and𝒹 is a discrepancy metric of probability
measures. In this paper, we employ the Wasserstein distance in Definition 2.1 to define the ambiguity
set. By taking the supremum in (1) over the ambiguity set (2), we aim to minimize the worst-case risk
around the reference distribution, thereby mitigating the impact of potential model misspecifications.

One main obstacle in solving (1) is constructing a reliable reference distribution Py|x,ỹ, which
typically depends on an empirical distribution that requires true labels in conventional distributionally
robust optimization (DRO). We address this issue by investigating the dual form of the robust risk
presented in (1), which enables us to create a robust pseudo-empirical distribution using a likelihood
ratio test, as detailed in Section 3.1. An additional advantage of our approach is that it provides
informative upper bounds for the worst-case risk in Section 2.3 via the dual formulation.
Remark 2.1. For simplicity in theoretical presentation, we assume access to all annotations from
all R annotators. However, the theoretical framework presented in this paper is applicable to both
single-annotator (R = 1) and multiple-annotator (R > 1) scenarios. In our experiments in Section 4,
we also consider the scenario of sparse labeling, where we generate a total of R annotators and then
randomly select one annotation per instance from these R annotators. We also conduct experiments
with varying numbers of annotators for a comprehensive analysis.

3
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2.2 Duality Result and Relaxed Problem

To derive the pseudo-label generation algorithm and establish a reliable reference distribution, we
analyze the dual form of (1). We first define the Wasserstein distance of order p for p ∈ [1,+∞).
Definition 2.1 (p-Wasserstein distance, [17]). For a Polish space S (i.e., a complete separable metric
space) endowed with a metric c : S × S → R≥0, also called a cost function, let P(S) represent
the set of all Borel probability measures on S, where R≥0 represents the set of all nonnegative
real values. For p ≥ 1, let Pp(S) stand for the subset of P(S) with finite pth moments. Then, for
P1, P2 ∈ Pp(S), the Wasserstein distance of order p is defined as

Wp(P1, P2) ≜ inf
Π∈Cpl(P1,P2)

[
E(S1,S2)∼Π {cp(S1, S2)}

]1/p
,

where Cpl(P1, P2) comprises all probability measures on the product space S × S such that their
marginal measures are P1(·) and P2(·). Here, cp(·, ·) represents {c(·, ·)}p.

In (2), we set𝒹(·, ·) as the p-Wasserstein distance and incorporate the constraint𝒹(Qy|x,ỹ, Py|x,ỹ) ≤
ϵ using the Lagrange formulation, and then establish the strong duality result for (1) as follows.
Proposition 2.1 (dual problem). Assume that for every given x ∈ X , ỹ ∈ YR and ψ ∈ Ψ,
ℓ(ψ(x), ·) ∈ L1(Py|x,ỹ), where L1(·) is defined in Section 1. Consider 𝒹(·, ·) in (2) as the Wasser-
stein distance of order p. Then, for any ϵ > 0, Rϵ(ψ;Py|x,ỹ) in (1) becomes:

Rϵ(ψ;Py|x,ỹ) = Ex,ỹ

{
inf
γ≥0

(
γϵp + EPy|x,ỹ

[
sup
y′∈Y

{ℓ(ψ(X), y′)− γcp(y′,Y)}
])}

. (3)

To avoid solving nested optimization problems, we consider an alternative formulation by swapping
the infimum and the first expectation operations:

Rϵ(ψ;Py|x,ỹ) ≜ inf
γ≥0

Ex,ỹ

(
γϵp + EPy|x,ỹ

[
sup
y′∈Y

{ℓ(ψ(X), y′)− γcp(y′,Y)}
])

, (4)

which is an upper bound of Rϵ(ψ;Py|x,ỹ) according to Proposition 2.1, and hence, (4) can be regarded
as an relaxation of (3). The empirical counterpart of Rϵ(ψ;Py|x,ỹ) is given by

R̂ϵ(ψ;Py|x,ỹ) ≜ inf
γ≥0

E
P

(n)

x,ỹ

(
γϵp + EPy|x,ỹ

[
sup
y′∈Y

{ℓ(ψ(X), y′)− γcp(y′,Y)}
])

, (5)

where P (n)
x,ỹ ≜ 1

n

∑n
i=1 δXi,Ỹi

is the empirical distribution of (X, Ỹ) based on the dataset D defined
in Section 2.1. Here, for any v ∈ X × YR, δv represents the Dirac measure on X × YR, defined as
δv(A) ≜ 1{v ∈ A} for any A ⊂ X × YR.
Remark 2.2. The Lagrange multiplier γ in (4) and (5) captures the trade-off between robustness and
model fitting in the presence of label noise and potential model misspecifications. When the solution
in γ is large, the inner supremum tends to favor y′ = Y, thus encouraging the minimization of the
natural risk using the reference distribution directly. In contrast, a small solution in γ introduces
perturbations to the data, pushing the classifier away from the sample instances weighted by the
reference distribution.
Remark 2.3. When p = 1, (5) represents the dual form of the following problem:

sup
Qy|x,ỹ∈Γϵ(Py|x,ỹ)

E
P

(n)

x,ỹ

[
EQy|x,ỹ {ℓ(ψ(X),Y)}

]
, (6)

where Γϵ(Py|x,ỹ) =
{
Qy|x,ỹ ∈ P(Y) : E

P
(n)

x,ỹ

𝒹(Qy|x,ỹ, Py|x,ỹ) ≤ ϵ
}

. The proof of this statement

is deferred to Appendix A.3. This result indicates that the empirical robust risk in the relaxed problem
(5) corresponds to the worst-case risk within an ambiguity set that constrains the size of the average
conditional distributional uncertainty.

2.3 Generalization Bounds

With the duality result in Proposition 2.1 and the derivations of the alternative formulations (4)
and (5), we now characterize the difference between R̂ϵ(ψ;Py|x,ỹ) and its population counterpart
Rϵ(ψ;Py|x,ỹ).

4
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Theorem 2.2. Consider the loss function ℓ(·, ·) in Proposition 2.1, and let the cost function c(y, y′) =
κ1(y ̸= y′) for y, y′ ∈ Y , where κ is a positive constant. Assume that there exists a positive constant
M such that ℓ(ψ(x), y) ∈ [0,M ] for all x ∈ X , y ∈ Y , and ψ ∈ Ψ, and that ℓ(ψ(x), y) is L-
Lipschitz in the second argument with respect to the cost function c(·, ·). Then, there exists a positive
constant C1 such that for any given ϵ > 0, ψ ∈ Ψ, and 0 < η < 1, with probability at least 1− η:∣∣∣Rϵ(ψ;Py|x,ỹ)− R̂ϵ(ψ;Py|x,ỹ)

∣∣∣ ≤ C1Lκ
p

ϵp−1
√
n
+M

√
log(1/η)

2n
.

Theorem 2.2 suggests that the empirical counterpart, R̂ϵ(ψ;Py|x,ỹ), is a useful approximation for the
risk function Rϵ(ψ;Py|x,ỹ), as their disparity is bounded and cannot grow indefinitely large. For a
finite sample size n, this disparity is upper bounded by a finite value depending on the characteristics
of the cost and loss functions, as reflected by κ, L, and M . As the sample size n→ ∞, the difference
tends to zero with high probability, and specifically, the difference is of order O(n−1/2).

Next, we establish an informative bound for the empirical robust risk minimizer. For ψ1, ψ2 ∈ Ψ and
for any given norm ∥ · ∥, let ∥ψ1 − ψ2∥∞ ≜ supx∈X ∥ψ1(x)− ψ2(x)∥. Here, ∥ · ∥ can be taken as
any specific norms, including the Lq norm with q ≥ 1 that is defined in Section 1.

Corollary 2.3 (Empirical Robust Minimizer). Let ψ̂ϵ,n ∈ infψ∈Ψ R̂ϵ(ψ;Py|x,ỹ). Under the assump-
tions in Theorem 2.2, if we further assume that the loss function ℓ(·, ·) is L′-Lipschitz in terms of the
first argument with respect to the supremum metric ∥ · ∥∞, then there exists a positive constant C2

such that for any ϵ > 0 and 0 < η < 1, with probability at least 1 − η, the empirical robust risk
minimizer ψ̂ϵ,n satisfies:

Rϵ(ψ̂ϵ,n;Py|x,ỹ) ≤ Rϵ(ψ̂ϵ,n;Py|x,ỹ)

≤ inf
ψ∈Ψ

Rϵ(ψ;Py|x,ỹ) + C2

{
Lκp

ϵp−1
+ L′

∫ ∞

0

√
logN(s; Ψ, ∥ · ∥∞)ds

}
· 1√

n
+ 2M

√
log(1/η)

2n
,

where N(s; Ψ, ∥ · ∥∞) denotes the s-covering number of Ψ with respect to the supremum metric.

3 Implementation Algorithm

In Section 3.1, we derive the analytical solution to the dual robust risk minimization problem in (5),
which leads to the development of a novel approach for assigning pseudo-labels using the likelihood
ratio test. These pseudo-labels facilitate the construction of a pseudo-empirical distribution, serving
as a robust reference distribution in using (5). In Section 3.2, we derive the optimal value in γ for the
empirical robust risk (5) and establish its closed-form expression. This analysis provides a principled
framework for balancing the trade-off between robustness and model fitting and also motivates an
efficient one-step update technique in solving the robust empirical risk minimization problem.

3.1 Optimal Solution for Single Data Point

In this subsection, we determine the optimal value of ψ(x) in (5) for a single data point (x, ỹ). To
simplify the analysis, we first focus on the binary classification problem with Y = {0, 1} and consider
a broad family of loss functions of the form:

ℓ(ψ(x), y) = (1− y)T (1− ψ(x)) + yT (ψ(x)), (7)

where ψ(x) represents the conditional distribution P (Y = 1|X = x) as described in Section 2.1,
T : [0, 1] → I is a bounded, decreasing, and twice differentiable function, and I is a compact subset
of R.

For any given x ∈ X and ỹ ∈ YR, let Pj(x, ỹ) ≜ P (Y = j|X = x, Ỹ = ỹ) for j = 0, 1. With the
loss function in (7) and the metric c(·, ·) considered in Theorem 2.2, minimizing (5) with respect to
ψ ∈ Ψ becomes:

inf
ψ∈Ψ

inf
γ≥0

[
γϵp + P0(x, ỹ)max{T (1− ψ(x)), T (ψ(x))− γκp}

+ P1(x, ỹ)max{T (1− ψ(x))− γκp, T (ψ(x))}
]
, (8)

5
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and let ψ⋆ denote the solution of (8). For ϵ and κ described in Theorem 2.2, let ϱ(ϵ) ≜ ϵp/κp. The
following theorem shows that (8) has a closed-form solution, with its form varying based on whether
T is concave or convex.
Theorem 3.1 (Optimal Action for Single Data Point: Binary Case). Let x ∈ X and ỹ ∈ YR be given.
Then, for a concave function T , the optimal solution for (8) is given by:

ψ⋆(x) =

{
j, if Pj(x, ỹ) ≥ ϱ(ϵ) +ϖ1 for j = 0, 1;

1/2, otherwise,

with ϖ1 = {T (0)− T (1/2)}/{T (0)− T (1)} ∈ (0, 1/2]; and for a convex function T , the optimal
solution of (8) is given by:

ψ⋆(x) =


j, if Pj(x, ỹ) ≥ ϱ(ϵ) +ϖ2 for j = 0, 1,

t∗j , if ϱ(ϵ) + 1/2 < Pj(x, ỹ) < ϱ(ϵ) +ϖ2 for j = 0, 1,

1/2, otherwise,

where ϖ2 = {T ′(0)}/{T ′(0) + T ′(1)} ∈ [1/2, 1), t∗0 is the unique solution of {P0(x, ỹ) −
ϱ(ϵ)}T ′(1− t) = {P1(x, ỹ)+ϱ(ϵ)}T ′(t) for t ∈ (0, 12 ), and t∗1 is the unique solution of {P0(x, ỹ)+

ϱ(ϵ)}T ′(1− t) = {P1(x, ỹ)− ϱ(ϵ)}T ′(t) for t ∈ ( 12 , 1).
Remark 3.1. The optimal solution ψ⋆(x) in Theorem 3.1 can also be expressed in a likelihood ratio
format, which naturally leads to a novel algorithm for assigning robust pseudo-labels. Specifically,
when T is concave, the optimal solution can be expressed as: ψ⋆(x) = 0 if P0(x, ỹ)/P1(x, ỹ) ≥
C1; ψ⋆(x) = 1 if P1(x, ỹ)/P0(x, ỹ) ≥ C1; and ψ⋆(x) = 1/2 otherwise, where C1 ≜ (ϱ(ϵ) +
ϖ1)/{1 − (ϱ(ϵ) + ϖ1)} > 1 serves as a threshold for the likelihood ratio test. Consequently,
for a data point (x, ỹ), if P1(x, ỹ)/P0(x, ỹ) ≥ C1, we assign a robust pseudo-label y⋆ = 1; if
P0(x, ỹ)/P1(x, ỹ) ≥ C1, we assign y⋆ = 0. Leveraging the likelihood ratio format also facilitates
extending the robust pseudo-label selection method to the multi-class case by considering pairwise
comparisons. Specifically, if Pk⋆(x, ỹ)/maxj ̸=k⋆ Pj(x, ỹ) ≥ C1, we assign the pseudo-label
y⋆ = k⋆ to the instance.
Remark 3.2. Existing pseudo-labeling methods [9, 19] typically identify the underlying true label as
the one with the highest probability in the approximated true label posterior. In contrast, the proposed
approach in Remark 3.1 considers both the highest and second-highest predicted probabilities. A
pseudo-label is assigned only if the ratio of these probabilities exceeds a specified threshold. This
strategy ensures that pseudo-labels are assigned to instances with high confidence, effectively filtering
out uncertain data.
Remark 3.3. In the special case where Pj(x, ỹ) ∝ τj(ỹ;x)Pj(x), with τj(ỹ;x) = P ∗(Ỹ = ỹ|Y =
j,X = x) denoting the noisy label transition probability and Pj(x) representing a proper prior for
Y = j conditional on x for j = 0, 1, previous studies have indicated the existence of a Chernoff
information-type bound on the probability of error for robust pseudo-label selection, as described
in Remark 3.1 [10, 20]. Specifically, for a fixed instance x, let a pseudo-label Y⋆ be generated as
described in Remark 3.1, which depends on x and the corresponding noisy label vector Ỹ. Consider
the Bayes error, defined as ℜBayes ≜

∑
j=0,1 Pj(x)P

∗(Y⋆ ̸= j|Y = j,x). According to Section 11.9
of [20], ℜBayes ≤ exp{−C(τ0(·;x), τ1(·;x))}, where C(·, ·) represents the Chernoff information
between two distributions.
Remark 3.4. In practice, one can use either uninformative priors, such as a uniform prior for each
class, or informative priors derived from pre-trained or concurrently trained models for Pj(x) as
discussed in Remark 3.3 [10, 13]. Moreover, the estimation of Pj(x, ỹ) is not limited to Bayes’s
rule. For example, [11] proposed aggregating data and noisy label information by maximizing the
f -mutual information gain.
Remark 3.5. Theorem 3.1 is developed based on the assumption that the function T is convex or
concave. In our experiments, we use the cross-entropy loss for ℓ, meaning T (t) = − log t for t > 0.
To meet the required conditions, we clip its input to [0.01, 1− 0.01] to ensure T (·) remains bounded.

Next, we extend the preceding development for binary classification to multi-class scenarios with
K > 2. Letting T (·) in (7) be specified as T (t) = 1− t, we extend loss function form (7) to facilitate
the worst-case misclassification probability in multi-class scenarios: ℓ(ψ(x), y) =

∑K
j=1 1(y =

j){1 − ψ(x)j}. For ease of presentation, we sometimes omit the dependence on x and ỹ in the

6
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notation. Specifically, for j ∈ [K], we let Pj ≜ Pj(x, ỹ) ≜ P (Y = j|x, ỹ) and ψj ≜ ψ(x)j . In a
manner similar to deriving (8), given x, minimizing (5) with respect to ψ(x) can be expressed as:

inf
ψ∈Ψ

inf
γ≥0

[
γϵp +

K∑
j=1

Pj max{1− ψ1 − γκp, . . . , 1− ψj−1 − γκp,

1− ψj , 1− ψj+1 − γκp, . . . , 1− ψK − γκp}
]
. (9)

Theorem 3.2 (Optimal Action for Single Data Point: Multi-class Case). Let {P1, . . . , PK} be
arranged in decreasing order, denoted P (1) ≥ . . . ≥ P (K), with the associated indexes denoted
χ(1), . . . , χ(K). Let ψ⋆ denote the solution of the outer optimization problem in (9). For j ∈ [K],
let ψ⋆(j) denote the χ(j)-th component of ψ(x) corresponding to P (j). Then, the elements of ψ⋆ are
given as follows:

(a). If 1
K ≥ 1

k

∑k
j=1 P

(j) − 1
kϱ(ϵ) for all k ∈ [K − 1], then ψ⋆(j) = 1

K for all j ∈ [K].

(b). If there exists some k0 ∈ [K − 1] such that 1
k0

∑k0
j=1 P

(j) − 1
k0
ϱ(ϵ) > 1

K , and
1
k0

∑k0
j=1 P

(j) − 1
k0
ϱ(ϵ) ≥ 1

k

∑k
j=1 P

(j) − 1
kϱ(ϵ) for all k ∈ [K − 1], then ψ⋆(j) = 1

k0
for

j ∈ [k0] and ψ⋆(j) = 0 for j = k0 + 1, . . . ,K.
Remark 3.6. The robust pseudo-labeling method described in Remark 3.1 can also be extended from
Theorem 3.2. Specifically, by Theorem 3.2, if P (1) ≥ max{ 1

K +ϱ(ϵ), P (2)+ϱ(ϵ)}, then the optimal
solution is: ψ⋆(1) = 1 and ψ⋆(j) = 0 for j = 2, . . . ,K, which can also be expressed in a likelihood
ratio format and applied to assign robust pseudo-labels.

3.2 Closed-Form Robust Risk

We investigate the empirical robust risk (5) by examining its closed form expression. For i ∈ [K] and
j ∈ [K], we let Pi,j ≜ Pj(xi, ỹi) ≜ P (Y = j|X = xi, Ỹ = ỹi) and ψi,j ≜ ψ(xi)j . For simplicity,
we denote the Wasserstein robust loss in (5) and the nominal loss respectively as:

R̂ϵ = inf
γ≥0

[
γϵp +

1

n

n∑
i=1

K∑
j=1

Pi,j max
{
T (ψi,1)− γκp, . . . , T (ψi,j−1)− γκp

T (ψi,j), T (ψi,j+1)− γκp, . . . , T (ψi,K)− γκp
}]

for ϵ > 0; (10)

R̂ =
1

n

n∑
i=1

K∑
j=1

Pi,jT (ψi,j). (11)

For given xi, we sort {ψi,1, . . . , ψi,K} in decreasing order, denoted as ψ(1)
i ≥ . . . ≥ ψ

(K)
i . Let

αi,j ≜ T (ψ
(K)
i ) − T (ψi,j) for i ∈ [n] and j ∈ [K], and sort {αi,j : i ∈ [n], j ∈ [K]} in

decreasing order, denoted as α(1) ≥ . . . ≥ α(nK). Correspondingly, the Pi,j values with the
associated indexes are denoted as P (1), . . . , P (nK). For any ϱ(ϵ), define an associated positive integer
s∗ ∈ [nK + 1] as follows: if 1

nP
(1) < ϱ(ϵ) < 1

n

∑nK
t=1 P

(t), then there exists s∗ ∈ {2, . . . , nK}
such that 1

n

∑s
t=1 P

(t) < ϱ(ϵ) for s < s∗, and 1
n

∑s
t=1 P

(t) ≥ ϱ(ϵ) for s ≥ s∗; if ϱ(ϵ) ≤ 1
nP

(1),
then s∗ is set as 1; if ϱ(ϵ) ≥ 1

n

∑nK
t=1 P

(t), then s∗ is set as nK + 1.

Let γ⋆ψ denote the optimal value of γ in R̂ϵ in (10), where its dependence on ϵ is implicit, but
its dependence on ψ is explicit. The following theorem presents this value, based on which we
demonstrate that the Wasserstein robust loss R̂ϵ can be expressed as the nominal loss plus an
additional term 1

n

∑s∗−1
t=1 P (t)α(t)1(s∗ > 1) that prevents the classifier from becoming overly certain

on the data.
Theorem 3.3 (Closed-Form Robust Risk). The optimal value of γ in (10) is given by γ⋆ψ ≜ α(s∗)/κp,
and the resulting robust risk is expressed as

R̂ϵ = R̂+
1

n

s∗−1∑
t=1

P (t)α(t)1(s∗ > 1) +O

(
1

n

)
α(s∗).
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Remark 3.7. Theorem 3.3 shows that minimizing the Wasserstein robust loss R̂ϵ in (10) effectively
minimizes the nominal loss R̂ in (11) while simultaneously penalizing terms associated with |αi|
values exceeding a certain threshold |αs∗ |, weighted by the corresponding reference probability
values. This minimization prevents the classifier from becoming overly confident in certain data
points, particularly when there are potential misspecifications in the approximated true label posterior.
Remark 3.8. As suggested by Remark 2.2, Theorem 3.3 provides a guideline for balancing robustness
and model fitting by deriving the optimal value for γ in (10). In Section 3.3, we develop a one-step
update method for determining γ⋆ψ .

3.3 Training using Conditional Distributionally Robust True Label Posterior

In this subsection, we outline the steps for approximating the true label posterior, constructing the
pseudo-empirical distribution as the reference distribution for solving the robust risk minimization
problem (5), and subsequently training classifiers robustly. The pseudo code for the training process
is provided in Algorithm 1 in Appendix B.1. Here we elaborate on the details.

Approximating noise transitions probabilities. We begin by warming up the classifiers on the noisy
training data, denoted Ď = {xi, y̌i}ni=1, where y̌i represents the majority vote label for instance xi,
determined by the label that receives the highest number of votes from the annotators. After warming
up the classifiers for 20-30 epochs, we sort the dataset by the cross-entropy loss values and collect
a subset of size m with the smallest m losses, denoted as D⋆

0 = {xi, y̌i}mi=1, where m ≪ n, and
the ratio of m to n is set to 1 minus the estimated noise rate. Next, we estimate the noise transition
probabilities by τ̂j(ỹ) =

∑m
i=1 1(ỹ = ỹi, y̌i = j)/

∑m
i=1 1(y̌i = j) for ỹ ∈ [K]R and j ∈ [K]

(Line 1 of Algorithm 1). With τ̂j(ỹ), we then iteratively update the approximated true label posterior,
construct the pseudo-empirical distribution, and robustly train the classifiers (Lines 2-13 of Algorithm
1). Here, we employ the straightforward frequency-counting method for noise transition estimation
for simplicity. However, our approach is versatile and can be integrated with various methods for
estimating the noise transition matrices or the true label posterior. Additional experimental results
using more advanced transition matrix estimation methods are provided in Appendix B.

Constructing a pseudo-empirical distribution. We train two classifiers, ψ(1) and ψ(2), in parallel
each serving as an informative prior for the other. In the tth epoch, the approximated true label poste-
rior with prior ψ(ι) is updated as P̂ (ι)

j (x, ỹ) ≜ P̂ (ι)(Y = j|Ỹ = ỹ,X = x) ∝ ψ
(ι)
j (x)·τ̂j(ỹ) (Line 4

of Algorithm 1), where ψ(ι)
j (x) denotes the jth element of the vector-valued function ψ(ι)(x) for j ∈

[K] and ι = 1, 2. As described in Remark 3.1, for i ∈ [n], if P̂ (ι)
k⋆ (xi, ỹi)/maxj ̸=k⋆ P̂

(ι)
j (x, ỹ) ≥ C

for a pre-specified threshold C > 1, we assign the robust pseudo-label y⋆i = k⋆ to the instance and
collect it into D⋆

t,ι (Lines 5-7 of Algorithm 1). The pseudo-empirical distribution P ⋆t,ι is updated
based on D⋆

t,ι (Line 8 of Algorithm 1).

Robustly training the classifiers. For ι = 1, 2, let \ι ≜ 1 if ι = 2; and \ι ≜ 2 if ι = 1. With the
updated pseudo-empirical distribution, the classifier ψ(ι) is then trained by minimizing the empirical
robust risk (5) with the reference distribution P ⋆t,\ι (Line 9 of Algorithm 1). After updating the

classifier ψ(ι) with γ(ι)t−1 from the previous iteration, we take one step to update the γ value γ(ι)t . In
particular, as suggested by Theorem 3.3, we use γ0,t = |α(s∗)|/κp as a reference value for γ (Lines

11-12 f Algorithm 1). We then update γ(ι)t by minimizing
[
γ{ϵp − EP⋆

t,\ι
cp(y′,Y)}+ λ

2 (γ − γ0)
2
]

(Line 13 of Algorithm 1) with respect to γ, where y′ is determined by (5) after updating ψ(ι), and
λ > 0 is a positive constant that determines the learning rate of γ.

4 Experimental Results

Datasets and model architectures. We evaluate the performance of the proposed AdaptCDRP on
two datasets, CIFAR-10 and CIFAR-100 [21], by generating synthetic noisy labels (details provided
below), as well as four datasets, CIFAR-10N [22], CIFAR-100N [22], LabelMe [23, 24], and Animal-
10N [25], which contain human annotations. For all datasets except LabelMe, we set aside 10%
of the original data, together with the corresponding synthetic or human annotated noisy labels, to
validate the model selection procedure. We use the ResNet-18 architecture [26] for CIFAR-10 and
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Table 1: Average accuracies (with associated standard errors expressed after the ± signs) for learning
the CIFAR-10 and CIFAR-100 datasets (R = 5).

Method CIFAR-10 CIFAR-100

IDN-LOW IDN-MID IDN-HIGH IDN-LOW IDN-MID IDN-HIGH

CE (Clean) 88.60±0.79 58.75±0.55

CE (MV) 80.90±0.88 76.05±0.70 69.65±1.73 50.96±0.49 44.80±0.99 38.51±0.66
CE (EM) [7] 81.15±0.74 75.84±0.97 69.85±1.43 51.29±1.00 45.24±0.41 38.01±0.90

Co-teaching [30] 83.08±0.52 80.58±0.36 81.30±0.82 53.10±0.98 47.25±0.82 44.11±0.31
Co-teaching+ [31] 81.17±0.55 78.23±0.43 71.84±1.13 53.10±0.64 47.92±0.76 41.33±0.81

CoDis [32] 85.33±0.39 82.02±0.41 78.67±0.46 58.66±0.44 52.27±0.64 46.12±0.66
LogitClip [33] 85.39±0.35 80.87±0.42 75.36±0.79 57.79±0.77 53.14±0.37 49.00±0.35
DoctorNet [34] 81.85±0.41 78.69±0.75 76.26±1.28 52.61±0.70 47.80±0.86 43.50±0.53

MBEM [9] 82.37±0.77 78.05±0.83 71.43±2.43 52.20±0.07 45.26±0.50 38.92±0.69
CrowdLayer [27] 83.98±0.35 77.76±1.06 67.77±1.69 51.28±0.64 45.28±0.64 38.93±0.76

TraceReg [12] 80.72±0.79 77.71±1.36 67.86±1.77 51.43±0.61 45.08±0.57 38.69±1.01
Max-MIG [11] 81.00±0.72 75.90±0.52 70.96±0.96 51.76±1.11 44.93±0.71 38.70±0.49
CoNAL [35] 81.60±0.82 76.02±0.79 69.50±1.89 51.61±1.14 44.19±0.62 38.24±0.29

CCC [36] 84.81±0.89 81.29±0.66 77.28±1.05 56.65±0.55 50.68±0.40 43.94±0.95

Ours (AdaptCDRP) 88.09±0.37 87.37±0.29 86.62±0.45 60.20±0.15 56.65±1.03 54.24±0.99

CIFAR-10N, and the ResNet-34 architecture [26] for CIFAR-100 and CIFAR-100N. Following [27],
we employ a pretrained VGG-16 model with a 50% dropout rate for the LabelMe dataset. In line
with [25], the VGG19-BN architecture [28] is used for the Animal-10N dataset. Further details on
the datasets and experimental setup are provided in Appendix B.1.

Noise generation. We generate synthetic annotations on the CIFAR-10 and CIFAR-100 datasets
using Algorithm 2 from [29]. Three groups of annotators, labeled as IDN-LOW, IDN-MID, and
IDN-HIGH, are considered, with average labeling error rates of approximately 20%, 35%, and 50%,
respectively, representing low, intermediate, and high error rates. Each group consists of R = 5
annotators. To assess the algorithms in an incomplete labeling setting, we randomly select only one
annotation per instance from the R annotators for the training dataset rather than using all available
annotations [10]. Further details on noise generation are provided in Appendix B.1.

Comparison with SOTA methods. We compare our method with a comprehensive set of state-of-
the-art approaches, including: (1) CE (Clean) with clean labels; (2) CE (MV) with majority vote
labels; (3) CE (EM) [7]; (4) Co-teaching [30]; (5) Co-teaching+ [31]; (6) CoDis [32]; (7) LogitClip
[33]; (8) DoctorNet [34]; (9) MBEM [9]; (10) CrowdLayer [27]; (11) TraceReg [12]; (12) Max-MIG
[11]; (13) CoNAL [35]; and (14) CCC [36]. We report the average test accuracy over five repeated
experiments, each with a different random seed, on synthetic datasets, CIFAR-10 and CIFAR-100,
with instance-dependent label noise introduced at low, intermediate, and high error rates. Standard
errors are shown following the plus/minus sign (±), and the two highest accuraries are highlighted in
bold. Table 2 presents evaluation results on four real-world datasets. As shown, our AdaptCDRP
consistently outperforms competing methods across all scenarios. To further explore the impact of
annotation sparsity, we conduct additional experiments with the number of annotators ranging from 5
to 100, with each instance labeled only once. Figure 1 illustrates the average accuracy across different
numbers of annotators on CIFAR-10, highlighting the advantages of the proposed method under
diverse settings. The results for the CIFAR-100 dataset are shown in Figure 3 in Appendix B.2.

Hyper-parameter analysis. We investigate the impact of the hyperparameter ϵ in the empirical robust
risk (5). Under our experiment setup, ϵ should be chosen within (0, 1/K) for a K-class classification
problem with K ≥ 2 as demonstrated in the proof of Theorem 3.3 in Appendix A.8. Hence, we take
ϵ ∈ (0, 0.1) for CIFAR-10 and ϵ ∈ (0, 0.01) for CIFAR-100, with the results presented in Figure 2.
The results suggest that setting ϵ near zero leads to relatively low test accuracies, highlighting the
importance of CDRO under model specification when handling noisy labels. Furthermore, continually
increasing ϵ eventually results in a drop in accuracy due to excessive noise injection into the data.

Additional experimental results. To further evaluate the performance of the proposed method across
various scenarios, we conducted additional experiments, detailed in Appendix B.2. Specifically,
we compare different annotation aggregation methods, present average test accuracies and robust
pseudo-label accuracies during training, assess sensitivity to the number of warm-up epochs, explore
different noise transition estimation methods, and examine the impact of sparse annotation.
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Table 2: Average accuracies (with associated standard errors ex-
pressed after the ± signs) for learning the CIFAR-10N, CIFAR-
100N, LabelMe, and Animal-10N datasets.

Method CIFAR-10N CIFAR-100N LabelMe Animal-10N

CE (MV) 82.82±0.05 46.26±0.81 79.49±0.48 79.88±0.38

CE (EM) [7] 83.14±0.80 46.14±0.69 80.64±0.55 80.18±0.34

Co-teaching [30] 85.66±0.54 52.34±0.31 79.71±0.55 81.96±0.48

Co-teaching+ [31] 82.25±0.21 50.52±0.40 81.55±0.92 81.24±0.22

CoDis [32] 87.23±0.45 52.66±0.44 81.85±0.49 73.08±0.35

LogitClip [33] 86.37±0.43 51.50±0.58 81.75±0.90 70.89±0.65

DoctorNet [34] 84.52±0.69 46.21±0.81 79.09±0.40 79.96±0.55

MBEM [9] 85.49±0.43 46.74±0.69 80.10±1.09 76.96±3.17

CrowdLayer [27] 82.84±0.24 47.43±0.59 82.95±0.21 79.70±0.35

TraceReg [12] 82.94±0.27 47.71±0.70 83.10±0.15 80.34±0.66

Max-MIG [11] 85.12±0.36 46.56±0.64 83.25±0.26 79.78±0.80

CoNAL [35] 83.01±0.21 49.37±0.48 82.96±0.30 80.45±0.49

CCC [36] 86.45±0.53 48.57±0.58 83.18±0.38 78.36±0.35

Ours (AdaptCDRP) 88.25±0.34 53.42±0.64 83.36±0.68 83.08±0.39
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Figure 2: Average accuracy on the
CIFAR-10 and CIFAR-100 datasets
(R = 5) for different ϵ values.
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Figure 1: Average test accuracy on the CIFAR-10 dataset with varying numbers of annotators. The
shaded areas are constructed using the associated standard deviations.

5 Conclusion

In this paper, we address the challenge of learning from noisy annotations by estimating true label
posteriors using the CDRO framework. We formulate the problem as minimizing the worst-case risk
within a distance-based ambiguity set, which constrains the conditional distributional uncertainty
around a reference distribution. By deriving the dual form of the worst-case risk and finding the
analytical solution to the robust risk minimization problem for each data point, we propose a novel
approach for determining robust pseudo-labels using the likelihood ratio test. This approach further
leads to the construction of a pseudo-empirical distribution that serves as a robust reference probability
distribution in CDRO. We also derive a closed-form expression of the empirical robust risk and
identify the optimal Lagrange multiplier for the dual problem. This leads to a guideline for balancing
robustness and model fitting in a principled way and inspires an efficient one-step update method for
the Lagrange multiplier.

Limitations and Extensions. Our development here does not focus on precisely estimating the
noise transition matrix or the true label posterior. Further research may be conducted to address the
sparse annotation problem and improve estimates of the true label posterior. This can be accomplished
through several approaches: (1) employing regularization techniques to mitigate the impact of small
sample sizes by smoothing estimates and reducing sensitivity to outliers; (2) leveraging subgroup
structures among annotators to capture additional nuances; and (3) directly modeling the true label
posterior by integrating both data and noisy label information, moving beyond the limitation of purely
applying Bayes’s rule.
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SUPPLEMENTARY MATERIAL

A Technical Details

A.1 Preliminaries about Linear Programming and Concentration Bounds

A linear program (LP) is an optimization problem of the form

max
x∈Rn

c⊤x

s.t. Ax ≤ b

x ≥ 0,

(A1)

where c ∈ Rn and b ∈ Rm are given, and A is a specified m × n matrix. Here, “≤” represents
elementwise inequality for vectors. The expression c⊤x is called the objective function, and the set
{x ∈ Rn : Ax ≤ b,x ≥ 0} defines the feasible region of the linear program. By introducing slack
variables, any linear program can be converted to the following standard form:

max
x∈Rn

c⊤x

s.t. Ax = b

x ≥ 0.

(A2)

We begin by introducing the concept of extreme point of related properties.
Definition A.1 ([37, Chapter 2]). A point z in a convex set Θ is called an extreme point of Θ if there do
not exist two distinct points z′, z′′ ∈ Θ and a scalar ν with 0 < ν < 1 such that z = νz′ + (1− ν)z′′.

The following lemma shows that optimal solutions of a linear program are located among the extreme
points.
Lemma 1 ([37, Chapter 2]). If a linear programming problem has a finite optimal solution (i.e., a
feasible solution that optimizes the objective function), then there is a finite optimal solution that is
an extreme point of the constraint set.

The following lemma on strong duality in linear programming will be used in the proof of Proposition
2.1 and Remark 2.3.
Lemma 2 (Duality Theorem of Linear Programming; [38, Chapter 4]). Let c = (c1, . . . , cn)

⊤ and
b = (b1, . . . , bm)⊤ be given vectors, and let A = [aij ] be a given m× n matrix with aij being its
(i, j) element. Define the primal problem as:

max
x1,...,xn∈R

P, with P ≜
n∑
j=1

cjxj ,

s.t.

n∑
j=1

aijxj ≤ bi for i ∈ [m],

xj ≥ 0 for j ∈ [n],

or equivalently written in compact form:
max
x∈Rn

P, with P ≜ c⊤x and x = (x1, . . . , xn)
⊤,

s.t.Ax ≥ b,

x ≥ 0.

The corresponding dual linear problem is:

min
y1,...,ym∈R

D, with D ≜
m∑
i=1

biyi,

s.t.

m∑
i=1

aijyi ≥ cj for j ∈ [n],

yi ≥ 0 for i ∈ [m],
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or equivalently, 
min
y∈Rm

D, with D ≜ y⊤b and y = (y1, . . . , ym)⊤,

s.t. y⊤A ≤ c⊤,

y ≥ 0.

If the primal (or dual) problem has a finite optimal solution, then the dual (or primal) problem also
has a finite solution, and the optimal values of the primal and dual problems are equal.

Next we introduce a concentration bound along with associated concepts, which will be used in the
proof of Theorem 2.2.

Let Ω denote a subset of R and f : Ωn → R. We say that a function f satisfies the bounded difference
inequality [39] with parameters {L1, . . . , Ln} if for any k ∈ [n],

sup
s1,...,sn,s′k∈Ω

|f(s1, . . . , sk, . . . , sn)− f(s1, . . . , s
′
k, . . . , sn)| ≤ Lk. (A3)

That is, for any k ∈ [n], if we substitute sk with s′k while keeping other sj fixed for all j ̸= k, the
function f changes by at most Lk.

Lemma 3 (Bounded Differences Inequality; [39, Corollary 2.21]). Let S = (S1, . . . , Sn)
⊤

represent a random vector with independent components defined on a sample space Ωn, and
f(S) ≜ f(S1, . . . , Sn) for a function f : Ωn → R. Suppose that f satisfies the bounded dif-
ference property with parameters {L1, . . . , Ln}. Then, for any t ≥ 0,

P [f(S)− E {f(S)} ≥ t] ≤ exp

{
− 2t2∑n

i=1 L
2
i

}
;

P [f(S)− E {f(S)} ≤ −t] ≤ exp

{
− 2t2∑n

i=1 L
2
i

}
.

We also introduce the following definitions and lemmas, which will be used to characterize the
complexity of the function class.

Definition A.2 (Covering number; [39, Definition 5.1]). Let Θ denote a set and ρ a metric on Θ. For
t > 0, a t-cover of Θ with respect to ρ is a set {θi ∈ Θ : i = 1, . . . , N} such that for each θ ∈ Θ,
there exists some i ∈ [N ] such that ρ(θ, θi) ≤ t. The t-covering number N(t; Θ, ρ) is the cardinality
of the smallest t-cover.

Lemma 4. Let Θj be a set equipped with a metric ρj for j = 1, 2, and define Θ = Θ1 × Θ2.
Given α1, α2 > 0, define the metric ρ on Θ as ρ(θ, θ′) ≜ α1ρ1(θ

1, θ1
′
) + α2ρ2(θ

2, θ2
′
) for any

θ ≜ (θ1, θ2) ∈ Θ and θ′ ≜ (θ1
′
, θ2

′
) ∈ Θ. Then for t > 0,

N(t; Θ, ρ) ≤ N(t/(2α1); Θ1, ρ1)×N(t/(2α2); Θ2, ρ2).

Proof. For j = 1, 2, let Θ̄j ≜ {θj1, . . . , θ
j
Nj

} denote the smallest t/(2αj)-cover of Θj with respect
to ρj . Then, by Definition A.2, N(t/(2αj); Θj , ρj) = Nj for j = 1, 2. For any θ = (θ1, θ2) ∈ Θ,
by definition A.2, there exists i1 ∈ [N1] and i2 ∈ [N2] such that ρ1(θ1, θ1i1) ≤ t/(2α1) and
ρ2(θ

2, θ2i2) ≤ t/(2α2). Then, θi ≜ (θ1i1 , θ
2
i2
) ∈ Θ̄1 × Θ̄2 ⊂ Θ, and

ρ(θ, θi) = α1ρ1(θ
1, θ1i1) + α2ρ2(θ

2, θ2i2) ≤ t.

Hence, by Definition A.2, Θ̄1× Θ̄2 is a t-cover of Θ with respect to ρ and N(t; Θ, ρ) ≤ |Θ̄1× Θ̄2| =
N1 × N2 = N(t/(2α1); Θ1, ρ1) × N(t/(2α2); Θ2, ρ2), where | · | represents the cardinality of a
set.

Lemma 5. Let I ≜ [a, b] ⊂ R denote a closed interval on R with a < b. Define the metric ρ on I as
ρ(x, x′) = |x − x′| for any x, x′ ∈ I. Then, for any t > 0, N(t; I, ρ) ≤ b−a

2t + 1 if t < b−a
2 , and

N(t; I, ρ) = 1 if t ≥ b−a
2 .
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Proof. Let nt = ⌊ b−a2 ⌋, where ⌊·⌋ represents the floor function. To prove the first result for b−a ≥ 2t,
we construct the following subset I of I:

I ≜
{
a+ t, a+ t+ 2t, a+ t+ 4t, . . . , a+ t+ (nt − 1) · 2t,min(b, a+ t+ nt · 2t)

}
.

Clearly, I ⊂ ∪k∈[nt][a + 2t(k − 1), a + 2tk] ∪ [a + 2tnt, b]. Next, we verify that I is a t-cover
of I with respect to metric ρ. Specifically, for any x ∈ I, there exists k ∈ [nt] such that x ∈
[a+ 2t · (k − 1), a+ 2t · k], or x ∈ [a+ 2tnt, b]. For the former case,

ρ(x, a+ t+ 2t · (K − 1)) ≤ t;

and for the latter case,

ρ(x,min(b, a+ t+ nt · 2t)) ≤ t.

Hence, by Definition A.2, I is a t-cover of I, therefore N(t; I, ρ) ≤ |I| = nt + 1 ≤ b−a
2t + 1. The

first result is then established.

The second result for b − a ≤ 2t follows from the fact that {a + b−a
2 } is a t-cover of I since

ρ(x, a+ b−a
2 ) ≤ b−a

2 ≤ t for any x ∈ I.

Definition A.3 ([39, Definition 5.16]). A collection of zero-mean random variables {Sθ : θ ∈ Θ} is
a sub-Gaussian process with respect to a metric ρ on Θ if, for all θ1, θ2 ∈ Θ and t ∈ R,

E [exp {t(Sθ1 − Sθ2)}] ≤ exp

{
t2ρ2(θ1, θ2)

2

}
.

Lemma 6 (Dudley’s Entropy Integral Bound; modified from Theorem 5.22 of [39]). Let {Sθ : θ ∈ Θ}
be a zero-mean sub-Gaussian process with respect to a metric ρ on Θ. Then,

E
(
sup
θ∈Θ

Sθ

)
≤ 8

√
2

∫ ∞

0

√
logN(t; Θ, ρ)dt,

where N(t; Θ, ρ) represents the t-covering number of Θ with respect to ρ.

A.2 Proof of Proposition 2.1

Strong duality can be established using Theorem 1 in [18], which applies to general cases. However,
by capitalizing the discrete nature of the sample space Y , we can present a more concise result.
To see this, here we provide an alternative proof of strong duality using the duality principle in
finite-dimensional linear programming, as detailed below.

For every fixed x ∈ X , ỹ ∈ YR, ψ ∈ Ψ, by re-writing the the constraint Qy|x,ỹ ∈ Γϵ(Py|x,ỹ) in (1)
using Definition 2.1, we re-express the primal problem (1) as:

Pϵ ≜ sup
Π∈P(Y2)

{∫
ℓ(ψ(x), y)dΠ(y, y′) :

∫
cp(y, y′)dΠ(y, y′) ≤ ϵp, Π(Y, ·) = Py|x,ỹ(·)

}
.

Given the discrete nature of the sample space Y , Pϵ can be reformulated as the following finite-
dimensional linear program:

Pϵ =



max
πjk∈R with j,k∈[K]

{ ∑
j,k∈[K]

ℓ(ψ(x), j)πjk

}
,

s.t.
∑

j,k∈[K]

cp(j, k)πjk ≤ ϵp,

K∑
j=1

πjk = Py|x,ỹ(k) for k ∈ [K],

πjk ≥ 0 for j, k ∈ [K],
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where πjk = Π(Y = j,Y′ = k) for j, k ∈ [K]. By Lemma 2, each primal constraint corresponds to
a dual variable. Introducing the dual variables γ and τk for k ∈ [K], the dual linear program for Pϵ is
then expressed as

Dϵ =


min

γ,τk∈R with k∈[K]

{
γϵp +

K∑
k=1

Py|x,ỹ(k)τk

}
,

s.t. γcp(j, k) + τk ≥ ℓ(ψ(x), j) for j, k ∈ [K],

γ ≥ 0,

(A4)

where first constraint can be written as τk ≥ maxj∈[K]

{
ℓ(ψ(x), j) − γcp(j, k)

}
. Therefore, to

minimize the objective function in (A4), the value of the dual variable τk should be taken as
maxj∈[K]

{
ℓ(ψ(x), j)− γcp(j, k)

}
for each γ ≥ 0 and k ∈ [K]. Hence, the proof is established.

A.3 Proof of Remark 2.3

As in the proof of Proposition 2.1, the optimization problem in (6) can be written as

Pϵ ≜ sup

{
1

n

n∑
i=1

[
EQy|xi,ỹi

{ℓ(ψ(xi),Y)}
]
:
1

n

n∑
i=1

𝒹(Qy|xi,ỹi , Py|xi,ỹi) ≤ ϵ

}

= sup
Π(i)∈P(Y2),i∈[n]

{
1

n

n∑
i=1

∫
ℓ(ψ(xi), y)dΠ

(i)(y, y′) :
1

n

n∑
i=1

∫
c(y, y′)dΠ(i)(y, y′) ≤ ϵ,

Π(i)(Y, ·) = Py|xi,ỹi(·) for i ∈ [n]

}
,

where the first step is due to the definition of the empirical distribution P (n)
x,ỹ , and the second step

holds by re-writing the constraint 1
n

∑n
i=1𝒹(Qy|xi,ỹi , Py|xi,ỹi) ≤ ϵ using the definition of the the

Wasserstein distance 𝒹(·, ·) given in Definition 2.1.

Pϵ can be further expressed as the finite- dimensional linear program:

Pϵ =



max
π
(i)
jk ∈R with i∈[n],j,k∈[K]

{
1

n

n∑
i=1

∑
j,k∈[K]

ℓ(ψ(xi), j)π
(i)
jk

}
,

s.t.
1

n

n∑
i=1

∑
j,k∈[K]

c(j, k)π
(i)
jk ≤ ϵ,

K∑
j=1

π
(i)
jk = Py|xi,ỹi(k) for i ∈ [n] and k ∈ [K],

π
(i)
jk ≥ 0 for i ∈ [n] and j, k ∈ [K],

where π(i)
jk = Π(i)(Y = j,Y′ = k) for i ∈ [n] and j, k ∈ [K].

By Lemma 2 and introducing dual variables γ and τ (i)k with i ∈ [n] and k ∈ [K], the dual linear
program for Pϵ is expressed as

Dϵ =


min

γ,τ
(i)
k ∈R for i∈[n] and k∈[K]

{
γϵ+

n∑
i=1

K∑
k=1

Py|xi,ỹi(k)τ
(i)
k

}
,

s.t.
1

n
γc(j, k) + τ

(i)
k ≥ 1

n
ℓ(ψ(xi), j) for i ∈ [n] and j, k ∈ [K],

γ ≥ 0,

=


min

γ,τ
(i)
k ∈R for i∈[n] and k∈[K]

{
γϵ+

1

n

n∑
i=1

K∑
k=1

Py|xi,ỹi(k)τ̃
(i)
k

}
,

s.t. γc(j, k) + τ̃
(i)
k ≥ ℓ(ψ(xi), j) for i ∈ [n] and j, k ∈ [K],

γ ≥ 0,
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where we let τ̃ (i)k = nτ
(i)
k for i ∈ [n] and k ∈ [K] in the second step. Thus, the proof is completed.

A.4 Proof of Theorem 2.2

We begin by demonstrating that, for various choices of the reference distribution, the optimal value for
γ in the relaxed dual problem, as stated in (4), is constrained to a compact set. The proof techniques
in [40] are used.

Specifically, for a given ϵ > 0 and ψ ∈ Ψ, let

γ∗ ∈ arg inf
γ≥0

Ex,ỹ

(
γϵp + EPy|x,ỹ

[
sup
y′∈Y

{
ℓ(ψ(X), y′)− γcp(y′,Y)

]})
.

Noting that for any x ∈ X and y ∈ Y , supy′∈Y
{
ℓ(ψ(x), y′) − ℓ(ψ(x), y) − γ∗cp(y′, y)

}
≥{

ℓ(ψ(x), y′)− ℓ(ψ(x), y)− γ∗cp(y′, y)
}∣∣
y′=y

= 0, we obtain that for any γ ≥ 0,

γ∗ϵp ≤γ∗ϵp + Ex,ỹ

(
EPy|x,ỹ

[
sup
y′∈Y

{
ℓ(ψ(X), y′)− ℓ(ψ(X),Y)− γ∗cp(y′,Y)

}])
≤γϵp + Ex,ỹ

(
EPy|x,ỹ

[
sup
y′∈Y

{
ℓ(ψ(X), y′)− ℓ(ψ(X),Y)− γcp(y′,Y)

}])
≤γϵp + Ex,ỹ

(
EPy|x,ỹ

[
sup
y′∈Y

{
L · c(y′,Y)− γcp(y′,Y)

}])
≤γϵp + sup

t≥0

{
Lt− γtp

}
, (A5)

where the second inequality is due to the definition of γ∗; the third inequality comes from the
Lipschitz property in the assumption; and the last inequality holds because c(y′,Y) = κ1(y′ ̸= Y)
takes values in {0, κ}, leading to supy′∈Y

{
L · c(y′,Y)−γ · cp(y′,Y)

}
= supt∈{0,κ}

{
Lt−γtp

}
≤

supt≥0

{
Lt− γtp

}
, which is a constant.

Now, we show that

γ∗ ≤ Lϵ−(p−1) ≜M∗. (A6)

Indeed, when p = 1, then taking γ = L in (A5) shows (A6). When p > 1, then Lt − γtp in (A5)
takes its maximum value at t∗ = {L/(pγ)}1/(p−1), and hence, (A5) yields that for any γ ≥ 0,

γ∗ϵp ≤γϵp + L · {L/(pγ)}1/(p−1) − γ{L/(pγ)}p/(p−1)

=γϵp + Lp/(p−1)γ−1/(p−1)p−p/(p−1)(p− 1).

Therefore, taking γ = L/(pϵp−1) leads to γ∗ϵp ≤ Lϵ, i.e., (A6) holds.

Next, let ℓγ,ψ(x, ỹ) ≜ EPy|x,ỹ

[
supy′∈Y {ℓ(ψ(x), y′)− γcp(y′,Y)}

]
for any (x, ỹ) ∈ X × YR.

For every ψ ∈ Ψ, we have that∣∣∣Rϵ(ψ;Py|x,ỹ)− R̂ϵ(ψ;Py|x,ỹ)
∣∣∣

=

∣∣∣∣ infγ≥0
Ex,ỹ

(
γϵp + EPy|x,ỹ

[
sup
y′∈Y

{ℓ(ψ(X), y′)− γcp(y′,Y)}
])

− inf
γ≥0

E
P

(n)

x,ỹ

(
γϵp + EPy|x,ỹ

[
sup
y′∈Y

{ℓ(ψ(X), y′)− γcp(y′,Y)}
])∣∣∣∣

=
∣∣∣ inf
0≤γ≤M∗

Ex,ỹ

{
γϵp + ℓγ,ψ(X, Ỹ)

}
− inf

0≤γ≤M∗
E
P

(n)

x,ỹ

{
γϵp + ℓγ,ψ(X, Ỹ)

} ∣∣∣
≤ sup

0≤γ≤M∗

∣∣∣Ex,ỹ

{
ℓγ,ψ(X, Ỹ)

}
− E

P
(n)

x,ỹ

{
ℓγ,ψ(X, Ỹ)

} ∣∣∣
≜Φ(D) (A7)

where the first equality comes from (4) and (5), the second equality follows from (A6) and
the definition of ℓγ,ψ, and the third step is due to the fact that | infv∈A f(v) − infv∈A g(v)| ≤
supv∈A |f(v)− g(v)| for bounded functions f, g : A→ R [41, Proposition 2.18].
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In (A7), we use D to stress the dependence of E
P

(n)

x,ỹ

{
ℓγ,ψ(X, Ỹ)

}
on the observed data of size n, as

defined in Section 2.1, and let Φ represent the resulting function mapping from
(
X × YR

)n
to R, with

Φ(D) being the value for data D, where
(
X × YR

)n
is the Cartesian product of multiplying X ×YR

n times. The function Φ :
(
X × YR

)n → R defined in (A7) satisfies the bounded difference property
(A3) with parameters

{
M
n , . . . ,

M
n

}
, where M represents the upper bound of the loss function ℓ in

the assumption of Theorem 2.2. Indeed, for any k ∈ [n],

sup
z1,...,zn,z′k∈X×YR

∣∣Φ(z1, . . . , zk, . . . , zn)− Φ(z1, . . . , z
′
k, . . . , zn)

∣∣
= sup
z1,...,zn,z′k∈X×YR

∣∣∣∣ sup
0≤γ≤M∗

∣∣∣Ex,ỹ

{
ℓγ,ψ(X, Ỹ)

}
− 1

n

n∑
i=1

ℓγ,ψ(zi)
∣∣∣

− sup
0≤γ≤M∗

∣∣∣Ex,ỹ

{
ℓγ,ψ(X, Ỹ)

}
− 1

n

n∑
i=1

ℓγ,ψ(zi)−
1

n
ℓγ,ψ(z

′
k) +

1

n
ℓγ,ψ(zk)

∣∣∣∣∣∣∣
≤ sup
z1,...,zn,z

′
k∈X×YR,0≤γ≤M∗

∣∣∣∣∣∣∣Ex,ỹ

{
ℓγ,ψ(X, Ỹ)

}
− 1

n

n∑
i=1

ℓγ,ψ(zi)
∣∣∣

−
∣∣∣Ex,ỹ

{
ℓγ,ψ(X, Ỹ)

}
− 1

n

n∑
i=1

ℓγ,ψ(zi)−
1

n
ℓγ,ψ(z

′
k) +

1

n
ℓγ,ψ(zk)

∣∣∣∣∣∣∣
≤ sup
z1,...,zn,z

′
k∈X×YR,0≤γ≤M∗

∣∣∣∣ 1nℓγ,ψ(z′k)− 1

n
ℓγ,ψ(zk)

∣∣∣∣
≤M
n
,

where the second step holds since | supv∈A f(v)−supv∈A g(v)| ≤ supv∈A |f(v)−g(v)| for bounded
functions f, g : A → R [41, Proposition 2.18], the third step is due to the triangle inequality for
absolute values, and the last step holds since ℓγ,ψ ∈ [0,M ] by definition.

Thus, by letting t =M
√

log(1/η)
2n in lemma 3, we have that, with probability at least 1− η,

Φ(D) ≤Ex,ỹ {Φ(D)}+M

√
log(1/η)

2n
. (A8)

Similar to the derivations for (3.8)-(3.13) in the proof of Theorem 3.3 in [42], we obtain that

Ex,ỹ {Φ(D)} ≤ 2E

[
sup

γ∈[0,M∗]

1

n

n∑
i=1

σiℓγ,ψ(Xi, Ỹi)

]
, (A9)

where {σi}ni=1 are independent random variables chosen from {−1,+1} with equal probability, and
the expectation is taken with respect to all involved random variables.

Applying (A8) and (A9) to (A7) gives that with probability at least 1− η,

∣∣∣Rϵ(ψ;Py|x,ỹ)− R̂ϵ(ψ;Py|x,ỹ)
∣∣∣ ≤ 2E

[
sup

γ∈[0,M∗]

1

n

n∑
i=1

σiℓγ,ψ(Xi, Ỹi)

]
+M

√
log(1/η)

2n
.

(A10)

Now we identify an entropy based upper bound for the right-hand side of (A9) using the proof
techniques in [40] and Example 5.24 of [39]. Specifically, for a given ψ, we define the random pro-
cess

{
Sγ ≜ 1√

n

∑n
i=1 σiℓγ,ψ(Xi, Ỹi) : γ ∈ [0,M∗]

}
. By using E(σi) = 0 and the independence

between σi and (Xi, Ỹi), we obtain that E(Sγ) = 1√
n

∑n
i=1 E(σi)E

{
ℓγ,ψ(Xi, Ỹi)

}
= 0. For any
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γ1, γ2 ∈ [0,M∗],∣∣ℓγ1,ψ(x, ỹ)− ℓγ2,ψ(x, ỹ)
∣∣

=
∣∣EPy|x,ỹ sup

y′∈Y
{ℓ(ψ(x), y′)− γ1c

p(y′,Y)} − EPy|x,ỹ sup
y′∈Y

{ℓ(ψ(x), y′)− γ2c
p(y′,Y)}

∣∣
≤EPy|x,ỹ

∣∣∣∣ sup
y′∈Y

{ℓ(ψ(x), y′)− γ1c
p(y′,Y)} − sup

y′∈Y
{ℓ(ψ(x), y′)− γ2c

p(y′,Y)}
∣∣∣∣

≤EPy|x,ỹ sup
y′∈Y

∣∣γ1cp(y′,Y)− γ2c
p(y′,Y)

∣∣
=κp|γ1 − γ2|, (A11)

where the second inequality is due to the fact that | supA f − supA g| ≤ supA |f − g| for bounded
functions f, g : A → R [41, Proposition 2.18], and the last step is due to the fact that c(y′,Y) can
only take values in {0, κ}.

Hence, for t ∈ R, we have that

E
{
et(Sγ1−Sγ2 )

}
=E

{
exp

[
t√
n

n∑
i=1

σi

{
ℓγ1,ψ(Xi, Ỹi)− ℓγ2,ψ(Xi, Ỹi)

}]}

=

{
E
(
exp

[
t√
n
σ1

{
ℓγ1,ψ(X1, Ỹ1)− ℓγ2,ψ(X1, Ỹ1)

}])}n
≤ exp

{
t2(κp|γ1 − γ2|)2

2

}
, (A12)

where the inequality is due to Hoeffding’s lemma and (A11). Thus, {Sγ : γ ∈ [0,M∗]} is a zero-
mean sub-Gaussian process with respect to metric ργ , defined as ργ(γ1, γ2) = κp|γ1 − γ2| for any
γ1, γ2 ∈ [0,M∗].

Therefore, by Lemma 6, we obtain

E

[
sup

γ∈[0,M∗]

1

n

n∑
i=1

σiℓγ,ψ(Xi, Ỹi)

]

=
1√
n
E

(
sup

γ∈[0,M∗]

Sγ

)

≤8
√
2√
n

∫ ∞

0

√
logN(t; [0,M∗], ργ)dt

=
8
√
2√
n

∫ ∞

0

√
logN(t/κp; [0,M∗], | · |)dt

=
8
√
2κp√
n

∫ ∞

0

√
logN(s; [0,M∗], | · |)ds

≤8
√
2κp√
n

∫ M∗/2

0

√
log

(
M∗

2s
+ 1

)
ds

≤8
√
2κp√
n

∫ M∗/2

0

√
log

(
M∗

s

)
ds

=
8
√
2√
n
M∗κp

∫ 1/2

0

√
log(1/u)du

=
4
√
2{
√
log 2 +

√
πerfc(

√
log 2)}√

n
M∗κp, (A13)

where the third step comes from the fact that, by the definition of ργ , ργ(γ1, γ2) ≤ t if and only if
|γ1 − γ2| ≤ t/κp; the fourth step holds by letting s = t/κp; the fifth step follows from Lemma 5; the
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sixth step comes from the fact that 1 < M∗

2s + 1 = M∗+2s
2s ≤ M∗

s for s ∈ [0,M∗/2]; the penultimate
step holds by letting u = s/M∗; and the last step arises from the fact that∫ 1/2

0

√
log(1/u)du =

∫ 1/2

0

√
− log udu =

∫ 1/2

0

∫ − log(u)

0

1

2
√
s
dsdu

=

∫ log 2

0

∫ 1/2

0

1

2
√
s
duds+

∫ ∞

log 2

∫ e−s

0

1

2
√
s
duds =

√
log 2

2
+

∫ ∞

log 2

e−s

2
√
s
ds

=

√
log 2

2
+

∫ ∞

√
log 2

e−w
2

2w
2wdw =

√
log 2

2
+

√
π

2
erfc(

√
log 2),

where erfc(x) = 2√
π

∫∞
x
e−w

2

dw.

Applying (A13) and (A6) to (A10) gives that with probability at least 1− η,

∣∣∣Rϵ(ψ;Py|x,ỹ)− R̂ϵ(ψ;Py|x,ỹ)
∣∣∣ ≤8

√
2(
√
log 2 +

√
πerfc(

√
log 2))√

n
· Lκ

p

ϵp−1
+M

√
log(1/η)

2n

<
15Lκp

ϵp−1
√
n
+M

√
log(1/η)

2n
,

where the last step is due to the fact that 8
√
2(
√
log 2 +

√
πerfc(

√
log 2)) ≈ 14.2 < 15. Hence, the

proof is completed.

A.5 Proof of Corollary 2.3

By the definition of infψ∈Ψ Rϵ(ψ;Py|x,ỹ), for any ζ > 0, there exists ψζ ∈ Ψ such that
Rϵ(ψζ ;Py|x,ỹ) ≤ infψ∈Ψ Rϵ(ψ;Py|x,ỹ) + ζ. Therefore,

Rϵ(ψ̂ϵ,n;Py|x,ỹ)− inf
ψ∈Ψ

Rϵ(ψ;Py|x,ỹ)

≤Rϵ(ψ̂ϵ,n;Py|x,ỹ)−Rϵ(ψζ ;Py|x,ỹ) + ζ

≤Rϵ(ψ̂ϵ,n;Py|x,ỹ)− R̂ϵ(ψ̂ϵ,n;Py|x,ỹ) + R̂ϵ(ψζ ;Py|x,ỹ)−Rϵ(ψζ ;Py|x,ỹ) + ζ

≤2 sup
ψ∈Ψ

∣∣∣Rϵ(ψ;Py|x,ỹ)− R̂ϵ(ψ;Py|x,ỹ)
∣∣∣+ ζ.

Since the inequality above is true for all ζ > 0, we have that

Rϵ(ψ̂ϵ,n;Py|x,ỹ)− inf
ψ∈Ψ

Rϵ(ψ;Py|x,ỹ)

≤2 sup
ψ∈Ψ

∣∣∣Rϵ(ψ;Py|x,ỹ)− R̂ϵ(ψ;Py|x,ỹ)
∣∣∣

≤2 sup
ψ∈Ψ,0≤γ≤M∗

∣∣∣Ex,ỹ

{
ℓγ,ψ(X, Ỹ)

}
− E

P
(n)

x,ỹ

{
ℓγ,ψ(X, Ỹ)

} ∣∣∣, (A14)

where the second inequality arises from (A7).

Similar to the proof of Theorem 2.2 in Appendix A.4, we can derive that

sup
ψ∈Ψ,0≤γ≤M∗

∣∣∣Ex,ỹ

{
ℓγ,ψ(X, Ỹ)

}
− E

P
(n)

x,ỹ

{
ℓγ,ψ(X, Ỹ)

} ∣∣∣
≤2E

[
sup

γ∈[0,M∗],ψ∈Ψ

1

n

n∑
i=1

σiℓγ,ψ(Xi, Ỹi)

]
+M

√
log(1/η)

2n
. (A15)
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For any γ1, γ2 ∈ [0,M∗] and ψ1, ψ2 ∈ Ψ,∣∣ℓγ1,ψ1(x, ỹ)− ℓγ2,ψ2(x, ỹ)
∣∣

=
∣∣EPy|x,ỹ sup

y′∈Y
{ℓ(ψ1(x), y

′)− γ1c
p(y′,Y)} − EPy|x,ỹ sup

y′∈Y
{ℓ(ψ2(x), y

′)− γ2c
p(y′,Y)}

∣∣
≤EPy|x,ỹ

∣∣∣∣ sup
y′∈Y

{ℓ(ψ1(x), y
′)− γ1c

p(y′,Y)} − sup
y′∈Y

{ℓ(ψ2(x), y
′)− γ2c

p(y′,Y)}
∣∣∣∣

≤EPy|x,ỹ sup
y′∈Y

{∣∣∣γ1cp(y′,Y)− γ2c
p(y′,Y)

∣∣∣+ ∣∣∣ℓ(ψ1(x), y
′)− ℓ(ψ2(x), y

′)
∣∣∣}

≤κp|γ1 − γ2|+ L′∥ψ1 − ψ2∥∞,

where the first step is due to the definition of ℓγ,ψ defined after (A6), the second step is due to Jensen’s
inequality, and the last step is due to the Lipschitz property with respect to the cost function c(·, ·)
defined in Theorem 2.2 in the assumption, and ∥ψ1 − ψ2∥∞ ≜ supx∈X ∥ψ1(x)− ψ2(x)∥ for some
norm ∥ · ∥.

Allowing ψ to vary, we modify the discussion for the random process {Sγ : γ ∈ [0,M∗]} in

Appendix A.4, and consider the collection of random variables
{
Sγ,ψ ≜ 1√

n

∑n
i=1 σiℓγ,ψ(Xi, Ỹi) :

γ ∈ [0,M∗], ψ ∈ Ψ
}

. Clearly, E(Sγ,ψ) = 0. Modifying the metric ργ(γ1, γ2) in Appendix A.4, we

define the metric ργ,ψ((γ1, ψ1), (γ2, ψ2)) ≜ κp|γ1 − γ2|+L′∥ψ1 − ψ2∥∞ for any γ1, γ2 ∈ [0,M∗]
and ψ1, ψ2 ∈ Ψ. Similar to deriving (A12), we obtain that for t ∈ R,

E
{
et(Sγ1,ψ1

−Sγ2,ψ2)
}
≤ exp

[
t2 {ργ,ψ((γ1, ψ1), (γ2, ψ2))}2

2

]
.

Thus,
{
Sγ,ψ : γ ∈ [0,M∗], ψ ∈ Ψ

}
is a zero-mean sub-Gaussian process with respect to metric

ργ,ψ .

Let the Cartesian product [0,M∗]×Ψ denote the “parameter” space of (γ, ψ). Then, by Lemma 6,
we obtain

E

[
sup

γ∈[0,M∗],ψ∈Ψ

1

n

n∑
i=1

σiℓγ,ψ(Xi, Ỹi)

]

=
1√
n
E

(
sup

γ∈[0,M∗],ψ∈Ψ

Sγ,ψ

)

≤8
√
2√
n

∫ ∞

0

√
logN(t; [0,M∗]×Ψ, ργ,ψ)dt

≤8
√
2√
n

∫ ∞

0

√
log {N(t/(2κp); [0,M∗], | · |)×N(t/(2L′); Ψ, ∥ · ∥∞)}dt

≤8
√
2√
n

∫ ∞

0

√
logN(t/(2κp); [0,M∗], | · |)dt+ 8

√
2√
n

∫ ∞

0

√
logN(t/(2L′); Ψ, ∥ · ∥∞)dt

≤16
√
2κp√
n

∫ ∞

0

√
logN(s; [0,M∗], | · |)ds+ 16

√
2L′

√
n

∫ ∞

0

√
logN(s; Ψ, ∥ · ∥∞)ds

≤8
√
2(
√
log 2 +

√
πerfc(

√
log 2))√

n
·M∗κp +

16
√
2L′

√
n

∫ ∞

0

√
logN(s; Ψ, ∥ · ∥∞)ds, (A16)

Here, for any set Ω and metric ρ on Ω, N(t; Ω, ρ) denotes the t-covering number for t > 0 as defined
in Definition A.2. In the derivation of (A16), the third step is due to Lemma 4; the fourth step is due
to
√
log(ab) ≤

√
log a+

√
log b for a ≥ 1 and b ≥ 1; the fifth step results from a change of variable;

and the last line can be similarly proved as (A13).
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By (A14)-(A16), we have that, with probability at least 1− η,

Rϵ(ψ̂ϵ,n;Py|x,ỹ)− inf
ψ∈Ψ

Rϵ(ψ;Py|x,ỹ)

≤
{
57
Lκp

ϵp−1
+ 91L′

∫ ∞

0

√
logN(s; Ψ, ∥ · ∥∞)ds

}
· 1√

n
+ 2M

√
log(1/η)

2n
.

Therefore, the proof is completed.

A.6 Proof of Theorem 3.1

For ease of presentation, in this proof we omit the dependence on x and ỹ in the notation. In particular,
we let P0 ≜ P0(x, ỹ), P1 ≜ P1(x, ỹ), and ψ ≜ ψ(x). Let the objective function in (8) be denoted as

g(γ;ψ) ≜ γϵp + P0 max{T (1− ψ), T (ψ)− γκp}+ P1 max{T (1− ψ)− γκp, T (ψ)}. (A17)

To complete the proof, we begin by investigating the inner optimization problem in (8) by finding
the optimal value of γ, γ∗ψ, as defined in Section 3.2, that minimizes g(γ;ψ) for each given ψ, and
then address the outer optimization problem in (8) by finding the optimal value ψ⋆ that minimizes
g(γ∗ψ;ψ). To this end, we eliminate the max operators in g(γ;ψ) based on the values of ψ, and use
the assumption that T is a decreasing function in (7). As ψ takes its value in [0, 1], we re-write the
optimization problem (8) as

inf
ψ∈[0, 12 ]∪[ 12 ,1]

inf
γ≥0

g(γ;ψ)

=min

{
min

ψ∈[0, 12 ]
inf
γ≥0

g(γ;ψ), min
ψ∈[ 12 ,1]

inf
γ≥0

g(γ;ψ)

}
,

≜min
{
g(γ∗ψ∗

1
;ψ∗

1), g(γ
∗
ψ∗

2
;ψ∗

2)
}
, (A18)

where (γ∗ψ∗
1
, ψ∗

1) and (γ∗ψ∗
2
, ψ∗

2) are the arguments of minψ1∈[0, 12 ]
infγ≥0 g(γ;ψ1) and

minψ2∈[ 12 ,1]
infγ≥0 g(γ;ψ2), respectively. We complete the proof by considering the following

two cases.

Case 1: ψ1 ∈ [0, 12 ].

In this case, T (ψ1) ≥ T ( 12 ) ≥ T (1− ψ1) ≥ T (1− ψ1)− γκp. Let

γ0 =
T (ψ1)− T (1− ψ1)

κp
.

Consequently, we have that

g(γ;ψ1) =

{
γϵp + P0{T (ψ1)− γκp}+ P1T (ψ1) = T (ψ1) + γκp(ϱ(ϵ)− P0), if γ ≤ γ0;

γϵp + P0T (1− ψ1) + P1T (ψ1), if γ > γ0.
(A19)

For given ψ1,

lim
γ→γ+

0

g(γ;ψ1) = lim
γ→γ−

0

g(γ;ψ1) = ϱ(ϵ) {T (ψ1)− T (1− ψ1)}+ P0T (1− ψ1) + P1T (ψ1),

showing that g(γ;ψ1) is continuous at γ0. Therefore, for any given ψ1, g(γ;ψ1) is continuous in γ
over R+.

Then, for any given ψ1 ∈ [0, 12 ], corresponding to the first term in (A18), we obtain that

inf
γ≥0

g(γ;ψ1) =min

{
inf
γ>γ0

g(γ;ψ1), inf
γ∈[0,γ0]

g(γ;ψ1)

}
=min

{
g(γ0;ψ1), min

γ∈[0,γ0]
g(γ;ψ1)

}
= min
γ∈[0,γ0]

g(γ;ψ1)

≜g(γ∗ψ1
;ψ1), (A20)
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where we use the continuity of g(γ;ψ1) in γ, the fact that g(γ;ψ1) is increasing in γ when γ > γ0,
and the fact that a continuous function attains its infimum within any closed and bounded set in R.
Here,

γ∗ψ1
≜ arg min

γ∈[0,γ0]
g(γ;ψ1) (A21)

for any ψ1 ∈ [0, 12 ].

We complete the proof by the following two steps to examine the range of P0.

Step 1: If P0 < ϱ(ϵ), then, by (A19), for any givenψ1 ∈ [0, 12 ], g(γ;ψ1) is increasing in γ over [0, γ0],
showing that the optimal value in (A21) is γ∗ψ1

= 0. Furthermore, because g(γ∗ψ1
;ψ1) = T (ψ1) for

any ψ1 ∈ [0, 12 ], we obtain that

min
ψ1∈[0, 12 ]

inf
γ≥0

g(γ;ψ)

= min
ψ1∈[0, 12 ]

g(γ∗ψ1
;ψ1)

= min
ψ1∈[0, 12 ]

T (ψ1)

=T (1/2).

Consequently, (0, 12 ) minimizes g(γ;ψ) over [0, γ0]× [0, 12 ], i.e., ψ∗
1 = 1

2 and γ∗ψ∗
1
= 0.

Step 2: If P0 ≥ ϱ(ϵ), then, by (A19), g(γ;ψ1) is decreasing in γ when γ ≤ γ0, showing that the
optimal value in (A21) is

γ∗ψ1
= γ0, with γ0 =

T (ψ1)− T (1− ψ1)

κp
, (A22)

and thus,

g(γ∗ψ1
;ψ1) = (P1 + ϱ(ϵ))T (ψ1) + (P0 − ϱ(ϵ))T (1− ψ1) for any ψ1 ∈ [0, 1/2].

Consequently, the derivative of g(γ∗ψ1
;ψ1) with respect to ψ1 is

g′ψ1
(γ∗ψ1

;ψ1) = (P1 + ϱ(ϵ))T ′(ψ1)− (P0 − ϱ(ϵ))T ′(1− ψ1),

leading to g′ψ1
(γ∗ψ1

;ψ1)
∣∣
ψ1=0

= (1−P0+ϱ(ϵ))T ′(0)−(P0−ϱ(ϵ))T ′(1) and g′ψ1
(γ∗ψ1

;ψ1)
∣∣
ψ1=1/2

=

(1 + 2ϱ(ϵ)− 2P0)T ′( 12 ). Solving

g′ψ1
(γ∗ψ1

;ψ1)
∣∣
ψ1=0

= 0 and g′ψ1
(γ∗ψ1

;ψ1)
∣∣
ψ1=1/2

= 0

for P0 leads to solutions

P
(1)
0 ≜ ϱ(ϵ) +

T ′(0)

T ′(1) + T ′(0)
and P (2)

0 ≜ ϱ(ϵ) +
1

2
,

respectively.

Next, we identify ψ∗
1 and γ∗ψ∗

1
by examining P0 relative to P (1)

0 and P (2)
0 , in combination with the

convexity or concavity of function T by the following two steps.

Step 2.1: Assume T is concave. Then by twice differentiability of T , T ′′(ψ1) ≤ 0 for ψ1 ∈ [0, 1],
leading to T ′(1) ≤ T ′(0) < 0, and hence P (1)

0 ≤ P
(2)
0 . Additionally, g′′ψ1

(γ∗ψ1
;ψ1) = (P1 +

ϱ(ϵ))T ′′(ψ1) + (P0 − ϱ(ϵ))T ′′(1 − ψ1) ≤ 0, and thus, g′ψ1
(γ∗ψ1

;ψ1) is non-increasing in ψ1 for
ψ1 ∈ [0, 12 ].

• If ϱ(ϵ) ≤ P0 ≤ P
(1)
0 , then g′ψ1

(γ∗ψ1
;ψ1) ≤ 0 for ψ1 ∈ [0, 12 ], and thus, g(γ∗ψ1

;ψ1) is non-
increasing in ψ1 for ψ1 ∈ [0, 12 ]. Therefore, inf0≤ψ1≤1/2 g(γ

∗
ψ1
;ψ1) = g(γ∗1/2;

1
2 ) = T ( 12 ).

Thus, ψ∗
1 = 1

2 and γ∗ψ∗
1
= 0 by (A22).
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• If P0 ≥ P
(2)
0 , then g′ψ1

(γ∗ψ1
;ψ1) ≥ 0, showing that g(γ∗ψ1

;ψ1) is non-decreasing in ψ1 for
ψ1 ∈ [0, 12 ]. Therefore, inf0≤ψ1≤1/2 g(γ

∗
ψ1
;ψ1) = g(γ∗0 ; 0) = (P1 + ϱ(ϵ))T (0) + (P0 −

ϱ(ϵ))T (1). Thus, ψ∗
1 = 0 and γ∗ψ∗

1
= T (0)−T (1)

κp by (A22).

• If P (1)
0 < P0 < P

(2)
0 , then g′ψ1

(γ∗ψ1
;ψ1) is non-increasing in ψ1 for ψ1 ∈ [0, 12 ] with

g′ψ1
(γ∗ψ1

;ψ1)
∣∣
ψ1=0

> 0 and g′ψ1
(γ∗ψ1

;ψ1)
∣∣
ψ1=1/2

< 0. Therefore, g′ψ1
(γ∗ψ1

;ψ1) = 0 has a

unique solution on [0, 12 ], denoted ψ⋄
1, and furthermore, g(γ∗ψ1

;ψ1) is increasing in ψ1 for
ψ1 ∈ [0, ψ⋄

1] and decreasing on [ψ⋄
1,

1
2 ]. Therefore, the infimum of gψ1

(γ∗ψ1
;ψ1) on ψ1 ∈

[0, 12 ] is taken at ψ1 = 0 or ψ1 = 1
2 . If g(γ∗1/2;

1
2 ) ≤ g(γ∗0 ; 0), i.e., P0 ≤ ϱ(ϵ)+ T (0)−T (1/2)

T (0)−T (1) ,
the optimal value for ψ1 in Case 1 is ψ∗

1 = 1
2 with γ∗ψ∗

1
= 0; otherwise, the optimal value is

ψ∗
1 = 0 with γ∗ψ∗

1
= T (0)−T (1)

κp by (A22).

Summarizing the discussion in Step 2.1, we obtain that when ψ1 ∈ [0, 12 ] and T is concave,

(i) if P0 > ϱ(ϵ) + T (0)−T (1/2)
T (0)−T (1) , (ψ∗

1 , γ
∗
ψ∗

1
) in (A18) is given by ψ∗

1 = 0 and γ∗ψ∗
1
= T (0)−T (1)

κp ,
yielding g(γ∗ψ∗

1
;ψ∗

1) = (P1 + ϱ(ϵ))T (0) + (P0 − ϱ(ϵ))T (1);

(ii) otherwise, ψ∗
1 = 1

2 and γ∗ψ∗
1
= 0, yielding g(γ∗ψ∗

1
;ψ∗

1) = T ( 12 ).

Step 2.2: Assume T is convex. Then by twice differentiability of T , T ′′(ψ1) ≥ 0 for ψ1 ∈ [0, 1],
leading to T ′(0) ≤ T ′(1) < 0, and hence P (2)

0 ≤ P
(1)
0 . Additionally, g′′ψ1

(γ∗ψ1
;ψ1) = (P1 +

ϱ(ϵ))T ′′(ψ1) + (P0 − ϱ(ϵ))T ′′(1 − ψ1) ≥ 0, and thus, g′ψ1
(γ∗ψ1

;ψ1) is non-decreasing in ψ1 for
ψ1 ∈ [0, 12 ].

• If P0 ≥ P
(1)
0 , then g′ψ1

(γ∗ψ1
;ψ1) ≥ 0 for ψ1 ∈ [0, 12 ], and thus, g(γ∗ψ1

;ψ1) is non-decreasing
in ψ1 for ψ1 ∈ [0, 12 ]. Therefore, inf0≤ψ1≤1/2 g(γ

∗
ψ1
;ψ1) = g(γ∗0 ; 0) = (P1 + ϱ(ϵ))T (0)+

(P0 − ϱ(ϵ))T (1). Thus, ψ∗
1 = 0 and γ∗ψ∗

1
= T (0)−T (1)

κp by (A22).

• If ϱ(ϵ) ≤ P0 ≤ P
(2)
0 , then g′ψ1

(γ∗ψ1
;ψ1) ≤ 0 for ψ1 ∈ [0, 12 ], and thus, g(γ∗ψ1

;ψ1) is non-
increasing in ψ1 for ψ1 ∈ [0, 12 ]. Therefore, inf0≤ψ1≤ 1

2
g(γ∗ψ1

;ψ1) = g(γ∗1/2;
1
2 ) = T ( 12 ).

Thus, ψ∗
1 = 1

2 and γ∗ψ∗
1
= 0 by (A22).

• If P (2)
0 < P0 < P

(1)
0 , then g′ψ1

(γ∗ψ1
;ψ1) is non-decreasing in ψ1 for ψ1 ∈ [0, 12 ] with

g′ψ1
(γ∗ψ1

;ψ1)
∣∣
ψ1=0

< 0 and g′ψ1
(γ∗ψ1

;ψ1)
∣∣
ψ1=1/2

> 0. Therefore, g′ψ1
(γ∗ψ1

;ψ1) = 0

has a unique solution on [0, 12 ], denoted ψ⋄
1, and furthermore, g(γ∗ψ1

;ψ1) is decreasing
in ψ1 for ψ1 ∈ [0, ψ⋄

1] and increasing on [ψ⋄
1, 1/2]. Then, the infimum of gψ1(γ

∗
ψ1
;ψ1)

on ψ1 ∈ [0, 12 ] is taken at ψ1 = ψ⋄
1, that is, inf0≤ψ1≤1/2 g(γ

∗
ψ1
;ψ1) = g(γ∗ψ⋄

1
;ψ⋄

1) =

(P1 + ϱ(ϵ))T (ψ⋄
1) + (P0 − ϱ(ϵ))T (1− ψ⋄

1). Thus, ψ∗
1 = ψ⋄

1 with γ∗ψ∗
1
=

T (ψ⋄
1 )−T (1−ψ⋄

1 )
κp

by (A22).

Case 2: ψ2 ∈ [ 12 , 1].

In this case, we set ψ2 ≜ 1−ψ2, yielding ψ2 ∈ [0, 12 ], and the objective function g(γ;ψ2) defined in
(A17) can be written as

g(γ;ψ2) =γϵ
p + P0 max{T (1− ψ2), T (ψ2)− γκp}+ P1 max{T (1− ψ2)− γκp, T (ψ2)}

=γϵp + P1 max{T (1− ψ2), T (ψ2)− γκp}+ P0 max{T (1− ψ2)− γκp, T (ψ2)}.
Hence, the derivation in Case 1 for any ψ1 in [0, 12 ] can be applied to ψ2 by modifying the derivations
based on the range of P0 to be that for P1, as outlined below.

• Step 1: If P1 < ϱ(ϵ), then following the results for ψ∗
1 and γ∗ψ∗

1
in Case 1, with only ψ∗

1 , P1,

and P0 there replaced by ψ
∗
2, P0, and P1, respectively, we obtain that ψ

∗
2 = 1

2 and γ∗
ψ

∗
2

= 0.

Hence, ψ∗
2 is taken as 1− ψ

∗
2 = 1

2 and γ∗ψ∗
2
= 0, yielding g(γ∗ψ∗

2
;ψ∗

2) = g(0; 1
2 ) = T ( 12 ).
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• Step 2: If P1 ≥ ϱ(ϵ), then, by (A22), γ∗ψ∗
2

is set as γ∗
ψ

∗
2

=
T (ψ

∗
2)−T (1−ψ∗

2)
κp =

T (1−ψ∗
2 )−T (ψ∗

2 )
κp .

• Step 2.1: Assume T is concave. We can directly derive the following result from the
summary in Step 2.1 of Case 1.

– If P1 ≤ ϱ(ϵ) + T (0)−T (1/2)
T (0)−T (1) , then ψ

∗
2 = 1

2 and γ∗ψ∗
2
= 0. Hence, ψ∗

2 = 1 − ψ
∗
2 = 1

2 ,
and g(γ∗ψ∗

2
;ψ∗

2) = g(0; 1
2 ) = T ( 12 ).

– If P1 > ϱ(ϵ) + T (0)−T (1/2)
T (0)−T (1) , then ψ

∗
2 = 0 and γ∗ψ∗

2
= T (0)−T (1)

κp . Hence, ψ∗
2 =

1−ψ∗
2 = 1, and g(γ∗ψ∗

2
;ψ∗

2) = g(T (0)−T (1)
κp ; 1) = (P0+ϱ(ϵ))T (0)+(P1−ϱ(ϵ))T (1).

• Step 2.2: Assume T is convex. From the results on ψ∗
1 and γ∗ψ∗

1
in Step 2.2 of Case 1, we

obtain the following conclusion.

– If P1 ≥ ϱ(ϵ)+ T ′(0)
T ′(1)+T ′(0) , thenψ

∗
2 = 0 and γ∗ψ∗

2
= T (0)−T (1)

κp . Hence, ψ∗
2 = 1−ψ∗

2 =

1, and g(γ∗ψ∗
2
;ψ∗

2) = g(T (0)−T (1)
κp ; 1) = (P0 + ϱ(ϵ))T (0) + (P1 − ϱ(ϵ))T (1).

– If ϱ(ϵ) ≤ P1 ≤ ϱ(ϵ) + 1
2 , then ψ

∗
2 = 1

2 and γ∗ψ∗
2
= 0. Hence, ψ∗

2 = 1− ψ
∗
2 = 1

2 , and
g(γ∗ψ∗

2
;ψ∗

2) = g(0; 1
2 ) = T ( 12 ).

– If ϱ(ϵ) + 1
2 < P1 < ϱ(ϵ) + T ′(0)

T ′(1)+T ′(0) , then ψ
∗
2 = ψ

⋄

2 and γ∗ψ∗
2
=

T (ψ
⋄
2)−T (1−ψ⋄

2)
κp ,

where ψ
⋄

2 is the unique solution to (P0 + ϱ(ϵ))T ′(ψ2)− (P1 − ϱ(ϵ))T ′(1− ψ2) = 0

on [0, 12 ]. Hence, ψ∗
2 = ψ⋄

2 and γ∗ψ∗
2
=

T (1−ψ⋄
2 )−T (ψ⋄

2 )
κp , where ψ⋄

2 = 1 − ψ
⋄

2 is the
unique solution to −(P0 + ϱ(ϵ))T ′(1−ψ2) + (P1 − ϱ(ϵ))T ′(ψ2) = 0 on [ 12 , 1]. Then
g(γ∗ψ∗

2
;ψ∗

2) = (P0 + ϱ(ϵ))T (1− ψ⋄
2) + (P1 − ϱ(ϵ))T (ψ⋄

2).

In summary, we present the derived results in Tables 3 and 4 for the scenarios where T is concave
and convex, respectively.

ψ∗
j γ∗

ψ∗
j

robust risk g(γ∗
ψ∗
j
;ψ∗
j )

Case 1 P0 ≥ ϱ(ϵ) +
T (0)−T (1/2)
T (0)−T (1)

ψ∗
1 = 0 γ∗

ψ∗
1

=
T (0)−T (1)

κp (P1 + ϱ(ϵ))T (0) + (P0 − ϱ(ϵ))T (1)

P0 < ϱ(ϵ) +
T (0)−T (1/2)
T (0)−T (1)

ψ∗
1 = 1

2 γ∗
ψ∗
1

= 0 T ( 1
2 )

Case 2 P1 ≥ ϱ(ϵ) +
T (0)−T (1/2)
T (0)−T (1)

ψ∗
2 = 1 γ∗

ψ∗
2

=
T (0)−T (1)

κp (P0 + ϱ(ϵ))T (0) + (P1 − ϱ(ϵ))T (1)

P1 < ϱ(ϵ) +
T (0)−T (1/2)
T (0)−T (1)

ψ∗
2 = 1

2 γ∗
ψ∗
2

= 0 T ( 1
2 )

Table 3: Summarized results in two cases when T is concave.

ψ∗
j γ∗

ψ∗
j

robust risk g(γ∗
ψ∗
j
;ψ∗
j )

Case 1 P0 ≥ ϱ(ϵ) +
T ′(0)

T ′(0)+T ′(1) ψ∗
1 = 0 γ∗

ψ∗
1

=
T (0)−T (1)

κp (P1 + ϱ(ϵ))T (0) + (P0 − ϱ(ϵ))T (1)

P0 ≤ ϱ(ϵ) + 1
2 ψ∗

1 = 1
2 γ∗

ψ∗
1

= 0 T ( 1
2 )

ϱ(ϵ) + 1
2 < P0 < ϱ(ϵ) +

T ′(0)
T ′(0)+T ′(1) ψ∗

1 = ψ⋄
1 γ∗

ψ∗
1

=
T (ψ⋄

1 )−T (1−ψ⋄
1 )

κp (P1 + ϱ(ϵ))T (ψ⋄
1 ) + (P0 − ϱ(ϵ))T (1 − ψ⋄

1 )

Case 2 P1 ≥ ϱ(ϵ) +
T ′(0)

T ′(0)+T ′(1) ψ∗
2 = 1 γ∗

ψ∗
2

=
T (0)−T (1)

κp (P0 + ϱ(ϵ))T (0) + (P1 − ϱ(ϵ))T (1)

P1 ≤ ϱ(ϵ) + 1
2 ψ∗

2 = 1
2 γ∗

ψ∗
2

= 0 T ( 1
2 )

ϱ(ϵ) + 1
2 < P1 < ϱ(ϵ) +

T ′(0)
T ′(0)+T ′(1) ψ∗

2 = ψ⋄
2 γ∗

ψ∗
2

=
T (1−ψ⋄

2 )−T (ψ⋄
2 )

κp (P0 + ϱ(ϵ))T (ψ⋄
2 ) + (P1 − ϱ(ϵ))T (1 − ψ⋄

2 )

Table 4: Summarized results in two cases when T is convex.

Finally, for any given input x, applying the preceding results to the optimal solution (γ∗ψ∗ , ψ∗) =

arg infψ∈[0,1] infγ≥0 g(γ, ψ) in (A18), we obtain that the optimal action on the given instance x is
given as below: for concave T ,

ψ⋆(x) =


0, if P0 ≥ ϱ(ϵ) +

T (0)− T (1/2)

T (0)− T (1)
;

1, if P1 ≥ ϱ(ϵ) +
T (0)− T (1/2)

T (0)− T (1)
;

1/2, otherwise;
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and for convex T ,

ψ⋆(x) =



0, if P0 ≥ ϱ(ϵ) +
T ′(0)

T ′(0) + T ′(1)
;

t∗0 , if ϱ(ϵ) + 1/2 < P0 < ϱ(ϵ) +
T ′(0)

T ′(0) + T ′(1)
;

1, if P1 ≥ ϱ(ϵ) +
T ′(0)

T ′(0) + T ′(1)
;

t∗1 , if ϱ(ϵ) + 1/2 < P1 < ϱ(ϵ) +
T ′(0)

T ′(0) + T ′(1)
;

1/2, otherwise,

where t∗0 is the unique solution of (P0 − ϱ(ϵ))T ′(1− t) = (P1 + ϱ(ϵ))T ′(t) on t ∈ (0, 12 ), and t∗1 is
the unique solution of (P0 + ϱ(ϵ))T ′(1− t) = (P1 − ϱ(ϵ))T ′(t) on t ∈ ( 12 , 1). Hence, the proof is
established.

A.7 Proof of Theorem 3.2

For ease of presentation, we omit the dependence on x and ỹ in the notation for now. Specifically,
for j ∈ [K], we let Pj ≜ Pj(x, ỹ) ≜ P (Y = j|x, ỹ) and ψj ≜ ψ(x)j . Let the objective function in
(9) be denoted as

g(γ;ψ) ≜ γϵp +

K∑
j=1

Pj max{1− ψ1 − γκp, . . . , 1− ψj−1 − γκp,

1− ψj , 1− ψj+1 − γκp, . . . , 1− ψK − γκp}. (A23)

We complete the proof in four steps. In Step 1, for each given ψ, we investigate the inner optimization
problem in (9) by finding the optimal value of γ, defined as γ⋆ψ ≜ argminγ≥0 g(γ;ψ). Then, in Step
2, by substituting γ⋆ψ into g(γ;ψ), we find that the outer optimization problem in (9) can be written
in a linear programming format under certain transformations. Next, in Step 3, we find the extreme
points of the associated linear programming, and finally, in Step 4, we obtain the solution format of
the optimal action ψ⋆.

Step 1: For any ψ ∈ Ψ, finding the optimal value of γ, defined as γ⋆ψ ≜ argminγ≥0 g(γ;ψ).
Given ψ and x, we sort {ψ1, . . . , ψK} in an decreasing order, denoted ψ(1) ≥ . . . ≥ ψ(K), and
hence, 1 − ψ(1) ≤ . . . ≤ 1 − ψ(K). Assume that {ψ(1), . . . , ψ(K)} corresponds to {ψ1, . . . , ψK}
via a permutation χ, that is, ψ(j) = ψχ(j) for j ∈ [K]. Correspondingly, the Pj’s with the associated
indexes are denoted P (j) ≜ Pχ(j) for j ∈ [K]. Then, for the χ(j)-th element in the summation of
(A23), the maximum is taken between 1− ψ(K) − γκp and 1− ψ(j).

First, for given ψ, we examine the continuity of g(γ;ψ) in γ by eliminating the max operators in
(A23), which is conducted by comparing 1− ψ(K) − γκp and 1− ψ(j) for j ∈ [K] as follows.

If 1− ψ(1) ≥ 1− ψ(K) − γκp, i.e., γ ≥ ψ(1)−ψ(K)

κp , then 1− ψj ≥ 1− ψ(1) ≥ 1− ψ(K) − γκp ≥
1− ψ(j′) − γκp for j, j′ ∈ [K], and hence, (A23) becomes

g(γ;ψ) = γϵp +

K∑
j=1

Pj(1− ψj), (A24)

which is continuous in γ for γ ≥ ψ(1)−ψ(K)

κp .

On the other hand, if 1 − ψ(1) < 1 − ψ(K) − γκp, i.e., 0 ≤ γ < ψ(1)−ψ(K)

κp , then we express the
range of γ as: [

0,
ψ(1) − ψ(K)

κp

)
= ∪s∈[K−1]

[
ψ(s+1) − ψ(K)

κp
,
ψ(s) − ψ(K)

κp

)
.
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Then we consider γ in each interval
[
ψ(s+1)−ψ(K)

κp , ψ
(s)−ψ(K)

κp

)
for s ∈ [K − 1]. In this case,

1− ψ(s) < 1− ψ(K) − γκp ≤ 1− ψ(s+1), and (A23) becomes

g(γ;ψ) = γϵp +

s∑
j=1

P (j)(1− ψ(K) − γκp) +

K∑
j=s+1

P (j)(1− ψ(j))

=

s∑
j=1

P (j)(1− ψ(K)) +

K∑
j=s+1

P (j)(1− ψ(j)) + γκp
{
ϱ(ϵ)−

s∑
j=1

P (j)
}
, (A25)

where the last step holds by re-arranging the arguments and using the definition of ϱ(ϵ) given after
(8). Consequently,

lim
γ→((ψ(s)−ψ(K))/κp)−

g(γ;ψ)

=

s∑
j=1

P (j)(1− ψ(K)) +

K∑
j=s+1

P (j)(1− ψ(j)) +
(
ψ(s) − ψ(K)

){
ϱ(ϵ)−

s∑
j=1

P (j)
}

=

s∑
j=1

P (j)(1− ψ(K)) +

K∑
j=s+1

P (j)(1− ψ(j)) +
(
ψ(s) − ψ(K)

){
ϱ(ϵ)−

s−1∑
j=1

P (j)
}

− P (s)
{
(1− ψ(K))− (1− ψ(s))

}
=

s−1∑
j=1

P (j)(1− ψ(K)) +

K∑
j=s

P (j)(1− ψ(j)) +
(
ψ(s) − ψ(K)

){
ϱ(ϵ)−

s−1∑
j=1

P (j)
}

=g((ψ(s) − ψ(K))/κp;ψ),

where the last step comes from the expression (A25) for g(γ;ψ) when ψ(s)−ψ(K)

κp ≤ γ < ψ(s−1)−ψ(K)

κp .

Thus, g(γ;ψ) is continuous in γ for γ ∈
[
ψ(s+1)−ψ(K)

κp , ψ
(s)−ψ(K)

κp

]
with s ∈ [K − 1]. Consequently,

g(γ;ψ) is continuous in γ for 0 ≤ γ ≤ ψ(1)−ψ(K)

κp .

Therefore, combining the discussion regrading (A24) and(A25), we obtain that given ψ, g(γ;ψ) is
continuous in γ for γ ≥ 0.

Next, for each given ψ, we examine the monotonicity of g(γ;ψ) in γ to find the γ that minimizes
g(γ;ψ). To this end, we consider the following three cases by the values of ϱ(ϵ).

Case 1: If P (1) < ϱ(ϵ) <
∑K
j=1 P

(j),

then there exists an s∗ ∈ {2, . . . ,K} such that
∑s∗−1
j=1 P (j) ≤ ϱ(ϵ) ≤

∑s∗

j=1 P
(j). Then, by (A25),

g(γ;ψ) is decreasing in γ for γ ∈ [0, ψ
(s∗)−ψ(K)

κp ] and increasing for γ ∈ [ψ
(s∗)−ψ(K)

κp , ψ
(1)−ψ(K)

κp ];

and by (A24), g(γ;ψ) is increasing in γ for γ ≥ ψ(1)−ψ(K)

κp . Therefore, γ⋆ψ = ψ(s∗)−ψ(K)

κp .

Case 2: If ϱ(ϵ) ≤ P (1),

then by (A25), g(γ;ψ) is decreasing in γ for γ ∈ [0, ψ
(1)−ψ(K)

κp ]; and by (A24), increasing in γ for

γ ≥ ψ(1)−ψ(K)

κp . Therefore, γ⋆ψ = ψ(1)−ψ(K)

κp .

Case 3: If ϱ(ϵ) ≥
∑K
j=1 P

(j),

then by (A25), g(γ;ψ) is increasing in γ for γ ∈ [0, ψ
(1)−ψ(K)

κp ]; and by (A24), increasing in γ for

γ ≥ ψ(1)−ψ(K)

κp . Therefore, γ⋆ψ = 0.
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Therefore, we conclude that

γ⋆ψ =



ψ(1) − ψ(K)

κp
if ϱ(ϵ) ≤ P (1)

ψ(s∗) − ψ(K)

κp
if
s∗−1∑
j=1

P (j) ≤ ϱ(ϵ) ≤
s∗∑
j=1

P (j) with s∗ ∈ {2, . . . ,K}

0 if ϱ(ϵ) ≥
K∑
j=1

P (j).

Step 2: Linear programming format.
For each fixed permutation χ, we now find the optimal ψ that minimizes g(γ⋆ψ;ψ) by examining the
three cases in Step 1.

In Case 3 of Step 1, g(γ⋆ψ;ψ) = g(0;ψ) = 1− ψ(K) ≥ 1− 1/K. Then the corresponding optimal
action is ψ(1) = . . . = ψ(K) = 1/K.

In Case 1 of Step 1, for a single data point (x, ỹ), by substituting γ⋆ψ = ψ(s∗)−ψ(K)

κp with s∗ ∈
{2, . . . ,K} into (A25), we obtain that

g(γ⋆ψ;ψ) =

s∗−1∑
j=1

P (j)(1− ψ(K)) +

K∑
j=s∗

P (j)(1− ψ(j)) + (ψ(s∗) − ψ(K))
{
ϱ(ϵ)−

s∗−1∑
j=1

P (j)
}

=(1− ψ(K))

s∗−1∑
j=1

P (j) + P (s∗)(1− ψ(s∗)) + P (K)(1− ψ(K)) +

K−1∑
j=s∗+1

P (j)(1− ψ(j))1(s∗ < K − 1)

+ (1− ψ(K))
{
ϱ(ϵ)−

s∗−1∑
j=1

P (j)
}
− (1− ψ(s∗))

{
ϱ(ϵ)−

s∗−1∑
j=1

P (j)
}

=
{ s∗∑
j=1

P (j) − ϱ(ϵ)
}
(1− ψ(s∗)) +

K−1∑
j=s∗+1

P (j)(1− ψ(j))1(s∗ < K − 1)

+
{
P (K) + ϱ(ϵ)

}
(1− ψ(K)). (A26)

To find the optimal value that minimizes g(γ⋆ψ;ψ) in (A26), we link it with a linear programming
problem. Specifically, for j ∈ [K], let zj ≜ 1− ψ(j) and z ≜ (z1, . . . , zK)⊤. Define

aj =



s∗∑
j=1

P (j) − ϱ(ϵ) if j = s∗

P (K) + ϱ(ϵ) if j = K

P (j) if s∗ < j < K when s∗ ̸= K − 1.

When s∗ = K − 1, only the entries for j = s∗ = K − 1 and j = K need to be considered. Let
V(z) =

∑K
j=s∗ ajzj . Then, the optimal ψ that minimizes g(γ∗ψ;ψ) in (A26) can be derived by

solving the linear programming problem:

min
z1,...,zK

V(z),

s.t.

K∑
j=1

(1− zj) = 1,

0 ≤ z1 ≤ . . . ≤ zK ≤ 1,

(A27)

where the constraint
∑K
j=1(1− zj) = 1 is due to

∑K
j=1(1− zj) =

∑K
j=1 ψ

(j) = 1 by the definitions
of z and ψ, and the constraint 0 ≤ z1 ≤ . . . ≤ zK ≤ 1 reflects the definition of ψ(j) for j ∈ [K].
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Similarly, in Case 2 of Step 1, by substituting γ⋆ψ = ψ(1)−ψ(K)

κp into (A24), we obtain that

g(γ⋆ψ;ψ) =ϱ(ϵ){ψ(1) − ψ(K)}+
K∑
j=1

Pj(1− ψj)

=ϱ(ϵ)
[
{1− ψ(K)} − {1− ψ(1)}

]
+

K∑
j=1

Pj(1− ψj)

={P (1) − ϱ(ϵ)}(1− ψ(1)) +

K−1∑
j=2

P (j)(1− ψ(j)) + {P (K) + ϱ(ϵ)}(1− ψ(K)),

which is a form similar to (A26) if letting s∗ in (A26) equal 1. Hence, its optimal minimizer can be
found through a linear programming problem similar to (A27). Consequently, in the next step, our
discussion focuses on (A26) only.

Step 3: Extreme points.
The feasible region of (A27), denoted Ξ, can be expressed as follows:

Ξ ≜
{
z :

K∑
j=1

(1− zj) = 1, 0 ≤ z1 ≤ . . . ≤ zK ≤ 1
}

=
{
z :

K∑
j=1

(1− zj) = 1, 0 ≤ z1 ≤ . . . ≤ zK ≤ 1, 1− zj ≤
1

j
for j ∈ [K]

}

=
{
z :

K∑
j=1

zj = K − 1, 0 ≤ z1 ≤ . . . ≤ zK ≤ 1, zj ≥ 1− 1

j
for j ∈ [K]

}
, (A28)

where the second step holds since, for j ∈ [K], j(1− zj) =
∑j
t=1(1− zj) ≤

∑j
t=1(1− zt) ≤ 1 as

zt ≤ zj for t ∈ [j], and the last step holds by rearranging the equality
∑K
j=1(1− zj) = 1.

We next prove that the following K feasible solutions are the only extreme points of (A27):

z1 ≜ (0, 1, 1, . . . , 1, 1)
⊤
,

z2 ≜

(
1− 1

2
, 1− 1

2
, 1, . . . , 1, 1

)⊤

,

. . . ,

zj ≜

(
1− 1

j
, . . . , 1− 1

j︸ ︷︷ ︸
j elements

, 1, . . . , 1︸ ︷︷ ︸
K−j elements

)⊤

. . . ,

zK−1 ≜

(
1− 1

K − 1
, 1− 1

K − 1
, 1− 1

K − 1
, . . . , 1− 1

K − 1
, 1

)⊤

,

zK ≜

(
1− 1

K
, 1− 1

K
, 1− 1

K
, . . . , 1− 1

K
, 1− 1

K

)⊤

.

We denote Ξ0 ≜ {z1, . . . , zK}.

Firstly, we prove that each data point in Ξ0 is an extreme point of (A27). To this end, consider any
zj ∈ Ξ0. If there exist ν ∈ (0, 1), z′ = (z′1, . . . , z

′
K)⊤ ∈ Ξ, and z′′ = (z′′1 , . . . , z

′′
K)⊤ ∈ Ξ, such

that zj = νz′ + (1− ν)z′′, then z′ = z′′= zj , as shown below. Let zj,t, z′t, and z′′t represent the tth
element of zj , z′, and z′′, respectively.

• If t = j +1, . . . ,K: then by νz′t+ (1− ν)z′′t = zj,t, zj,t = 1, and z′t, z
′′
t ≤ 1, we have that

z′t = z′′t = zj,t = 1;
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• If t = j: then νz′j + (1 − ν)z′′j = zj,j = 1 − 1
j , and z′j , z

′′
j ≥ 1 − 1

j by (A28). Thus, we
obtain that z′j = z′′j = zj,j .

• If t = 1, . . . , j− 1: then z′t ≤ z′j = 1− 1
j , z′′t ≤ z′′j = 1− 1

j , and νz′t+(1− ν)z′′t = zj,t =

1− 1
j . Thus, we can also obtain that z′t = z′′t = zj,t.

Therefore, z′ = z′′ = zj , and hence, zj is an extreme point of (A27) by Definition A.1.

Next, for any point z̃ ≜ (z̃1, . . . , z̃K)⊤ ∈ Ξ\Ξ0, we prove that z̃ is not an extreme point of (A27) by
construction. Specifically, we have the following claims for z̃.

• Claim 1: z̃t > 1− 1
t for t ∈ [K]:

This claim can be proved by contradiction. Assume there exists t0 ∈ [K] such that
z̃t0 ≤ 1 − 1

t0
. As z̃ ∈ Ξ, by (A28) and the assumption, we have z̃t0 = 1 − 1

t0
. Since

z̃ /∈ Ξ0, one of the following statements must hold: (1) there exists j < t0 such that
z̃j < 1 − 1

t0
; or (2) there exists j > t0 such that z̃j < 1 for some j > t0. Therefore,∑K

j=1 z̃j=
∑t0
j=1 z̃j +

∑K
j=t0+1 z̃j <

∑t0
j=1 z̃t0 +

∑K
j=t0+1 1 =t0 · z̃t0 + (K − t0) · 1 =

K − 1 since z̃1 ≤ . . . ≤ z̃K and z̃t ≤ 1 for t ∈ [K] by (A28), where the strict inequality
arises from the fact that either statement (1) or (2) holds. This conclusion contradicts the
condition that z̃ ∈ Ξ by (A28).

• Claim 2: There exists t1 ∈ [K] such that z̃t1−1 < z̃t1 < 1:
This claim can be proved by contradiction:

– On one hand, if there exists t′ ∈ [K] such that z̃t′−1 < z̃t′ , then we must have z̃t =
z̃t′−1 for t ≤ t′−1; otherwise, by letting t′′ = argmax{t : z̃t < z̃t′−1, t < t′−1}, we
obtain that z̃t′′ < z̃t′′+1 = z̃t′ < 1 and hence, t1 can be set as t′′+1, which contradicts
the assumption. Additionally, we have z̃t = 1 for t ≥ t′; otherwise, z̃t′−1 < z̃t′ < 1
and t1 can be set as t′, which contradicts the assumption. Summarizing the discussion
for t ≤ t′ − 1 and t ≥ t′, we have z̃ ∈ Ξ0.

– On the other hand, if z̃t−1 = z̃t for all t ∈ [K], then z̃ = zK ∈ Ξ0.
In both cases, z̃ ∈ Ξ0, contradicting the fact that z̃ /∈ Ξ0. Hence, Claim 2 holds.

Let t2 ≜ max{t ∈ [K] : z̃t < 1}. Then, t2 ≥ t1. Let

𝒸1 ≜ min{ z̃t1 − z̃t1−1

2
, z̃t − (1− 1

t
) for t ≤ t1 − 1} and

𝒸2 ≜ min{ z̃t1 − z̃t1−1

2
, z̃t1 − (1− 1

t1
), 1− z̃t for t1 ≤ t ≤ t2}.

By Claims 1 and 2, we have that 𝒸1 > 0 and 𝒸2 > 0. Let 𝒸 ≜ min{(t1 − 1)𝒸1, (t2 − t1 + 1)𝒸2},
𝒸1 ≜ 𝒸/(t1 − 1), and 𝒸2 ≜ 𝒸/(t2 − t1 + 1). Then we construct two points in Ξ:

z′ ≜ (z̃1 + 𝒸1, . . . , z̃t1−1 + 𝒸1, z̃t1 − 𝒸2, . . . , z̃t2 − 𝒸2, . . . , z̃K)⊤ and

z′′ ≜ (z̃1 − 𝒸1, . . . , z̃t1−1 − 𝒸1, z̃t1 + 𝒸2, . . . , z̃t2 + 𝒸2, . . . , z̃K)⊤.

Therefore, z̃ = 1
2z

′ + 1
2z

′′, and hence, z̃ is not an extreme point of (A27).

Step 4: Solution format and optimal action.
By Steps 2 and 3, we obtain that for each fixed χ and s∗, the extreme points of the linear programming
problem are given in Ξ0. By Lemma 1, every linear program has an extreme point that is an optimal
solution. Hence, by the format of the K extreme points in Ξ0, we obtain that at least one optimal
action of ψ can be found in the format:

ψ(j) =
1

k∗
for j ≤ k∗ and ψ(j) = 0 for j ≥ k∗ (A29)

for some k∗ ∈ [K].

If k∗ = K, by (A23), we have that g(γ;ψ) = γϵp +
∑K
j=1 Pj · (1−

1
K ), and hence, the robust risk

is g(γ⋆ψ;ψ) = 1− 1
K by taking γ⋆ψ = 0.
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If k∗ < K, we obtain that

g(γ;ψ) =γϵp +

k∗∑
j=1

P (j) max
(
1− γκp, 1− 1

k∗

)
+

K∑
j=k∗+1

P (j) · 1

=


1 + γκp

{
ϱ(ϵ)−

k∗∑
j=1

P (j)
}
, if 0 ≤ γ ≤ 1

k∗κp
;

γϵp + 1− 1

k∗

k∗∑
j=1

P (j), if γ ≥ 1

k∗κp
.

Hence, for k∗ < K, the robust risk is the minimum of g(γ⋆ψ;ψ) = 1 by taking γ⋆ψ = 0 and

g(γ⋆ψ;ψ) = 1 + 1
k∗

{
ϱ(ϵ) −

∑k∗

j=1 P
(j)
}

by taking γ⋆ψ = 1
k∗κp . Additionally, we observe that we

should take the highest k∗ values of {P1, . . . , PK} as P (1), . . . , P (k∗) to minimize g(γ⋆ψ;ψ). Hence,
we take the permutation χ such that P (1) ≥ . . . ≥ P (K).

In summary, the optimal action ψ⋆ that minimizes g(γ⋆ψ;ψ) is given as below.

• If 1
K ≥ 1

k∗

∑k∗

j=1 P
(j) − 1

k∗ ϱ(ϵ) for all k∗ ∈ [K − 1], then ψ⋆j = 1
K for j ∈ [K].

• If there exists some k0 ∈ [K − 1], 1
k0

∑k0
j=1 P

(j) − 1
k0
ϱ(ϵ) > 1

K , and 1
k0

∑k0
j=1 P

(j) −
1
k0
ϱ(ϵ) ≥ 1

k∗

∑k∗

j=1 P
(j) − 1

k∗ ϱ(ϵ) for all k∗ ∈ [K − 1], then ψ⋆(j) = 1
k0

for j ∈ [k0] and
ψ⋆(j) = 0 for j = k0 + 1, . . . ,K.

In particular, if P (1) ≥ max{ 1
K + ϱ(ϵ), P (2) + ϱ(ϵ)}, then the optimal action is given as: ψ⋆(1) = 1

and ψ⋆(j) = 0 for j = 2, . . . ,K. Thus, the proof is complete.

A.8 Proof of Theorem 3.3

For ease of presentation, we omit the dependence on xi and ỹi in the notation for now. Specifically, for
i ∈ [K] and j ∈ [K], let Pi,j ≜ Pj(xi, ỹi) ≜ P (Y = j|xi, ỹi) and ψi,j ≜ ψ(xi)j . For given xi, we
sort the K elements of ψ(xi), {ψi,1, . . . , ψi,K}, in a decreasing order, denoted ψ(1)

i ≥ . . . ≥ ψ
(K)
i .

We first consider the difference between the Wasserstein robust loss (10) and the nominal loss (11):

R̂ϵ − R̂

= inf
γ≥0

[
γϵp +

1

n

n∑
i=1

K∑
j=1

Pi,j max
{
T (ψi,1)− T (ψi,j)− γκp, . . . , T (ψi,j−1)− T (ψi,j)− γκp, 0,

T (ψi,j+1)− T (ψi,j)− γκp, . . . , T (ψi,K)− T (ψi,j)− γκp
}]

= inf
γ≥0

[
γϵp +

1

n

n∑
i=1

K∑
j=1

Pi,j max
{
T (ψ

(K)
i )− T (ψi,j)− γκp, 0

}]
≜ inf
γ≥0

h(γ),

where the second equality is due to the fact that ψ(1)
i ≥ . . . ≥ ψ

(K)
i and that T is decreasing.

By definition,
{
αi,j ≜ T (ψ

(K)
i )− T (ψi,j) : i ∈ [n], j ∈ [K]

}
are ordered as α(1) ≥ . . . ≥ α(nK),

and correspondingly, the Pi,j’s with the associated indexes are denoted P (1), . . . , P (nK). Conse-
quently, we obtain that

h(γ) = γϵp +
1

n

nK∑
t=1

P (t)(α(t) − γκp)1(α(t) > γκp). (A30)
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Define α(nK+1) = 0. Then, h(γ) in (A30) can be expressed as

h(γ) =


1

n

s∑
t=1

P (t)α(t) + γκp
{
ϱ(ϵ)− 1

n

s∑
t=1

P (t)
}
, if α(s+1)/κp ≤ γ < α(s)/κp for s ∈ [nK];

γϵp if γ ≥ α(1)/κp.
(A31)

Since

lim
γ→(|α(s)|/κp)−

h(γ) =
1

n

s∑
t=1

P (t)α(t) + |α(s)|
{
ϱ(ϵ)− 1

n

s∑
t=1

P (t)
}

=|α(s)|ϱ(ϵ) + 1

n

s∑
t=1

P (t)(|α(t)| − |α(s)|)

=|α(s)|ϱ(ϵ) + 1

n

s−1∑
t=1

P (t)(|α(t)| − |α(s)|)

=
1

n

s−1∑
t=1

P (t)|α(t)|+ |α(s)|
{
ϱ(ϵ)− 1

n

s−1∑
t=1

P (t)
}

=h(|α(s)|/κp),
and h(γ) is right-continuous at γ = |α(s)|/κp by definition (A31), so we conclude that h(γ) is
continuous at γ = |α(s)|/κp for s ∈ [nK]. Hence, by (A31), h(γ) is continuous for γ ≥ 0.

By (A31), h(γ) is increasing in γ on γ ∈ [α(s+1)/κp, α(s)/κp) if ϱ(ϵ) − 1
n

∑s
t=1 P

(t) > 0, and
decreasing if ϱ(ϵ)− 1

n

∑s
t=1 P

(t) < 0. Hence, to examine the monotonicity of h(γ) and find the γ
that minimizes h(γ), we consider the following three cases by the values of ϱ(ϵ).

Case 1. If 1
nP

(1) < ϱ(ϵ) < 1
n

∑nK
t=1 P

(t): then there exists s∗ ∈ {2, . . . , nK} such that ϱ(ϵ) >
1
n

∑s
t=1 P

(t) for s < s∗, and ϱ(ϵ) ≤ 1
n

∑s
t=1 P

(t) for s ≥ s∗. Hence, by (A31), h(γ) is decreasing
in γ for γ ∈ [0, α(s∗)/κp] and increasing for γ ≥ α(s∗)/κp. Consequently, γ⋆ψ = α(s∗)/κp, and

inf
γ≥0

h(γ) = h(α(s∗)/κp) =
1

n

s∗−1∑
t=1

P (t)|α(t)|+ |α(s∗)|
{
ϱ(ϵ)− 1

n

s∗−1∑
t=1

P (t)
}

=
1

n

s∗−1∑
t=1

P (t)|α(t)|+O

(
1

n

)
|α(s∗)|.

Here the last step holds because by the definition of s∗, 0 < ϱ(ϵ)− 1
n

∑s∗−1
t=1 P (t) ≤ 1

n

∑s∗

t=1 P
(t) −

1
n

∑s∗−1
t=1 P (t) = 1

nP
(s∗) ≤ 1

n , where the last inequality holds since P (s∗) ∈ [0, 1].

Case 2. If ϱ(ϵ) ≤ 1
nP

(1): then, by (A31), h(γ) is decreasing in γ for γ ∈ [0, α(1)/κp] and increasing
for γ ≥ α(1)/κp. Therefore, γ⋆ψ = α(1)/κp, and

inf
γ≥0

h(γ) = h(α(1)/κp) = ϱ(ϵ)|α(1)|.

Case 3. If ϱ(ϵ) ≥ 1
n

∑nK
t=1 P

(t): then, by (A31), h(γ) is increasing in γ for γ ≥ 0. Therefore,
γ⋆ψ = 0 = α(nK+1)/κp, and

inf
γ≥0

h(γ) = h(0) =
1

n

nK∑
t=1

P (t)|α(t)|.

Hence, summarizing the discussion in the three cases above, we have that γ⋆ψ = α(s∗)/κp, and the
robust risk (10) is expressed as

R̂ϵ =R̂+
1

n

s∗−1∑
t=1

P (t)α(t)1(s∗ > 1) +O

(
1

n

)
α(s∗),
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where, to provide a unified expression, we define s∗ ≜ 1 and s∗ ≜ nK + 1 in Case 2 and Case 3,
respectively. Thus, the proof is completed.

B Experimental Details

B.1 Implementation Details

Datasets. We evaluate the effectiveness of the proposed AdaptCDRP on CIFAR-10 and CIFAR-100
[21] with synthetic annotations, and on four real-world datasets with human annotations: CIFAR-
10N, CIFAR-100N [22], LabelMe [23, 24], and Animal-10N [25]. CIFAR-10 has 10 classes of
32× 32× 3 color images, with 50,000 training images and 10,000 test images; CIFAR-10N provides
three independent human annotated noisy labels per instance, with a majority vote yielding a 9.03%
noise rate. CIFAR-100, with the same number and size of training and test images as CIFAR-10,
features 100 fine-grained classes; for each instance in CIFAR-100, CIFAR-100N provides one human
annotated noisy label, with a noise rate of 40.20%. LabelMe is an image classification dataset
comprising 10,000 training images, 500 validation images, and 1,188 test images. The training set
includes noisy and incomplete labels provided by 59 annotators, with each image being labeled an
average of 2.547 times. The Animal-10N dataset contains 10 classes of 64× 64× 3 color animal
images; it includes 5 pairs of similar-looking animals, where each pair consists of two animals that
are visually alike. The training dataset contains 50,000 images and the test dataset contains 5,000
images. The noise rate (mislabeling ratio) of the dataset is about 8%. For all the datasets except
LabelMe, we allocate 10% of the training data as validation data used for model selection, where we
choose the model with the lowest validation accuracy during training. The test data is reserved for
final evaluation of the model’s performance on unseen data.

Noise generation. We generate synthetic instance-dependent label noise on the CIFAR-10 and
CIFAR-100 datasets using Algorihtm 2 in [29]. Each annotator is classified as an IDN-τ annotator
if their mislabeling ratio is upper bounded by τ . We simulate R annotators independently, with R
taking values from the set {5, 10, 30, 50, 100}. For each instance, one annotation is randomly selected
from those provided by the R annotators’ contributions, which evaluates methods under incomplete
annotator labeling conditions. Additionally, for each R, we consider three groups of annotators
with varying expertise levels, characterized by average mislabeling ratios of approximately 20%,
35%, and 50%. These groups are referred to as IDN-LOW, IDN-MID, and IDN-HIGH, indicating
low, medium, and high error rates, respectively. We manually corrupt the datasets according to the
following annotator groups:

R=5:
IDN-LOW. 2 IDN-10% annotators, 2 IDN-20% annotators, 1 IDN-30% annotator;
IDN-MID. 2 IDN-30% annotators, 2 IDN-40% annotators, 1 IDN-50% annotator;
IDN-HIGH. 2 IDN-50% annotators, 2 IDN-60% annotators, 1 IDN-70% annotator;
R=10:
IDN-LOW. 4 IDN-10% annotators, 4 IDN-20% annotators, 2 IDN-30% annotators;
IDN-MID. 4 IDN-30% annotators, 4 IDN-40% annotators, 2 IDN-50% annotators;
IDN-HIGH. 4 IDN-50% annotators, 4 IDN-60% annotators, 2 IDN-70% annotators;
R=30:
IDN-LOW. 11 IDN-10% annotators, 11 IDN-20% annotators, 8 IDN-30% annotators;
IDN-MID. 11 IDN-30% annotators, 11 IDN-40% annotators, 8 IDN-50% annotators;
IDN-HIGH. 11 IDN-50% annotators, 11 IDN-60% annotators, 8 IDN-70% annotators;
R=50:
IDN-LOW. 18 IDN-10% annotators, 18 IDN-20% annotators, 14 IDN-30% annotators;
IDN-MID. 18 IDN-30% annotators, 18 IDN-40% annotators, 14 IDN-50% annotators;
IDN-HIGH. 18 IDN-50% annotators, 18 IDN-60% annotators, 14 IDN-70% annotators;
R=100:
IDN-LOW. 35 IDN-10% annotators, 35 IDN-20% annotators, 30 IDN-30% annotators;
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IDN-MID. 35 IDN-30% annotators, 35 IDN-40% annotators, 30 IDN-50% annotators;
IDN-HIGH. 35 IDN-50% annotators, 35 IDN-60% annotators, 30 IDN-70% annotators.

Experiment setup. We employ the ResNet-18 architecture for CIFAR-10 and CIFAR-10N, and
the ResNet-34 architecture for CIFAR-100 and CIFAR-100N datasets. Following [27], we use a
pretrained VGG-16 model with a 50% dropout rate as the backbone for the LabelMe dataset. For the
Animal-10N dataset, in line with [25], we use the VGG19-BN architecture [28] as the backbone. A
batch size of 128 is maintained across all datasets. We use the Adam optimizer [43] with a weight
decay of 5× 10−4 for CIFAR-10, CIFAR-100, CIFAR-10N, CIFAR-100N, and LabelMe datasets.
The initial learning rate for CIFAR-10, CIFAR-100, CIFAR-10N, and CIFAR-100N is set to 10−3,
with the networks trained for 120, 150, 120, and 150 epochs respectively. The first 30 epochs serve
as a warm-up. For the LabelMe dataset, the model is trained for 100 epochs with an initial learning
rate of 10−2 and a 20-epoch warm-up. For the Animal-10N dataset, the network is trained for 100
epochs with an initial learning rate of 10−1 and a weight decay of 10−3. The learning rate is reduced
by a factor of 0.1 at the 50th and 75th epochs, with the first 40 epochs designated as the warm-up
stage. Training times are approximately 3 hours on CIFAR-10 and 5.5 hours on CIFAR-100 using an
NVIDIA V100 GPU.

Baselines. Our method addresses learning from noisy annotations, particularly when estimated true
label posteriors may be misspecified. Thus, we select baselines that either use estimated transition
matrices or true label posteriors (MBEM [9], CrowdLayer [27], TraceReg [12], Max-MIG [11],
CoNAL [35]). We also include baselines that aggregate labels differently (CE (MV), CE (EM) [7],
DoctorNet [34], CCC [36]). Since our theoretical framework applies to both single-annotator and
multiple-annotator scenarios, we also include baselines designed for single noisy labels (LogitClip
[33]), particularly those employing two networks (Co-teaching [30], Co-teaching+ [31], CoDis [32]),
as our method similarly uses two networks that act as priors for each other. Details of the baselines
are given as follows.

(1) CE (Clean): Trains the network using the standard cross-entropy loss on clean datasets;
(2) CE (MV): Trains the network using majority voting labels;
(3) CE (EM) [7]: Aggregate labels using the EM algorithm;
(4) Co-teaching [30]: Trains two networks and cross-trains on instances with small loss values;
(5) Co-teaching+ [31]: Combines the "Update by Disagreement" with the Co-teaching method;
(6) CoDis [32]: Selects possibly clean data that have high-discrepancy prediction probabilities

between two networks;
(7) LogitClip [33]: Clamps the norm of the logit vector to ensure it is upper bounded by a

constant;
(8) DoctorNet [34]: Models individual annotators and learns averaging weights by combining

them;
(9) MBEM [9]: Alternates between estimating annotator quality from disagreements with the

current model and updating the model by optimizing a loss function that accounts for the
current estimate of worker quality;

(10) CrowdLayer [27]: Concatenates the classifier with multiple annotator-specific layers and
learns the parameters simultaneously;

(11) TraceReg [12]: Uses a loss function similar to CrowdLayer but adds regularization to
establish identifiability of the confusion matrices and the classifier;

(12) Max-MIG [11]: Jointly aggregates noisy crowdsourced labels and trains the classifier;
(13) CoNAL [35]: Decomposes the annotation noise into common and individual confusions;
(14) CCC [36]: Simultaneously trains two models to correct the confusion matrices learned by

each other via bi-level optimization.
Among these methods, Co-teaching, Co-teaching+, CoDis, and LogitClip are strong baselines for
handling single noisy labels. We adapt them to the multiple annotations setting by using majority vote
labels for loss computation. The results demonstrate the effectiveness of the proposed pseudo-label
generation method across various scenarios. Results for CE (Clean), CE (MV), CE (EM), DoctorNet,
MBEM, CrowdLayer, Max-MIG, and CoNAL in Table 1 are sourced from [10]. Baselines (1)-(3)

35

82661 https://doi.org/10.52202/079017-2627



Algorithm 1: Learning from Noisy Labels via Conditional Distributionally Robust True Label
Posterior with an Adaptive Lagrange multiplier (AdaptCDRP)

Input: D = {xi, ỹi}ni=1, ϵ ∈ (0, 1
K ), κ > 0, C > 1, λ > 0

1 Warm up classifiers ψ(1) and ψ(2); Approximate noise transition probabilities τ̂j(ỹ) for j ∈ [K]
using small-loss data;

2 for epoch t = 1, ..., T do
3 // Update the classifiers with pseudo-empirical distribution (Theorem 3.1)

4 Update approximated true label posteriors: P̂ (ι)
j (x, ỹ) ∝ ψ

(ι)
j (x) · τ̂j(ỹ) for j ∈ [K];

5 for each instance xi do
6 if P̂ (ι)

k⋆ (xi, ỹi)/maxj ̸=k⋆ P̂
(ι)
j (x, ỹ) ≥ C, let y⋆i = k⋆ and collect (xi, ỹi, y⋆i ) into D⋆

t,ι;
7 end for
8 Update the pseudo-empirical distribution P ⋆t,ι based on D⋆

t,ι;
9 Update ψ(ι) by minimizing the empirical robust risk (5) with the reference distribution P ⋆t,\ι

and the Lagrange multiplier γ(ι)t−1;
10 // Update the Lagrange multiplier (Theorem 3.3)
11 Compute α′

is for i ∈ [nK] and s∗ by Theorem 3.3;
12 Compute the reference value for the Lagrange multiplier: γ0,t = |α(s∗)|/κp;
13 Update the Lagrange multiplier: γ(ι)t = γ0,t − 1

λ{ϵ
p − EP⋆

t,\ι
cp(y′,Y)}

14 end for
Output : ψ1 and ψ2.

are implemented according to their respective algorithms, while for the remaining baseline methods,
we adapted the code from the GitHub repositories provided in their original papers, with further
modifications to fit our setup.

Pseudo code for the algorithm. The training process described in Section 3.3 is presented in
Algorithm 1.

B.2 Additional Experimental Results

Performance on the CIFAR-100 dataset with varying numbers of annotators. We conduct
additional experiments on the CIFAR-100 dataset, varying the number of annotators from 5 to
100, with each instance labeled only once. Figure 3 presents the average accuracy across different
annotator counts, highlighting the advantages of the proposed method across various settings. As the
total number of annotators increases, labeling sparsity becomes more pronounced, which may lead to
a performance collapse in methods that do not account for this sparsity, especially in datasets with a
large number of classes, such as CIFAR-100.
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Figure 3: Average test accuracy on the CIFAR-100 dataset with varying numbers of annotators. The
error bars representing standard deviations are shaded.

Performance with varying numbers of annotations per instance. To further evaluate model
performance with varying numbers of annotations per instance, we use R = 30 annotators and
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randomly select l = 1, 3, 5, 7, 9 labels from these R annotators for each instance. The test accuracies
of the proposed method and other annotation aggregation methods are shown in Table 5.

Table 5: Average test accuracies (with associated standard errors expressed after the ± signs) for
learning the CIFAR-10 dataset with varying numbers of annotations (denoted l) from R = 30
annotators.

Ours (AdaptCDRP) CE(MV) CE(EM) [7] IWMV [44] IAA [45]

IDN-
LOW

l = 1 88.09±0.37 80.90±0.88 81.15±0.74 − −
l = 3 88.76±0.30 83.00±0.40 83.22±0.43 83.09±0.35 82.99±0.40

l = 5 89.05±0.36 85.78±0.53 85.59±0.46 86.63±0.29 84.53±0.52

l = 7 89.06±0.30 87.46±0.32 87.93±0.53 87.83±0.24 85.05±0.55

l = 9 89.24±0.51 88.30±0.25 88.38±0.32 88.24±0.12 85.55±0.46

IDN-
MID

l = 1 87.37±0.29 76.05±0.70 75.84±0.97 − −
l = 3 88.47±0.19 79.12±0.66 79.11±0.71 79.72±0.44 79.43±0.54

l = 5 88.68±0.17 81.58±0.20 81.90±0.67 82.05±0.59 81.56±0.31

l = 7 88.71±0.24 83.24±0.34 82.84±0.43 83.06±0.47 83.28±0.22

l = 9 88.89±0.29 84.04±0.13 83.95±0.43 84.28±0.22 83.94±0.23

IDN-
HIGH

l = 1 86.62±0.45 69.65±1.73 69.85±1.43 − −
l = 3 88.37±0.19 74.32±0.40 74.02±1.01 75.00±0.68 74.80±0.38

l = 5 88.63±0.48 77.91±1.30 78.42±0.42 77.90±0.74 78.04±0.50

l = 7 88.64±0.37 79.75±0.81 80.00±0.55 79.36±0.61 79.72±0.69

l = 9 88.78±0.26 80.90±0.65 81.11±0.44 80.53±0.88 80.74±0.69

Accuracy of robust pseudo-labels. To enhance the assessment of the effectiveness of the proposed
robust pseudo-label generation method, we present the average accuracy of the robust pseudo-labels
on the CIFAR-10 and CIFAR-100 datasets during the training process over 5 random trials, as shown
in Figure 4. Additionally, the average accuracy of the robust pseudo-labels with varying numbers of
annotators on the CIFAR-10 dataset is shown in Figure 5.
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Figure 4: Average accuracy of robust pseudo-labels on the CIFAR-10 and CIFAR-100 datasets
(R = 5) during the training process.
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(c) CIFAR-10 (R = 30)
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(d) CIFAR-10 (R = 50)
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Figure 5: Average accuracy of robust pseudo-labels on the CIFAR-10 dataset with varying number of
annotators in the training process.

Test accuracy during the training process. To further assess the effectiveness of the proposed
method, we present the average test accuracy for the CIFAR-10 and CIFAR-100 datasets during the
training process, as shown in Figures 6 and 7, respectively. The results indicate that the model tends to
overfit during the warm-up stage, particularly under higher noise rates. This suggests that the results
in Table 1 are not obtained with the optimal number of warm-up epochs. However, following the
warm-up phase, the test accuracy of our method steadily improves, outperforming baseline methods
across various scenarios.
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Figure 6: Average test accuracy on learning the CIFAR-10 dataset (R = 5) during the training
process.
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Figure 7: Average test accuracy on learning the CIFAR-100 dataset (R = 5) during the training
process.

Impact of the number of warm-up epochs. Following [10, 46], we use 30 warm-up epochs
for the CIFAR-10 and CIFAR-100 datasets in our experiments. To rigorously assess the impact of
the warm-up stage, we conduct additional experiments with varying numbers of warm-up epochs
(10, 20, 30, 40) on both our method and baseline approaches that also incorporate warm-up. The
results, presented in Figure 8, illustrate how different warm-up durations affect performance.
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Figure 8: Average test accuracies for learning the CIFAR-10 and CIFAR-100 datasets with varying
numbers of warm-up epochs. The error bars representing standard deviation are shaded.

Different transition matrix estimation methods. Our work does not focus on precise estimation
of the noise transition matrix; instead, we use a simple frequency-counting method for noise transition
estimation in our experiments. Nevertheless, our approach is versatile and can be integrated with
various methods for estimating the noise transition matrix or the true label posterior. Additional
experiments using advanced transition matrix estimation methods are presented in Table 6. As
demonstrated, integrating these methods with AdaptCDRP significantly improves test accuracies
compared to directly using the estimated noise transition matrices. Furthermore, applying advanced
noise transition estimation methods enhances the performance of our method on real datasets. These
results highlight the robustness and adaptability of our method.
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Table 6: Average test accuracies (with associated standard errors expressed after the ± signs) of
learning the CIFAR-10 and real datasets with different transition matrix estimation methods.

Method CIFAR-10 Real datasets

IDN-LOW IDN-MID IDN-HIGH CIFAR-10N CIFAR-100N Animal10N LabelMe

TraceReg [12] 80.72±0.79 77.71±1.36 67.86±1.77 82.94±0.27 47.71±0.70 80.34±0.66 83.10±0.15

TraceReg+Ours 87.74±0.26 86.76±0.07 85.83±0.37 88.38±0.35 52.16±1.02 83.05±0.26 83.80±0.44

GeoCrowdNet (F) [47] 84.73±0.39 81.44±1.00 77.29±1.23 87.49±0.45 47.74±1.17 81.07±0.45 84.59±0.19

GeoCrowdNet (F) + Ours 88.06±0.33 87.43±0.29 86.69±0.13 88.30±0.13 51.07±0.57 83.12±0.42 86.20±0.48

GeoCrowdNet (W) [47] 83.82±0.53 75.72±1.10 64.64±2.23 87.36±0.24 47.49±0.91 80.19±0.33 81.63±1.49

GeoCrowdNet (W) + Ours 87.94±0.35 87.21±0.33 83.48±5.69 87.81±0.12 52.03±0.45 82.41±0.04 83.32±0.51

BayesianIDNT [10] 86.46±1.07 85.14±0.96 82.49±2.86 87.83±0.53 51.06±0.72 81.22±0.59 83.01±0.32

BayesianIDNT + Ours 87.66±0.85 86.44±0.57 84.38±0.10 88.31±0.20 53.13±0.74 83.80±0.44 84.09±0.53

Impact of sparse annotation. To further address the issue of annotation sparsity, we increase the
total number of annotators, R, to 200, and manually corrupt the datasets according to the following
annotator groups:

R=200:
IDN-LOW. 70 IDN-10% annotators, 70 IDN-20% annotators, 60 IDN-30% annotators;
IDN-MID. 70 IDN-30% annotators, 70 IDN-40% annotators, 60 IDN-50% annotators;
IDN-HIGH. 70 IDN-50% annotators, 70 IDN-60% annotators, 60 IDN-70% annotators.

The three groups of annotators, labeled as IDN-LOW, IDN-MID, and IDN-HIGH, have average
labeling error rates of approximately 26%, 34%, and 42%, respectively. In this setup, we incorporate
regularization techniques - specifically, GeoCrowdNet (F) and GeoCrowdNet (W) penalties [47] -
into our method. We then compare the results against those obtained using the traditional frequency-
counting approach for estimating the noise transition matrices. Table 7 presents the performance of
our proposed method on the CIFAR10 (R = 200) dataset, where different approaches are used to
estimate the noise transition matrices. In addition, Figure 9 displays the average accuracies of the
robust pseudo-labels generated by our method during the training process. These pseudo-labels play
a crucial role in constructing the pseudo-empirical distribution.

Table 7: Average test accuracies (with associated standard errors expressed after the ± signs) of
learning the CIFAR-10 dataset (R = 200) with different transition matrix estimation methods.

Mthod IDN-LOW IDN-MID IDN-HIGH

Ours + frequency-counting 86.01±0.67 85.48±0.58 85.07±0.59

Ours + GeoCrowdNet (F) penalty [47] 90.89±0.21 90.27±0.46 89.25±0.63

Ours + GeoCrowdNet (W) penalty [47] 90.99±0.42 90.23±0.27 89.42±0.29
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Figure 9: Average accuracy of robust pseudo-labels on the CIFAR-10 dataset (R = 200) using
different transition matrix estimation methods during the training process.

40

82666https://doi.org/10.52202/079017-2627



NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract and introduction accurately reflect our
contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of the work performed by the authors in the
conclusion.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We provide the assumptions in the main text, and the proofs can be found in
the appendix.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide all the experimental details.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We upload our code and use public datasets.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provide all the details and the code.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We provide the error bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide the training time on different datasets.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: It’s not appropriate for the scope and focus of our paper, and we don’t see any
direct negative social impacts of our paper.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our model doesn’t have a high risk for misuse or dual-use.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original papers.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We provide the data generation details.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: We do not involve human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We do not involve human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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