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Abstract

Multiple clustering aims to discover various latent structures of data from different
aspects. Deep multiple clustering methods have achieved remarkable performance
by exploiting complex patterns and relationships in data. However, existing works
struggle to flexibly adapt to diverse user-specific needs in data grouping, which
may require manual understanding of each clustering. To address these limitations,
we introduce Multi-Sub, a novel end-to-end multiple clustering approach that incor-
porates a multi-modal subspace proxy learning framework in this work. Utilizing
the synergistic capabilities of CLIP and GPT-4, Multi-Sub aligns textual prompts
expressing user preferences with their corresponding visual representations. This is
achieved by automatically generating proxy words from large language models that
act as subspace bases, thus allowing for the customized representation of data in
terms specific to the user’s interests. Our method consistently outperforms existing
baselines across a broad set of datasets in visual multiple clustering tasks. Our
code is available at https://github.com/Alexander- Yao/Multi-Sub.
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showing the capability of discovering multiple clusterings from a single dataset. For instance, in
e-commerce, products can be clustered by category for inventory management or by customer
preferences for personalized recommendations. Recently, there has been a growing interest in
incorporating deep learning techniques into multiple clustering. These techniques mainly use auto-
encoders and data augmentation methods to extract a wide range of feature representations, which
enhance the quality of multiple clustering [Miklautz et al.} 2020, Ren et al.| 2022 |Yao et al.| 2023]].

For real-world applications, a key challenge for end users is efficiently identifying the desired
clustering from multiple results based on their interests or application purposes. We observe that users
are willing to indicate their interest using succinct keywords (e.g., color or species for fruits in Fig. [I)).
However, it is difficult to use only a concise keyword to directly extract the corresponding image
representations. Fortunately, the recent development of multi-modal models like CLIP [Radford
et al.} [2021] that align images with their text descriptions can help bridge this gap. Nevertheless,
unlike methods that can use labeled data to fine-tune pre-trained models [Gao et al.l [2023| [Wang
et al.,2023]] to learn new task-specific representations, multiple clustering often faces scenarios with
ambiguous or unspecified label categories and quantities. Therefore, given only a high-level concept
from the user, it is intractable to fine-tune pre-trained models to capture a particular aspect of the
data in an unsupervised manner. Very recently, Multi-MaP [Yao et al., 2024] leverages CLIP to
learn textual and image embeddings simultaneously that follow the user’s high-level textual concept.
However, to achieve better performance, they require the user to provide a contrastive concept that
is different from the desired concept, which may not be feasible in many real-world applications.
Moreover, they obtain the new representations at first and then apply the traditional clustering method
like k-means in a separate stage. This insufficient optimization lacking refinement between stages
makes the clustering performance sub-optimal.

To mitigate these challenges, in this work, we first assume that the desired image and textual
representations are residing in the same subspace according to the user’s specific concept. Thereafter,
to capture the desired subspace better, we can ask low-cost experts like Google or large language
models (LLMs) (e.g., GPT-4) for common categories under the desired concept, as illustrated in
Fig.[I] Although those returned common categories may not directly capture the clustering targets,
they can be applied as the subspace basis to help search the appropriate representations inside. More
importantly, during the learning under the desired subspace, we also incorporate the clustering loss
to learn the representations and obtain the clustering simultaneously, which significantly enhances
the model’s clustering performance and efficiency. The main contributions of this work can be
summarized as follows.

* We present a novel multiple clustering method, Multi-Sub, that can explicitly capture a
user’s clustering interest by aligning the textual interest with the visual features of images.
Concretely, we propose to learn the desired clustering proxy in the subspace spanned by the
common categories under a user’s interest.

* Unlike most existing multiple clustering methods that require distinct stages for represen-
tation learning and clustering, Multi-Sub can obtain both the desired representations and
clustering simultaneously, which can significantly improve the clustering performance and
efficiency.

» Extensive experiments on all publicly available multiple clustering tasks empirically demon-
strate the superiority of the proposed Multi-Sub, with a precise capturing of a user’s interest.

2 Related Work

2.1 Multiple Clustering

Multiple clustering, a methodology capable of unveiling alternative data perspectives, has garnered
significant interest. Traditional approaches for multiple clustering [Hu and Peil [2018]] employ shallow
models to identify diverse data groupings. Some methods, such as COALA [Bae and Bailey} 2006]]
and [Qi and Davidson, [2009], utilize constraints to generate alternative clusterings. Other techniques
leverage distinct feature subspaces to produce multiple clusterings, as exemplified by [Hu et al., 2017]]
and MNMF [Yang and Zhang| |2017]]. Information theory has also been applied to generate multiple
clusterings, as demonstrated by [[Gondek and Hofmann, 2003 and [Dang and Bailey, 2010].
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Recent advancements have seen the application of deep learning to discover multiple clusterings,
yielding improved clustering performance. For instance, [Wei et al.,[2020]] proposed a deep matrix
factorization method that utilizes multi-view data to identify multiple clusterings. ENRC [Miklautz
et al., | 2020]] employs an auto-encoder to learn object features and optimizes a clustering objective
function to find multiple clusterings. iMClusts [Ren et al,, [2022] leverages auto-encoders and
multi-head attention to learn features from various perspectives and discover multiple clusterings.
AugDMC [[Yao et al.l |2023]] uses data augmentation to generate diverse image aspects and learns
representations to uncover multiple clusterings. DDMC [Yao and Hul [2024]] employs a variational
Expectation-Maximization framework with disentangled representations to achieve superior clustering
outcomes. However, almost all of these methods necessitate substantial user efforts to understand and
select the appropriate clustering for different application purposes. Recently, Multi-MaP [Yao et al.,
2024] leverages CLIP encoders to align a user’s interest with visual data by learning representations
close to the interested concept but far away from a contrastive concept, significantly improving the
efficiency of capturing user-desired clusterings. However, Multi-MaP requires the user to input
a contrastive concept for better performance, which is often not applicable. More importantly, it
separates the representation learning and clustering as two distinct stages, which may result in
sub-optimal performance. These issues will be mitigated in this work.

2.2 Multi-Modal Models

Multi-modal learning involves acquiring representations from various input modalities like image,
text, or speech. Here, we focus on how vision models benefit from natural language supervision. A
key model in this area is CLIP [Radford et al.l 2021]], which aligns images with their corresponding
text using contrastive learning on a dataset of 400 million text-image pairs.

Fine-tuning adapts vision-language models, such as CLIP, for specific image recognition tasks. This
is seen in CoOp [Zhou et al., [2022]] and CLIP-Adapter [|Gao et al., 2023, the latter using residual
style feature blending to enhance performance. TeS [Wang et al.,|2023] highlights the efficacy of
fine-tuning in improving visual comprehension through natural language supervision. With limited
labeled data, zero-shot learning has gained attention. Some approaches surpass CLIP by integrating
other large pre-trained models. For example, VisDesc [Menon and Vondrick, [2022]] uses GPT-3 to
generate contextual descriptions for class names, outperforming basic CLIP prompts. UPL [Huang
et al.,[2022]] and TPT [Shu et al.| 2022] utilize unlabeled data to optimize text prompts. InMaP [Qian
et al., 2024 and the online variant [Qian and Hu, [2024] aid class proxies in vision space with text
proxies. Recent advancements have significantly improved vision-language pre-training using large-
scale noisy datasets. ALIGN [Jia et al., [2021]] employs over one billion image alt-text pairs without
expensive filtering, showing that corpus scale can offset noise. Similarly, BLIP-2 [Li et al.| 2023]]
uses a novel framework to bootstrap captions from noisy web data, enhancing both vision-language
understanding and generation tasks. While these methods strive to enhance the performance of vision
classification tasks, clustering presents a distinct scenario where class names are not available to
extract useful information from multi-modal information as in this work.

3 The Proposed Method

Given a dataset of images {z;}}"_; and user-defined preferences for data grouping (such as color and
species), our goal is to generate clustering results that are specifically tailored to each preference.
Thereafter, end users can directly use them for different application purposes without additional
manual selection efforts. This process poses significant challenges, as it requires accurately aligning
the complex, multi-dimensional data of images with the subjective and varied textual preferences of
users. Traditional clustering methods often fail to capture these nuances, leading to a generic and less
informative categorization for specific user applications.

Recently, the CLIP model [Radford et al.,[2021]] facilitated a more natural alignment between textual
interests and visual representations. Our method, Multi-Sub, extends this alignment through a novel
multi-modal subspace proxy learning approach. Fig. 2] outlines the overall framework of Multi-Sub,
which is tailored to capture and respond to the diverse interests of users in clustering tasks. Multi-Sub
employs a two-phase iterative approach to align and cluster images based on user-defined preferences
such as color and species as described below.
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Figure 2: Multi-Sub framework. In Multi-Sub framework, Phase I (Proxy Learning and Alignment)
processes each image x; with user-defined textual prompts through a partially learnable image
encoder (with a learnable projection layer) and a frozen text encoder. The latent factor p; calculates
weights {a;  } 2| based on the similarity to reference word embeddings {z; }/_,, which are then
aggregated to form the proxy word embedding w;. This proxy word embedding, combined with
the image representation x;, establishes the Aligned Feature Subspace for better alignment between
the text and image under the user’s interest. In Phase II (Clustering), given the learned proxy word
embeddings {w;} from Phase I to form pseudo-labels, the projection layer of the image encoder is
further refined using the clustering loss. In Phase I, both the latent factor p and the projection layer
learn 100 epochs, after which the projection layer further learns 10 epochs using the clustering loss in
Phase II. This alternative process repeats until convergence.

3.1 Background: Multi-Modal Pre-Training in CLIP

Let {x;,t;}_, be a set of image-text pairs, where x; denotes an image and ¢; denotes its correspond-
ing text description. We can obtain the vision and text representations of each pair by applying two
encoders, f(-) and h(-), as x; = f(x;) and t; = h(¢;). Both f(-) and h(-) are encoders that optimize
the vision and text representations, respectively, such that x; and t; are unit vectors. The primary
goal during this pre-training phase is to minimize the contrastive loss, formulated as

exp(x t;/7) exp(t] x;/7)
mln —log —log L ()

Z > exp(x t;/7) >, exp(t{x;/7)
where 7 is a temperature parameter. The contrastive loss encourages the alignment of the image and
its description while penalizing the similarity of the image with irrelevant texts 2019].
The efficacy of this contrastive approach is vital for the subsequent phases of proxy word learning and

fine-grained clustering, as it ensures that the foundational embeddings accurately reflect the inherent
content and context of each modality.

3.2 Subspace Proxy Word Representation

We build upon the pre-trained image and text encoders from CLIP and investigate whether we can
leverage the image-text alignment to extract user-specific information. Specifically, given a fruit
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image [Hu et al., 2017] as illustrated in Fig. 2] different users may have different interests of its
attributes, such as color, species, etc. However, the pre-trained image encoder in CLIP can only
produce a single image embedding, which may not capture a user’s interest exactly, not mentioning
capturing different aspects. Furthermore, unlike classification tasks, clustering tasks do not come with
concrete cluster names or numbers. Therefore, we cannot directly use the pre-trained text encoder of
CLIP to generate the corresponding text embedding.

To address these challenges, we propose a subspace proxy word learning method to learn new
embedding under the preferred aspect provided by the user. Thereafter, the main challenge is, given
only a high-level concept like ‘color’ as in Fig. [2} how to effectively represent its subspace. Since
the high-level concept itself cannot reflect different details under this concept in different images,
it is difficult to do effective alignment between the high-level concept and images to figure out
the corresponding vision subspace. Therefore, we propose to figure out the text subspace at first.
Concretely, given pre-trained large language models like GPT-4 as low-cost experts, we can quickly
gather common categories under a high-level concept using only one query like ‘what are the common
fruit colors’ in Fig. 2] However, we cannot directly use the returned categories to do grouping, since
they may not cover all existing categories in the data. Instead, we consider that most categories in the
data under this concept are residing in the same subspace as the returned ones. Therefore, we can
apply suggested categories as basis or reference words in the subspace. Then, each image’s category
under the desired concept can be represented by a linear combination of these reference words.

Assuming GPT-4 provides K reference words as {zj}_,, the proxy word of image x; can be
calculated as

K
Wi =Y aird(zk) )
k=1

where ¢(zy,) is the token embedding of reference word 2, and {a; x }-_, are weights corresponding
to each reference word as a basis. A higher weight a; ; indicates that the image x;’s category is closer
to the reference word z;,. Here, we introduce trainable latent factor p; to learn the weight a; ;, and it
can be calculated as

€xXp (pizk)

_ 3
S exp (piz;) ©

Qi =

where z;, = ¢(z1). Thereafter, w; is representing the token embedding of image z;’s proxy word
under the preferred user concept. Once p; is well obtained, the image’s proxy word representation
under the preferred user concept is also obtained. Next, we discuss how to learn p; using CLIP.

3.3 Multi-Modal Subspace Proxy Learning

As mentioned above, CLIP’s text and image encoders were learned by aligning the text prompt with
its corresponding image. The standard text prompt of CLIP is designed as “a photo of a fruit” for an
image containing “fruit”. Now, given a user’s preference (e.g., color), we can rewrite the prompt as
“a fruit with the color of *”” denoted by ¢ for image x;, where “*” is the placeholder for the unknown
proxy word of image x; under concept ‘color’ and its token embedding w; can be formulated as the
linear superposition of reference words’ token embeddings as discussed above.

Thereafter, the prompt text embedding after the text encoder can be formulated as

t; = h(o(t7) [l o(w:)) )

To effectively learn p;, the trainable latent factors, we utilize the alignment capabilities of CLIP by
adjusting these factors so that the weighted sum of reference word embeddings closely aligns with
the visual representation of the image. This process involves iteratively adjusting p; to maximize the
cosine similarity between the image’s representation x; and its corresponding proxy word embedding
w;. The optimization is conducted with the following loss function:

L(wi) = =(f (i), h(o(7) [ ¢(w:))) ©)
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It should be noted that this optimization procedure can be conducted with both the text encoder and
image encoder frozen, which is very efficient. However, the image embedding extracted directly
from the pre-trained image encoder may not reflect its representation under the desired user interest.
Therefore, during the optimization procedure, we do freeze the text encoder but open the image
encoder. Nevertheless, to preserve the strong capacity of the pre-trained image encoder in CLIP, we
open only the projection layer of the image encoder, while its remaining parameters are frozen as
shown in the ‘Phase I’ of Fig.[2|

3.4 Clustering Loss

To enhance the clustering performance of Multi-Sub, in ‘Phase II’, we leverage pseudo-labels assigned
using the currently learned proxy word embeddings {w;} and image embeddings {x;} from ‘Phase
I’. Concretely, each image x; can be represented by the concatenation of its currently learned proxy
word embedding w; and image embedding x;, denoted as v; = [w;,x;]. The pseudo-labels can
be obtained by an offline k-means on {v;}, which is however not efficient. Considering that proxy
words for data points within the same cluster should show similar relationships to reference words,
we obtain the pseudo-labels using the highest cosine similarity between the currently learned proxy
word embeddings {w;} and the reference word embeddings {zy, }.

Given the pseudo-labels, the image embeddings can be further optimized by opening only the
projection layer of the image encoder for improved compactness and separability in clusters. This
loss consists of two primary components: intra-cluster loss and inter-cluster loss, aimed at refining
cluster cohesion and separation, respectively. It should be noted that to better represent each image
under the desired user concept, we define the clustering loss over v; containing both textual and
visual information.

Intra-cluster Loss: The intra-cluster loss is designed to minimize the distances between embeddings
within the same cluster, encouraging cluster compactness. It is calculated using the following formula:

1
['inra: i Vj 2 6
0 = Ny 2 Vi il ©)

4,j €intra

Here, ||v; — v;||? is the squared Euclidean distance between embeddings x; and x; of data points i
and j within the same cluster, and Nj,, denotes the number of intra-cluster pairs.

Inter-cluster Loss: This component aims to maximize the distances between embeddings from
different clusters, thus enhancing separability. The inter-cluster loss is defined by a margin-based
hinge loss as follows:
1
Linter = = Z maX(07m - Hvl - VjH) N
]Vimer PR
1,7 €inter

where max(0, m — ||v; — v;||) computes the hinge loss for each pair of embeddings from different
clusters, ensuring a minimum margin m between them. Ny, is the count of inter-cluster pairs.

Total Loss: The overall clustering loss combines the intra- and inter-cluster losses, moderated by a
balancing factor A:

Ltotal =X\ Limra + (1 - )\) : Einter (8)
Optimizing this loss function in ‘Phase II” helps regularize the embedding space where clusters are
both internally dense and well-separated from each other. It should be noted that in this phase we aim

to learn a better projection layer only for the image encoder, while all others are fixed as shown in
‘Phase II” of Fig.

Previous methods often use a two-stage strategy that separates representation learning and clustering
to simplify the optimization process. This separation, however, can lead to sub-optimal clustering
results, since the learned representations may not be fully aligned with the clustering objective
without refinement. In this work, we obtain both the proxy word and the clustering alternatively and
simultaneously. Concretely, we first learn the proxy word in a user-preferred subspace. Then, we fix
the proxy word and refine the image encoder further to obtain better image representations using the
clustering objective. These two phases are repeated alternatively until convergence, where ‘Phase
I’ learns 100 epochs and ‘Phase II” learns 10 epochs in each alternating according to the empirical
experience as summarized in Fig.
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Table 1: Dataset Statistics.

Datasets # Samples # Hand-crafted features # Clusters
Standford Cars 1,200 wheelbase length; body shape; color histogram 43
Card 8,029 symbol shapes; color distribution 13;4

CMUface 640 HOG; edge maps 4;20;2:4

Fruit 105 shape descriptors; color histogram 3;3
Fruit360 4,856 shape descriptors; color histogram 4;4
Flowers 1,600 petal shape; color histogram 4;:4
CIFAR-10 60,000 edge detection; color histograms; shape descriptors 2;3

Table 2: Quantitative comparison. The significantly best results with 95% confidence are in bold.

Dataset Clusterin MSC MCV ENRC iMClusts AugDMC DDMC Multi-MaP Multi-Sub
Sterifg | NMIt RIt  NMIt  RIf NMIf  RIf  NMIt Rt NMIf  RIf  NMIt Rt NMI  RIf  NMIf  RIt
Color 0.6886 0.8051 0.6266 0.7685 07103 0.8511 0.7351 0.8632 0.8517 09108 0.8973 09383 08619 09526 0.9693 0.9964

Fruit

Species 0.1627 0.6045 0.2733  0.6597 0.3187 0.6536 0.3029 0.6743 0.3546 0.7399 0.3764 0.7621 1.0000 1.0000 1.0000 1.0000
Color 0.2544  0.6054 03776 0.6791 0.4264 0.6868 0.4097 0.6841 0.4594 0.7392 0.4981 0.7472 0.6239 0.8243 0.6654 0.8821
Species 0.2184 05805 02985 0.6176 04142 0.6984 0.3861 0.6732 0.5139 0.7430 0.5292 0.7703 0.5284 0.7582 0.6123 0.8504

Order

Fruit360 ‘
‘040807 0.7805 0.0792 0.7128 0.1225 0.7313 0.1144 0.7658 0.1440 0.8267 0.1563 0.8326 0.3653 0.8587 0.3921 0.8842

Card Suits 0.0497 0.3587 0.0430 0.3638 0.0676 0.3801 0.0716 0.3715 0.0873 0.4228 0.0933 0.6469 0.2734 0.7039 0.3104 0.7941
Emotion 0.1284 0.6736  0.1433  0.5268 0.1592 0.6630 0.0422 0.5932 0.0161 0.5367 0.1726 0.7593 0.1786 0.7105 0.2053  0.8527

CMUF: Glass 0.1420 05745 0.1201  0.4905 0.1493  0.6209 0.1929 0.5627 0.1039 0.5361 0.2261 0.7663 0.3402 0.7068 0.4870 0.8324
ace Identity 0.3892  0.7326 0.4637 0.6247 0.5607 0.7635 0.5109 0.8260 0.5875 0.8334 0.6360 0.8907 0.6625 0.9496 0.7441 0.9834

Pose 0.3687 0.6322  0.3254 0.6028 0.2290 0.5029 0.4437 0.6114 0.1320 0.5517 0.4526 0.7904 0.4693 0.6624 0.5923 0.8736

Stanford Cars Color 0.2331 0.6158 02103 0.5802 0.2465 0.6779 0.2336 0.6552 0.2736 0.7525 0.6899 0.8765 0.7360 0.9193 0.7533  0.9387
i Type 0.1325 05336 0.1650 0.5634 0.2063 0.6217 0.1963 0.5643 0.2364 0.7356 0.6045 0.7957 0.6355 0.8399 0.6616 0.8792

Fl Color 02561 0.5965 0.2938 0.5860 0.3329 0.6214 0.3169 0.6127 0.3556 0.6931 0.6327 0.7887 0.6426 0.7984 0.6940 0.8843
owers Species 0.1326 05273 0.1561 0.6065 0.1894 0.6195 0.1887 0.6077 0.1996 0.6227 0.6148 0.8321 0.6013 0.8103 0.6724 0.8719
CIFAR-10 Type 0.1547 0.3296 0.1618 0.3305 0.1826 0.3469 0.2040 0.3695 0.2855 0.4516 03991 0.5827 0.4969 0.7104 0.5271 0.7394
Environment | 0.1136 0.3082 0.1379 0.3344 0.1892 0.3599 0.1920 03664 0.2927 0.4689 0.3782 0.5547 0.4598 0.6737 0.4828 0.7096

4 Experiments

Datasets To demonstrate the effectiveness of Multi-Sub, we evaluate the proposed method on
almost all publicly available visual datasets commonly used in multiple clustering tasks Yu et al.
[2024], including Stanford Cars Yao et al.|[2024], Card|Yao et al.|[2023]], CMUface |Giinnemann et al.
[2014]], Flowers [Yao et al.|[2024]], Fruit|Hu et al.|[2017]] and Fruit360 [Yao et al.| [2023]]. Stanford
Cars contains two different clustering types, one for car color (e.g., red, blue, black) and one for
car type (e.g., sedan, SUV, convertible), comprising 1,200 annotated car images. Card includes
8,029 images of playing cards, with two clustering types: one based on rank (e.g., Ace, King, Queen)
and another on suit (e.g., clubs, diamonds, hearts, spades). CMUface provides 640 facial images
with clustering options for pose (e.g., front-facing, side-facing), identity, glasses (with/without), and
emotion (e.g., happy, neutral, sad). Flowers comprises 1,600 flower images with two clustering
types: one for color (e.g., red, blue, yellow) and another for species (e.g., iris, aster). Fruit includes
105 images of fruits with two clustering criteria: species (e.g., apples, bananas, grapes) and color
(e.g., green, red, yellow). Fruit360, similar to the Fruit dataset, contains 4,856 images annotated for
species (e.g., apple, banana, cherry) and color.

Additionally, we created a multiple clustering dataset from CIFAR-10 [Krizhevsky et al.| [2009]
by organizing the images into clusters based on type and environment. For type, the clusters are
transportation and animals. For environment, the clusters are land, air, and water. The dataset
characteristics about data size, handcrafted features, and cluster information are also summarized in

Table[Il

It should be noted that some data may face challenges in extraction of meaningful candidate categories
from GPT-4, or their labels lack semantic features. Taking the identity clustering on the CMUface
dataset|Giinnemann et al.|[2014] as an example, different identities correspond to different individuals,
and the names’ semantic meanings should not affect clustering outcomes. In such cases, following the
Multi-Map setting |Yao et al.|[2024], we randomly select 10 words from WordNet Fellbaum|[2010] as
reference categories.

Baselines We compare our Multi-Sub with seven state-of-the-art multiple clustering methods.
These methods are: MSC [Hu et al.|[2017] is a traditional multiple clustering method that uses hand-
crafted features to automatically find different feature subspace for different clusterings; MCV |Guérin
and Boots| [2018]] leverages multiple pre-trained feature extractors as different views of the same
data; ENRC Miklautz et al.|[2020] integrates auto-encoder and clustering objective to generate
different clusterings; iMClusts Ren et al.| [2022] is a deep multiple clustering method that leverages
the expressive representational power of deep autoencoders and multi-head attention to generate
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Table 3: Variants of CLIP. The significantly best results with 95% confidence are in bold.
CLIPGPT CLIP[abe] Multi-Sub

Dataset Clustering ‘ NMIt RI} NMI{ RI} NMIt RIt
Fruit Color 0.7912 09075 0.8629 0.9780 0.9693 0.9964
u Species 0.9793  0.9919 1.0000 1.0000 1.0000 1.0000
Fruit360 Color 0.5613 0.7305 0.5746 0.7673 0.6654 0.8821
- Species 0.4370 0.7552 0.5364 0.7631 0.6123 0.8504
Card Order 0.3518 0.8458 0.3518 0.8458 0.3921 0.8842
Suits 02711 0.6123 0.2711 0.6123 0.3104 0.7941

Emotion 0.1576  0.6532  0.1590 0.6619 0.2053  0.8527

CMUface Glass 0.2905 0.6869 0.4686 0.7505 0.4870 0.8324
Identity 0.1998 0.6388 0.2677 0.7545 0.7441 0.9834

Pose 0.4088 0.6473 0.4691 0.6409 0.5923 0.8736

Stanford Cars Color 0.6539 0.8237 0.6830 0.8642 0.7533 0.9387
‘ Type 0.6207 0.7931 0.6429 0.8456 0.6616 0.8792

Flowers Color 0.5653 0.7629 0.5828 0.7836 0.6940 0.8843

‘ Species 0.5620 0.7553  0.6019 0.7996 0.6724 0.8719
CIFAR-10 Type 0.4935 0.6741 0.5087 0.7102 0.5271 0.7394
Environment | 0.4302 0.6507 0.4643 0.6801 0.4828 0.7096

multiple salient embedding matrices and multiple clusterings therein; AugDMC |Yao et al.|[2023]]
leverages data augmentations to automatically extract features related to different aspects of the data
using a self-supervised prototype-based representation learning method; DDMC |Yao and Hu|[2024]]
combines disentangled representation learning with a variational Expectation-Maximization (EM)
framework; Multi-MaP |Yao et al.|[2024] relies on a contrastive user-defined concept to learn a proxy
better tailored to a user’s interest. It is worth noting that, in our experiments, we apply both traditional
and deep learning baselines. Traditional methods rely on hand-crafted features, while deep learning
methods directly utilize the original images as input.

Hyperparameter For each user’s preference, we train the model for 1000 epochs using Adam
optimizer with a momentum of 0.9. We tune all the hyper-parameters based on the loss score of
Multi-Sub, where the learning rate is selected from {1le-1,5¢-2,1e-2,5¢-3,1e-3,5e-4}, weight decay is
chosen from {5e-4,1e-4,5e-5,1e-5, 0} for all the experiments. Most methods obtain each clustering
by applying k-means [Lloyd| [[1982] to the newly learned representations, while ours is end-to-end.
The experiments are performed on four NVIDIA GeForce RTX 2080 Ti GPUs.

Evaluation metrics Considering the randomness of k-means for those applicable baselines, we
run k-means 10 times and report the average clustering performance using two metrics, namely,
Normalized Mutual Information (NMI) [White et al.|[2004] and Rand index (RI) Rand|[[1971]]. These
metrics range from O to 1 with higher value indicating better performance compared to the groundtruth.

4.1 Performance Comparison

Table [2] reports the clustering results. During the clustering stage, after we obtain the proxy word
embedding of each image for a desired concept, we can concatenate the image embedding and
the token embedding of proxy word. The results show that Multi-Sub consistently outperforms
the baselines, demonstrating the superiority of the proposed method. This also indicates a strong
generalization ability of the pre-trained model by CLIP, which can capture the features of data from
different perspectives.

Our methodology uses the CLIP encoder and GPT-4 to derive clustering results, prompting an
evaluation of their performance in a zero-shot manner. We introduce two zero-shot variants of CLIP:
CLIPgpr and CLIP e CLIPGpr uses GPT-4 to generate candidate labels and performs zero-shot
classification, while CLIP,p; uses ground truth labels directly, providing an optimal setting. As shown
in Table CLIPjape; generally outperforms CLIPgpr due to its use of accurate labels, while CLIPgpr
introduces noise. Both variants perform equally on the Card dataset as GPT-4’s labels match the
groundtruth. Multi-Sub surpasses CLIPgpr and even outperforms CLIP .y in all cases, demonstrating
its ability to capture user-interest-based data aspects and confirming its efficacy. This superiority can
be attributed to Multi-Sub’s proxy word learning mechanism, which automatically adjusts textual
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Table 4: Comparison of differenttext encoders. The significantly best results with 95% confidence
are in bold.

CLIP ALIGN BLIP

Dataset Clustering NMIt R} NMIt RIt NMIt RIt

Fruit360 Color 0.6654 0.8821 0.7031 0.8925 0.6522 0.8814
Species 0.6123 0.8504 0.6426 0.8565 0.6254 0.8536

Card Order 03921 0.8842 0.4316 0.9023 0.3845 0.8359
Suits 0.3104 0.7941 0.3226 0.8006 0.3151 0.7956

Emotion 0.2053 0.8527 0.2148 0.8553 0.2081 0.8535

CMUface Glas_s 0.4870 0.8324 0.4951 0.8351 0.4951 0.8353
Identity 0.7441 0.9834 0.7514 0.9828 0.6853 0.8321

Pose 0.5923 0.8736 0.6137 0.8942 0.5732 0.8427

Standford Cars Color 0.7533  0.9387 0.7624 0.8942 0.5732 0.8427
Type 0.6616 0.8792 0.6712 0.8865 0.6581 0.8731

Flowers Colqr 0.694 0.8843 0.6925 0.8812 0.6843 0.8789
Species 0.6724 0.8719 0.6693 0.8691 0.6627 0.8654

CIFAR-10 Type 0.5271 0.7394 0.5342 0.7456 0.5221 0.7381
Environment | 0.4828 0.7096 0.4793 0.7064 0.4752 0.7038

Table 5: Ablation study of Multi-Sub. The results that achieved the highest and second highest
performance for each clustering are indicated by boldface and underlined numerals, respectively.

clustering with 2.(¢(w;)) clustering with t* clustering with ¢(w;)
image text concatenate text concatenate text concatenate
NMIY  RIt | NMIt  RIf  NMIt RIf | NMIf RIf NMIt  RIt | NMIt  RIf  NMIf  RI

Dataset Clustering  Subspace

h(p(w;)) | 0.3649 0.6546 | 0.4789 0.6607 0.5208 0.7281 | 0.4586 0.6331 0.4987 0.6933 | 0.4438 0.6282 0.4996 0.7069

Type t; 03581 0.6378 | 0.4634 0.6439 0.5114 0.7189 | 04704 0.6586 0.5136 0.7196 | 0.4672 0.6524 0.5013 0.7136

CIFAR-10 o(w;) 03715 0.6589 | 0.4737 0.6563 0.5185 0.7211 | 04601 0.6420 0.5033 0.6989 | 0.4821 0.6638 0.5271 0.7394
h(p(w;)) | 04271  0.6764 | 04533  0.6813 0.4737 0.6905 | 0.4249 0.6537 0.4149 0.6662 | 0.4336  0.6691 0.4569 0.6836

Envrionment t; 0.4216  0.6677 | 0.4229 0.6533 0.4496 0.6630 | 0.4336 0.6689 0.4563 0.6781 | 0.4264 0.6596 0.4514 0.6695

o(w;) 0.4320  0.6837 | 0.4507 0.6762 0.4686 0.6834 | 04218 0.6541 0.4432 0.6631 | 0.4586 0.6876 0.4828 0.7096

embeddings based on user-defined interests, creating more accurate proxy word embeddings. This
approach reduces noise compared to CLIPgpr, which suffers from label mismatches. Additionally,
Multi-Sub’s iterative learning process refines these embeddings, optimizing alignment between text
and image representations.

4.2 Ablation study

Different ways of constructing subspace The subspace of the proposed method can be expanded
by different embeddings, i.e., the token embedding of the proxy word ¢(w; ), the text embedding of
the proxy word h(¢(w;)), and the text embedding of the prompt t¥ = h(d(¢})||¢(w;)). These three
kinds of embeddings can also be used to evaluate the clustering results in each case. In addition, we
can use different combinations of learned embeddings (e.g., different concatenations of text and image
embedding) as the final embedding for clustering. The results are shown in Table[3] It can be seen that
using word token embedding usually achieves better results. This is expected since the word proxy
directly reflects the image’s category under the desired concept. The token word embedding subspace
is also aligning well with CLIP’s training method. In contrast, prompt embedding performs the
worst as it introduces noise from user interest, dataset, and reference words, which are unnecessary
for clustering. Additionally, most methods perform better when the same approach is used for
constructing subspace and evaluating clustering results. Combining text and image embeddings
generally enhances performance, capturing user interests from both aspects effectively.

Effect of text encoder Table [ compares the performance of three text encoders—CLIP, ALIGN,
and BLIP—across various datasets. The results indicate that ALIGN generally outperforms CLIP and
BLIP in most tasks. This suggests that ALIGN’s text encoder effectively captures and aligns textual
and visual representations, enhancing clustering performance. ALIGN tends to excel in tasks that
require distinguishing subtle visual differences influenced by textual descriptions, such as emotions
and accessories in the CMUface dataset, and colors in the Fruit360 dataset. CLIP shows a strong
tendency in identity-related tasks and complex object categorization, as evidenced by its performance
in the CMUface identity task and Standford Cars type clustering. BLIP, while competitive, seems to
perform better in categorical distinctions rather than abstract attributes, performing relatively well in
species-related tasks across various datasets. These findings underscore the importance of effective
text embeddings in multi-modal clustering frameworks.

We conducted an additional analysis using the Maximum Mean Discrepancy (MMD) metric to
quantify the differences in the feature spaces generated by different text encoders (i.e., CLIP, ALIGN,
and BLIP) in Table [} The MMD results indicate that although our text prompts are simple, the
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feature spaces generated by different text encoders exhibit significant distributional differences. The
effectiveness of a text encoder can vary depending on the specific clustering task. For example,
ALIGN tends to excel in tasks with more abstract attributes, such as colors and emotions, while CLIP
shows strong performance in identity-related tasks. This variability underscores the importance of
selecting an appropriate text encoder based on the specific application requirements. The difference
between text encoders may come from the different corresponding pre-training tasks and this will be
an interesting future direction.

Table 6: MMD between different text encoders across datasets.

Dataset Clustering | CLIP vs. ALIGN CLIP vs. BLIP ALIGN vs. BLIP
. Color 0.234 0.198 0211
Fruit360 Species 0.189 0.172 0.183
Card Order 0.215 0.202 0219
ar Suits 0.198 0.184 0.192
Emotion 0.276 0.245 0.263
Glass 0.231 0217 0.225
CMUface Identity 0.263 0.249 0.258
Pose 0.245 0.228 0.239
Color 0.238 0223 0231
Stanford Cars Type 0.212 0.198 0.205
Flowers Color 0.257 0.244 0.252
Species 0.248 0.231 0.242
Type 0.193 0.178 0.186
CIFAR-10 g ironment 0.178 0.162 0.174

Visualization To further demonstrate the ef-
fectiveness of Multi-Sub, we visualize the repre-
sentations from CLIP)ye;, CLIPgpt, and Multi-
Sub for color and species clustering tasks (Fig-
ure E]) In species clustering, CLIP,e; shows
clear boundaries using ground truth labels, while
CLIPgpr introduces noise from reference words.
Multi-Sub outperforms both by effectively cap-
turing image features and user interests with
proxy word embeddings. In color clustering,
both CLIPjpe and CLIPgpr focus on species
features, resulting in less distinct clusters. Multi-
Sub excels by clearly distinguishing colors,

(@) Color of CLIPpe; (D) Color of CLIPGpr  (C) Color of Multi-Sub

(d) Species of CLIP,pe; (€) Species of CLIPGpr (f) Species of Multi-Sub

Figure 3: Visualization of feature embeddings and
related labels on Fruit dataset. For the visualization

leveraging user-specific interests for improved
alignment. Overall, Multi-Sub consistently
aligns embeddings with user interests, surpass-
ing CLIP}y; and CLIPgpy, demonstrating its
robust multi-modal subspace proxy learning.

of color, red, green, and yellow points indicate the
color of red, green, and yellow, respectively. For
the visualization of species, red, yellow, and purple
points indicate the species of apple, banana, and
grapes, respectively.

5 Conclusion and Limitations

In conclusion, our study mitigates an important challenge in multiple clustering: effectively identify-
ing desired clustering results based on user interests or application purposes. We introduce Multi-Sub,
a novel approach that integrates user-defined preferences into a customized multi-modal subspace
proxy learning framework. By leveraging the synergy between CLIP and GPT-4, Multi-Sub automati-
cally aligns textual prompts expressing user interests with corresponding visual representations. First,
we observe reference words for user’s interests from large language models. Given the absence of
concrete class names in clustering tasks, our method uses these reference words to learn both text and
vision embeddings tailored to user preferences. Extensive experiments across various visual multiple
clustering tasks demonstrate that Multi-Sub consistently outperforms state-of-the-art techniques.

However, our approach has certain limitations. The reliance on large language models like GPT-4 can
introduce biases inherent in these models, potentially affecting the clustering outcomes. Additionally,
the field of multiple clustering lacks large, diverse datasets, which limits comprehensive evaluation.
Although we have annotated CIFAR-10, more extensive datasets are needed.
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A Appendix

A.1 Further Analysis

Parameters Analysis. To show the sensitivity of the balancing factor \ that is the only hyper-
parameter in our proposed method, the experiments were conducted on CIFAR-10. We varied the
value of A from 0.1 to 1.0 in increments of 0.1 to observe its effect on the model’s performance. As
shown in Fig. 4] we can observe that different values of A can work with our method and the optimal
performance for “Type” & “Environment” clustering is achieved when X is set to 0.5. When A is too
low, the model focuses too much on maximizing the distances between different clusters, which can
lead to less cohesive clusters. Conversely, when A is too high, the model emphasizes compactness
within clusters at the expense of inter-cluster separation, leading to less distinct clusters. Therefore,
we set A to be 0.5 for all datasets, which confirms the robustness of our method.

0.75 [ —e— NMI (Type)
-~ RI(Type) s o

—=— NMI (Environment) gpots -
-®- RI(Environment) ~ ___-=-"" ___ =—___ == -
2 I TS A SR St O
0.70 - _a B S o
T ol RS Ao
Petae I e T TS e
[ a8 Pt ~a-
T
0.65 w7

0.60

Score

0.55

0.50 | /./\\
045y ’//\/__<

0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Balancing Factor A

Figure 4: Sensitivity analysis of balancing factor A on CIFAR-10 dataset.

Model Adaptability. To evaluate how Multi-Sub adapts to new user demands not originally
provided in the ground-truth of the dataset, we conducted an additional experiment using the Fruit
dataset. Specifically, we introduced a new demand based on the shape of the fruits, with the prompt
set as “fruit with the shape of *”. We categorized the fruits into two shapes, that is, round and
elongated. Although this specific demand may not be common in practical applications, it serves as
an exploratory experiment to test the adaptability of our method.

The results in Table[/|demonstrate that Multi-Sub successfully adapted to the new user demand of
shape. The model learned to align the textual descriptions of shapes with the visual features, resulting
in a clustering under the new subspace of shape.

Table 7: Clustering performance based on shape demand on the Fruit dataset.

Method NMI RI

MSC 0.553 0.762
MCV 0.586 0.787
ENRC 0.603 0.825
iMClusts 0.629 0.821
AugDMC 0.643 0.844
Multi-MaP 0.717 0.875

Multi-Sub (ours) 0.752 0.891
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims in the abstract and introduction are supported by detailed
descriptions, empirical evaluations, and theoretical analysis provided in the body of the
paper (Sections 1, 3, and 4).

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper discusses the limitation in Section 5, addressing potential biases
from large language models.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper specifies the datasets used, the training and testing details, the
hyperparameters, and the evaluation metrics in Section 4, ensuring that the experiments can
be reproduced.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The data and code are public.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https !
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper provides comprehensive details on the training and testing setups,
including data splits, hyperparameters, and optimizer settings in Section 4.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Since some baselines involve randomness using k-means, the paper did 95%
significance test using 10 repeated results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper provides details on the computational resources used, including the
type of GPUs and the total amount of compute required for the experiments, as mentioned
in Section 4.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research adheres to the NeurIPS Code of Ethics, ensuring transparency,
reproducibility, and consideration of ethical implications throughout the study.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses the potential positive impacts of improving clustering
techniques for various applications and mentions possible negative impacts such as biases
introduced by large language models in Section 5.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not involve the release of data or models that have a high risk
for misuse.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The paper properly credits the creators of the datasets and models used, and
mentions the licenses and terms of use, as detailed in Section 4.

Guidelines:
* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

82723 https://doi.org/10.52202/079017-2629



* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The new datasets and code introduced in the paper are well documented.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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paperswithcode.com/datasets

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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