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Abstract

Equivariant neural networks have been widely used in a variety of applications due
to their ability to generalize well in tasks where the underlying data symmetries
are known. Despite their successes, such networks can be difficult to optimize
and require careful hyperparameter tuning to train successfully. In this work,
we propose a novel framework for improving the optimization of such models by
relaxing the hard equivariance constraint during training: We relax the equivariance
constraint of the network’s intermediate layers by introducing an additional non-
equivariant term that we progressively constrain until we arrive at an equivariant
solution. By controlling the magnitude of the activation of the additional relaxation
term, we allow the model to optimize over a larger hypothesis space containing
approximate equivariant networks and converge back to an equivariant solution
at the end of training. We provide experimental results on different state-of-the-
art network architectures, demonstrating how this training framework can result
in equivariant models with improved generalization performance. Our code is
available at https://github.com/StefanosPert/Equivariant_Optimization_CR

1 Introduction

The explicit incorporation of task-specific symmetry in the design and implementation of effective
and parameter-efficient neural network (NN) models has matured into a rational and attractive NN
design meta-formalism in recent years—that of group equivariant convolutional neural networks
(GCNNEs) (Cohen & Welling, 2016; Ravanbakhsh et al., [2017; [Esteves et al.| [2018}; [Kondor & Trivedil
2018} |Cohen et al., [2019; Maron et al., 2019; Weiler & Cesal 2019; [Bekkers, 20205 [Villar et al., 20215
Xu et al., [2022} |Pearce-Crump, [2023)). GCNNs involve using the machinery of group and representa-
tion theory to compose layers that are equivariant to transformations of the input. Such networks,
with hard-coded symmetry, have proven to be successful across a wide variety of tasks, while often
affording significant data efficiency. Such tasks/domains include: RNA structure (Townshend et al.,
2021)), protein structure (Baek et al.,|2021; Jumper et al.l 2021)), molecule generation (Satorras et al.,
2021)), medical imaging (Winkels & Cohen} 2019)), natural language processing (Gordon et al., [2020;
Petrache & Trivedil 2024), computer vision (Chatzipantazis et al., [2023), robotics (Zhu et al.} [2022;
Ordofiez-Apraez et al} |2024)), density functional theory (Gong et al., [2023)), particle physics (Bo-
catskiy et all, 2020), lattice gauge theories (Boyda et al., 2021) amongst many others. GCNNs
now have also matured enough to have a well-developed theory. This includes both prescriptive (or
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architectural) theory and descriptive analysis. In general, GCNNs particularly stand out in domains
with data scarcity, or with a high degree of symmetry (Kufel et al., 2023;|Boyda et al.,|2021)), or in the
physical sciences where respecting explicit symmetries could be dictated by physical laws, violating
which could lead to physically implausible predictions.

Despite the successes of group equivariant models, there are several outstanding challenges that
don’t yet have general satisfactory solutions. We discuss two that have attracted recent attention.
The first challenge—the primary motivation of our paper—has to do with the common observation
that equivariant networks can be difficult to train (Wang et al., 2024} [Kondor et al., 2018}, Liao &
Smid{, |2023). The reasons for this general difficulty are not well-understood, but it seems to occur in
part because the training dynamics of such networks can be notably different from non-equivariant
architectures. For instance, if a GCNN operates entirely in Fourier space (Bogatskiy et al., 2020
Kondor et al., 2018}, [Xu et al.l |2022), most of the usual intuition about training NN models does
not apply. Further, depending on the level of equivariance error tolerance for a task, the internal
layers could be computationally intensive, and involve e.g. higher-order tensor products. Notably, the
above difficulty arises even when the model is correctly specified i.e. the model and the data encode
the same symmetry. The second challenge with GCNNS, has to do with the downsides of working
with exact equivariance when the data itself might have some (possibly) relaxed symmetry. This
has recently led to a spurt of work on developing more flexible networks that can vary the amount
of equivariance depending on the task (Finzi et al.||2021; [Romero & Lohit, 2022 |van der Ouderaa
etall,2022; |Wang et al., 2022; |Huang et al.| 2023} |Petrache & Trivedi, 2023). Such models generally
improve accuracy and will sometimes also simplify the optimization process as a side-effect. Broadly,
proposed solutions involve adding additional regularization terms that penalize for relaxation errors,
solving for the problem of model mis-specification (Petrache & Trivedil 2023).

However, even though there is now work on relaxe equivariant networks that addresses model mis-
specification, existing works don’t focus on improving the optimization process directly. In this paper,
we take a step towards examining this question in more detail. We make the case that even if we assume
that the model is correctly specified, relaxing the equivariance constraint during optimization and
then projecting back to the equivariant space can itself help in improving performance. We conjecture
that a prime reason for the optimization difficulty of GCNNs, as compared to non-equivariant models,
is that their solution-space might be too severely constrained. We derive regularization terms that
encourage each layer to operate in a larger hypothesis space during training—than being constrained
to only be in the intertwiner space—while encouraging equivariant solutions. After the optimization
is complete, we project the solution back onto the space of equivariant solutions. The approach can
also be adapted to better optimize approximately equivariant networks in a similar manner. The focus
of our work thus distinguishes it from works on relaxed equivariance—we are not concerned with
mis-specification, but rather with isolating the optimization process itself.

Below we summarize the main contributions of our work:

* We present a novel training framework that can improve the performance of equivariant
neural networks by relaxing the equivariance constraint during training and projecting back
to the space of equivariant models during testing (as shown in Figure[T).

* We present a formulation that extends existing equivariant neural network architectures to
be approximately equivariant. We show how training on the relaxed network can improve
the performance of its equivariant subnetwork.

* We provide experimental evidence showcasing how our framework improves the perfor-
mance of existing state-of-the-art equivariant architectures.

2 Related Work

There is little prior work on providing general procedures for improving the optimization process for
equivariant neural networks directly. Elesedy & Zaidi (2021) sketched a projected gradient method to
construct equivariant networks and suggested a regularization scheme that could be used to implement
approximate equivariance. However, this was proposed as an aside in the paper (sections 7.2 and
7.3), without empirical or theoretical backing. Our work also involves a projected gradient procedure.
However, the regularization scheme that we propose is substantially different.

We use “relaxed” to encompass notions of partial and approximate equivariance (Petrache & Trivedil 2023).
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Work on approximate and partial equivariance (Finzi et al.l2021; Romero & Lohit, 2022 ivan der|
Ouderaa et all,|2022; /Wang et al.| 2022} |[Huang et al., |2023}; |Petrache & Trivedi, [2023; |Wang et al.,
2023) seems superficially related to ours, but comes with a different motivation. Such methods aim
to match data symmetry with model symmetry and are not explicitly concerned with improving
optimization. As a result, they are designed to address tasks with either inherent relaxed symmetries or
tasks where the underlying relaxed symmetry is misspecified. Contrary to that, our method focuses on
cases where the underlying symmetry is known exactly, and the relaxation of the equivariant constraint
is used only during training as a way to improve the optimization. The works of |Finzi et al.| (2021));
van der Ouderaa et al.|(2022); |Gruver et al.|(2023)); |Otto et al.| (2024); Petrache & Trivedi| (2023) are
nonetheless relevant since they provide methods for measuring relaxed equivariance, comprising of
regularization schemes that are related to those used in our paper, since we also need measures of
relaxation. In fact, the work of |Gruver et al.|(2023) directly inspires one component of our method.
On the theoretical side, |Petrache & Trivedi|(2023) studied generalization-approximation tradeoffs in
approximately/fully equivariant CNNs in a very general setting, characterizing the effect of model
mis-specification on performance. They quantify equivariance as improving the generalization error,
and the alignment of data and model symmetries as improving the approximation error. They leave
the impact of improving the optimization error for future work. While we do not provide theoretical
results, our work could be seen as focusing on optimization error component of the classical pictureﬂ

Maile et al.| (2023)) proposed what they call an equivariance relaxation morphism, which reparamter-
izes an equivariant layer to operate with equivariance constraints on a subgroup, but with the goal of
architecture search. |[Flinth & Ohlsson|(2023)) provide an analysis of the optimization dynamics of
equivariant models and compare them to non-equivariant models fed with augmented data. However,
they don’t use the analysis to provide insights on improving the optimization procedure itself.

Several researchers have recently tried to circumvent optimization difficulties in other ways. For
instance, Mondal et al.|(2023) suggests using equivariance-promoting canonicalization functions on
top of large pre-trained models. The work of |Basu et al.|(2023b) operates with a similar motivation
but without canonicalization. Yet another representative of work with a fine-tuning motivation, but
in a different context is (Basu et al.,|2023a)). Finally, simplifying equivariant networks with heavy
equivariant layers and improving their scalability is an active area of work and is related to easing
optimization. Such works usually employ tools from representation theory, tensor algebra, or exploit
sampling theorems over compact groups and their homogeneous spaces, such as|Passaro & Zitnick
(2023)); ILuo et al.| (2024);|Cobb et al.|(2021); Ocampo et al.|(2023).

3 Method

To introduce our proposed optimization framework, we first clearly define the equivariant constraint
that the models we aim to train must satisfy. Assume a function f : R” — R and a group GE]
acting on the input and output spaces via the general linear representations p;, : G — GL(R"),
Pout : G — GL(R™). Then the function is said to be equivariant to the action of group G if for all
g € G it satisfies the following constraint:

f(pin(g)z) = pout(g)f(x)v forall z € R" (D

Assuming we use a neural network to approximate the function above, the definition of equivariance
as stated doesn’t impose specific constraints on the individual layers of the network. Nevertheless,
most of the current state-of-the-art equivariant architectures are a composition of simpler layers
each one of which is constrained to be equivariant. In this case, the overall model is the result of a
composition f = fyo fy_10... fyo f1 of simpler equivariant layers f; : V; — V; 1, where V, V11
are the input and output spaces on which the group G acts with the corresponding representations
PV;s PViy, (assuming V3 = R", Viy = R™ are the input and output spaces respectively).

In this work we focus on a family of models as described above—that are defined through a compo-
sition of simpler equivariant linear layers. During standard training the linear layers are optimized
over the set of intertwiners Hj, i.e. the set of linear maps between the representations (V;, py; ) and
(Vig1, pv;,, ) that have the equivariance property as stated in Equation |1} The set of intertwiners is
only a subset of the set of all possible linear maps from V; to V; 1, and as a result, they have a reduced

3Characterizing model performance as generalization error 4 approximation error + optimization error
*We assume henceforth that we are always dealing with Matrix Lie groups.
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Figure 1: Standard training of equivariant NN is constrained to a limited parameter space which
can result in a challenging training process. We propose to relax these equivariant constraints during
training, allowing optimization over a broader space of approximately equivariant models. During
testing, we project the trained model back to the constrained space—arriving at an equivariant model
with enhanced performance compared to equivalent models trained with the standard process.

number of free parameters. We propose to facilitate training over this constrained space by relaxing
the constraint imposed on the intermediate layers and optimizing over a larger hypothesis space H
which is a superset of the set of equivariant models H C H. A trivial approach is to completely
relax the constraint and solely optimize over the larger set containing all models. The problem with
such an approach is that it completely abandons the concept of equivariance and all the attendant
generalization benefits. Consequently, to expand the hypothesis space while keeping the benefits of
equivariant models, we need a relaxation such that:

* Given a non-equivariant model f € H, we can efficiently return to an equivariant one
feH.

* The relaxed model has a small equivariance error Poe = Eyp(a) [ llPout(9)f(2) —

f(pin(g)x)||dg. This implies that although we extend the space of models we optimize over,
we do not diverge too far away from the space of equivariant solutions.

» After we project back to the equivariant space, the error of the projection P,. =
Eimp() [ f(z) — f(2)]|] is also small. This ensures that while we optimize the less
constrained model, we can return to the equivariant one without sacrificing the overall
performance.

The first objective can be satisfied by defining an intermediate layer of the form:
f(x) = folz) +0Wz, 6>0and f. € H W e RIVeut!xVinl )

where H is the set containing all possible equivariant solutions. Here it is easy to see that we can
return to an equivariant model by setting § = 0, which we refer to as projection to the equivariant
space. The formulation of the linear layer above is similar to the one used in the Residual Pathway
Priors (RPP) [2021). Note that in RPP, the value of 6 remains constant and acts as a prior
on the level of equivariance we expect from a given task and dataset. Contrasted to that, in this work
we aim to control the value of 6 in order to actively change the level of equivariance during training
and project back to the equivariance space during inference.

For the second objective, we need to utilize a metric that measures the relative distance of the model
from the space of equivariant models H. It was observed by |Gruver et al.|(2023)) that an easy way
to measure how much a model satisfies the equivariant constraints is by using the norm of the Lie
derivative. We present details in the next section.
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3.1 Lie Derivative Regularization Term

Assume we are given a matrix Lie group G acting on a vector space V' through its representation
p: G — GL(V). For the given group there exists a corresponding Lie algebra g with the property
that for A € g, e* € G. Additionally, there exists a corresponding Lie algebra representation
dp = g — gl(V) such that p(et4) = edr(A)t,

If we take the derivative of the action of a group element ¢4 € G at t = 0 we get the Lie derivative:

d d

el tA _
p pe™)

dp(A)t _ A
il dp(A) (3)

t=0

t=0
Assume that the following group representation act on the vector space of functions as:

pin—out(g)[f] = pout(g)71 o (fopn(g)) “

As observed by |Gruver et al.| (2023) the lie derivative of the above action is zero for all equivariant
functions f, since for all g € G the action pin—out(g)[f] = f is the identity map. As a consequence,
we can use the norm of the Lie derivative as a metric to compute how much a function f deviates
from the equivariant constraint of Equation I} For the linear relaxation term Wz that we introduced
in Equation 2] we have that the Lie derivative can be computed in a straightforward manner as:

d — At At d dpont (AVirir dpin (At
= — P t(e )Wpin(e ) = — e Pout We Pin
dt ou dt|,_,

= _dpout (A)W + dein (A)

La(W)
=0

As a result, we can measure the degree that a linear layer satisfies the equivariant constraint at a point
z, by computing the norm of the Lie derivative at that point for each one of the generators of the
group. For example in the case where G is the group of 3D rotations (G = SO(3)), we can compute
the Lie derivative for each generator:

00 0 0 0 1 0 -1 0
Jm:<0 0 —1>,Jy:<0 0 0>,JZ:<1 0 0)
01 0 -1 0 0 0 0 0

During training, given an input distribution p(x), we compute, for each linear layer Wz, the Lie
derivative regularization term:

Lia(W) =Baepw) | Y 1La(W)a]
AE{Ji}

Although the above regularization applies when the symmetry group we are considering is a matrix
Lie Group, as we show in the experiments of Section[4.4} we can also define a similar regularizer for
the case of discrete finite groups. In such a case, for a given linear layer with weights 1 and input
x, we compute the sum of the norms of the difference L, (W)x = (p(g;)W — Wp(g;)) = for all
generators g; of the discrete finite group under consideration.

As discussed in[Otto et al.| (2024) and shown in Figure[3(a)] the inclusion of the above regularization
terms encourages equivariant solutions and prevents the model from diverging away from the space
of equivariant models. Moreover, Figure [2] shows how the inclusion of this regularization helps the
overall training and results in a performance improvement of the final trained model.

3.2 Reducing the Projection Error

While we optimize over a larger hypothesis space, we always aim to return to an equivariant model
after the end of training. Using the parametrization in Eq. [2|we can always do that by setting 6 to be
equal to zero. Although after the projection the resulting model is guaranteed to be equivariant, it
might be far from the original relaxed version, meaning it might have a large projection error P,.
Specifically, for an individual relaxed layer the projection error is:

Ppe = Epnp(o) [I1f(2) = F@)I]] = Banp(o) [l fe(@) + 0Wa — fe()]]
= Eap(a) [[10W]]
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As aresult, to ensure that P, remains low we introduce a second regularization term on the norm
[|[Wz||. Additionally, to reduce the contribution of # on the projection error, we propose to schedule
its value by slowly decreasing it during the last phase of training. Specifically, we apply a cyclic
scheduling where given N total number of epochs, the value of 6 at epoch i is:

o = ifi < Ng/2
C|2- % ifi> Np/2

In Figure 2| we show how both the additional regularization term on the norm of the activation ||[IWz||,
and the scheduling of 6, affect the performance of our framework.

3.3 Training Objective

Overall, given a task with a corresponding loss Ly,sx and a data distribution D, our framework
optimizes over the following training objective:

L= E(xy ~D Etabk(f regz (Hsz 1 || + Z ||£A f’L 1( )>‘| (5)

AcJ;

where W; is the weight matrix of the i*® additive unconstrained linear layer and f;_; () is the output
of the (i — 1)*® layer (with f; corresponding to the input).

During training, we control the amplitude of the additive relaxation term by scheduling 6 as described
in Section[3.2] During inference, we evaluate only on the equivariant part of the model by setting
6 = 0. Thus as shown in Figure |1} after the end of training, the resulting model has the same
parameter count and model architecture as the baseline model without any additional additive layers.

3.4 Relaxing the constraints of different equivariant architectures

In this section, we consider a selection of different equivariant architectures, and use them to illustrate
how we could apply our proposed optimization framework:

Vector Neurons (Deng et al.,2021) In Vector Neurons, the primary linear layer processes features of
the form X € RN*3_ Tt achieves equivariance by applying a left multiplication with a weight matrix
f(X) = WX. This operation mixes only the rows of the input feature matrix and as a result when
the input features rotate by R, the output also rotates since f(XR) = WXR = f(X)R

To apply our proposed relaxation we add a linear layer that allows the mixing of all the elements
of the input feature matrix. We can achieve this by unrolling the feature matrix into a vector of
dimension (nm) and then after applying an unconstrainted linear layer, roll it back to a feature matrix.
So the overall relaxed layer has the form:

f(X) = WX + Buvec [Wvec(z)]
where vec, uvec are the corresponding unrolling and rolling operations.

SEGNN (Brandstetter et al., 2021) and Equiformer (Liao & Smidt, 2023): The intermediate
representation of both SEGNN and Equiformer are steerable vector spaces that transform according
to a representation of SO(3). In particular, both models process a collection of type [ tensors that

transform according to the Wigner-D matrices D) (g) of the corresponding type I. The interaction
between tensors of different types can be done using the Clebsch Gordan (CG) tensor product which
is a bilinear operator that combines two input vectors x'1, 22 of types [; and I, and returns a tensor
(zr @ 2!2)! of type [ as follows:

L cm) 11),.(I2
(l‘ ®$ Z Z (l1,m1)(2, mz) Snl) Snz)

mi =—l1 I’YL2=—12

where xgyll), ngfz) are the mi", mi® elements of tensors 2!, z(!2) and C’(l1 1) (ln,my) Ar€ the

corresponding CG coefficients. In this operation, the CG coefficients restrict the possible interaction
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between elements of different types of vectors. We relax the equivariant constraint by adding
an unconstrained linear layer that can mix the elements from all the tensors used as intermediate
representations, independent of their type. In Equiformer we add such a linear layer in the feed-
forward network of the transformer block. Similarly in SEGNN, we add it to the layer that receives
the aggregated messages from all the neighbors of a node and updates the node features.

Approximately Equivariant Steerable Convolutions (Wang et al., [2022): In this work, the
authors designed approximate equivariant steerable convolutional layers. We apply our method by
incorporating an additional unconstrained convolutional kernel. Since this task contains discrete
symmetry groups, namely discrete rotations and scalings, we replace the Lie derivative regularizer
with the corresponding one for discrete groups, described in Section 3.1}

4 Experiments

4.1 Equivariant Point Cloud Classification

We first evaluate our optimization framework by training different networks on the task of point cloud
classification. We use the equivariant variants of PointNet (Qi et al.,[2016) and DGCNN (Wang et al.,
2019) which were proposed by Deng et al.| (2021). We train on the ModelNet40 dataset (Chang et al.|
2015])), which contains 12311 point clouds from 40 different classes. We compare with the standard
training of these networks using the same hyperparameter configuration as employed in Deng et al.
(2021). During both training and testing, we sub-sample the input point clouds to 300 points.

To apply our method we relax the Vector Neurons linear layer by following the methodology described
in Section For both networks we set the regularization term A,y = 0.01, which is a value
we use in all of the following experiments. We provide a more detailed description of the training
parameters in Appendix [A.T] Furthermore, in Appendix [A.2] we describe the process of choosing
the hyperparameter \,., and show the method’s robustness to its value. Figure [2| showcases how
applying our proposed framework benefits the training of both networks. Specifically, for the case
of the smaller and less performant PointNet, we can see an even larger performance increase over
the baseline. These results show how the performance benefits of our optimization framework
increase in smaller under-parametrized networks, an effect we investigate further in Section 4.2
In Appendix [A.3] we provide additional details on the computational and memory overhead of our
proposed optimization, showcasing that while additional parameters are introduced during training
the overhead in the training time is limited.

Ablations on the regularization terms and ¢ scheduling: In addition to the training curves of our
method and of the baseline, Figure |2| shows the accuracy of our proposed optimization procedure
when we remove some of the proposed regularization terms or the scheduling of . We observe that
without any regularization both models diverge from the space of equivariant solutions. As a result,
during inference when 6 = 0 their projection error P,. becomes larger, resulting in a significant
drop in test accuracy. Similarly, without the Lie derivative regularizer, the final test accuracy of both
network variants drops. In such cases, Wz is unconstrained and can learn to extract non-equivariant
features that the equivariant part f, is not able to learn in any stage of the training. This effect can
also be observed in figure [3(a)] showing the total Lie derivative of the network when it is trained with
and without the lie derivative regularization term. Not including the Lie derivative regularization
allows the network, especially in the beginning of training, to optimize over solutions with large
equivariance error. Finally, for both networks, we observe that 6 scheduling, as described in Section
can benefit training compared to fixing 6 to a constant low value. In Appendix we provide
additional results showcasing how contrary to our method a model with a constant 6 (without 0
scheduling) has a significant drop in performance after it is projected into the equivariant space.

4.2 Scaling on Different Model and Dataset Sizes

To better understand how the model and dataset sizes affect our proposed optimization framework,
we train models of variable depth on different numbers of training samples. As a baseline model we
use the Steerable E(3) GNN (SEGNN) (Brandstetter et al.,[2021) and we train it on the task of Nbody
particle simulation (Kipf et al., 2018). This task consists of predicting the position of 5 electrically
charged particles after 1000 time steps when given as input their initial positions, velocities, and
charges.
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Equivariant Projected VN-PointNet Equivariant projected VN-DGCNN
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Figure 2: Test accuracy on ModelNet40 classification, during training of equivariant PointNet and
DGCNN using a baseline training process and different versions of our method. The accuracy is
computed for the equivariant models, i.e. for the models after they are projected in the equivariant
space.

Equivariant Error during Training
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Figure 3: (a) Norm of the total Lie derivative of the relaxed PointNet model trained with and without
the Lie derivative regularization term. For the computation of the Lie derivative we use the method
proposed in|Gruver et al.|(2023)). (b) Value of the Lie derivative regularization term for each individual
layer of the relaxed PointNet model while we train using our framework and with Lie derivative
regularization weight set to A;cg = 0.01

Figure [A(a) shows the mean average test error achieved by networks of different sizes, both when
trained with a standard optimization, and when trained with our proposed framework. We can observe
that for all sizes our method achieves better generalizations. The gap between our method and the
baseline becomes greater in the cases of smaller networks, a phenomenon that we also observed in the
point cloud classification experiments in Section[d.1] Thus, our framework, by relaxing the constraint
and introducing additional degrees of freedom, can help the overall optimization, especially in models
with a limited number of parameters. Additionally, figure A(b)] shows that when we fix the model
size and increase the dataset size our method is able to scale better than the baseline. In both cases,
we can observe that the training of the baseline has a much larger variance and is highly dependent
on the random initialization of the layers. On the contrary, our method results in a more consistent
training with a smaller variance between the random trials.

4.3 Molecular Dynamics Simulation

To evaluate our framework in a challenging task using a complex network architecture, we train
Equiformer (Liao & Smidt, 2023)) on the task of molecular dynamics simulations for a set of molecules
provided as part of the MD17 dataset (Chmiela et al.l 2017). The goal of this task is to predict the
energy and forces from different configurations of a pre-specified molecule. Following |Liao & Smidt
(2023)), for each molecule we use only 950 different configurations for training which significantly
increases the task difficulty. For all training runs we use the same value of A,y = 0.01 as in the
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Nbody System Error (vs Model Size) Nbody System Error (vs Dataset Size)
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Figure 4: Mean Average Error on the Nbody particle simulation for (a) different model sizes, (b):
different dataset sizes.

previous experiments and for the rest of the hyperparameters, we use the same configuration as the
one proposed in|Liao & Smidt (2023). In Table[I] we show that the mean absolute error of energy
and force prediction achieved by Equiformer, both when it is trained using standard training, and
when it is trained with our proposed optimization framework. Without any additional hyperparameter
tuning, our framework is able to provide improvements on the performance of Equiformer even for
this challenging data-scarce task.

Table 1: MAE of Equiformer trained with and without our optimization framework on a set of
molecules from the MD17 dataset. The energy is reported in meV and the force in meV/A units

Aspirin Benzene Ethanol Salicylic acid
Methods Energy Forces Energy Forces Energy Forces Energy Forces
Equiformer 53 7.2 2.2 6.6 2.2 3.1 4.5 4.1
Equiformer+Ours 5.2 7.1 2.2 6.6 2.0 2.9 4.1 4.1

4.4 Optimizing Approximately Equivariant Networks

Finally, we show how our framework can be beneficial, not only for the optimization of exactly
equivariant networks, but also for approximate equivariant ones. We apply our method on top of the
approximate equivariant steerable CNNs proposed in|Wang et al.[(2022). Although these models are
not projected back to the equivariant space, they are still regularized to stay within solutions with
small equivariant error. The main difference with our framework is that in the approximate equivariant
setting, the equivariant relaxation remains the same throughout training. On the contrary, we propose
to progressively constrain the model by modulating the value of the unconstrained term by slowly
decreasing the value of 6 from Equation 2| As a result by applying our optimization framework
on top of the standard training of the approximate equivariant kernels, we test how progressively
introducing additional constraints throughout training can help the performance of the network.

We evaluate our method on the task of 2D smoke flow prediction described in[Wang et al.| (2022)). The
inputs of the model are sequences of successive 64 x 64 crops of a smoke simulation generated by
PhiFlow (Holl et al., 2020). The desired output is a prediction of the velocity field for the next time
step. We evaluate in two different settings: the "Future" setting where we evaluate on the same part of
the simulation but we predict future time steps not included in the training, and the "Domain" setting
where we evaluate on the same time steps as in training but in different spatial locations. The data
are collected from simulations with different inflow positions and buoyant forces. For the rotational
symmetry case, while the direction of the inflow and of the buoyant force is symmetric to 90° degrees
rotations (C, symmetry group), the buoyancy factor changes for the different directions making the
task not symmetric. For the scaling symmetry, the simulations are generated with different spatial
and temporal steps, with the buoyant factor changing across scales.
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Table 2: RMSE error on the synthetic smoke plume dataset with approximate rotational and scale
symmetries. In the "Future" evaluation we train and evaluate the models in the same simulation
location but we test for later time steps in the simulation from the ones used in training. In the
"Domain" evaluation we train and evaluate the models on the same timesteps but on different spatial
locations in the simulation.

Model MLP Conv Equiv Rpp Lift RSteer RSteer+Ours
Future | 1.38+0.06 1.21+0.01 1.05+£0.06 0.96+0.10 0.82+0.08 0.80£0.00 | 0.79 £0.01
Domain | 1.34 £0.03 1.10+0.05 0.76+0.02 0.83+0.01 0.68+0.09 0.67+0.01 | 0.58 4 0.00
Future | 240+0.02 0.83+0.01 0.75+0.03 0.81+£0.09 0.854+0.01 0.70+0.01 | 0.62 £ 0.02
Domain | 1.81 £0.18 0.954+0.02 0.87+0.02 0.86+0.05 0.77+0.02 0.73+0.01 | 0.67 £ 0.01

Rotation

Scale

In addition to the approximate equivariant steerable CNNs (RSteer), we compare with a simple MLP,
with a non-equivariant convolutional network (ConvNet), as well as with an equivariant convolutional
network (Equiv) (Weiler & Cesal [2019) and with two additional approximate equivariant networks
RPP (Finzi et al.| 2021) and LIFT (Wang et al.| [2021) that are trained using a standard training
procedure. In Table 2] we see that by applying our optimization framework the resulting approximate
equivariant model outperforms all other baselines in both cases of approximate rotational and scale
symmetry. These results indicate that starting from an unconstrained model and progressively
increasing the applied constraints can benefit optimization even in the case where at the end of
training we stay in the space of approximate equivariant models and do not project back to the
equivariant space.

5 Conclusion

In this work, we focus on the optimization of equivariant NNs. We proposed a framework for
improving the overall optimization of such networks by relaxing the equivariance constraint and
optimizing over a larger space of approximately equivariant models. We showcase the importance of
utilizing regularization during training to ensure that the relaxed models stay close to the space of
equivariant solutions. After training, we project back to the equivariant space arriving at a model
that respects the data symmetries, while retaining its high performance on the task. We evaluate our
proposed framework and its individual components over a variety of different equivariant network
architectures and training tasks, and we report that it can consistently provide performance benefits
over the standard training procedure. A theoretical analysis of our approach, possibly with appeal to
empirical process theory (Pollard, [1990) to control the optimization error, is left for future work.
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A Appendix/ Supplemental Material

A.1 Training Details

In this section, we provide additional details for the application of our framework in the experiments
presented in this work. We fix the weight of the regularization term to be A.., = 0.01 for all the
experiments. We arrive that the above value for the hyperparameter A4 by performing grid-search
using cross validation, as described in more detail in Section [A.2] Additionally, except on the
corresponding ablation study, we use the scheduling of the value of 6 as described in Section[3.2] The
variance reported is over 5 random trials of the same experiment with different seeds. We run all the
experiments on NVIDIA A40 GPUs. For the model-specific training details:

* Point Cloud Classification: We use as baselines the VN-PointNet and VN-DGCNN network
architectures described in the work of |Deng et al.| (2021)). For the relaxed version of VN-
PoitNet we train for 250 epochs using the Adam optimizer (Kingma & Ba, [2015), with an
initial learning rate of 1073, that we decrease every 20 epochs by a factor of 0.7, and weight
decay equal to 10~%. For the relaxed version of VN-DGCNN we train for 250 epochs using
stochastic gradient descent, with an initial learning rate of 103, that we decrease using
cosine annealing, and weight decay equal to 10~*. The batch size used was 32.

* Nbody particle simulation: We train the relaxed version of SEGNN (Brandstetter et al.,
2021)) for 1000 epochs using Adam optimizer (Kingma & Ba,|2015) with a learning rate of
5+ 1074, a weight decay of 10~'2 and batch size of 100. We report the test MAE for the
model at the training epoch that achieved the minimum validation error.

* Molecular Dynamics Simulation: We train the relaxed version of Equiformer (Liao &
Smidi, 2023) for 1500 epochs using AdamW optimizer (Loshchilov & Hutter, [2019) with
an initial learning rate of 1072, that we decrease using cosine annealing, and with weight
decay equal to 1076, The batch size used was 8. We use the network variant with max
representation type set to Lyax = 2

* Approximately Equivariant Steerable Convolution: We train the approximately equiv-
ariant steerable convolution proposed in|Wang et al.| (2022)) after we apply our additional
relaxation. We modify the same architecture used in the original work which contains 5
layers of approximate equivariant steerable convolutions. We train for 1000 epochs using
the Adam optimizer (Kingma & Ba|[2015). We use an initial learning rate of 10~4, that we
decrease at each epoch by 0.95. We perform early stopping, where the stopping criterion is
that the mean validation score of the last 5 epochs exceeds the mean validation score of the
previous 5 epochs.

A.2 Choice of Hyperparameters

In all the experiments, apart from the weight A,..4 of the proposed regularization term, we use the
same hyperparameters as the ones used by the baseline methods we compare with. For the choice of
Areg We perform hyperparameter grid search using cross-validation with an 80%-20% split of the
original training set of ModeINet40 into training and validation. Figure [ showcases the performance
of a VN-Pointnet model trained with our method on the 80% training split and evaluated on the 20%
validation split for different values of \,..4. We observed that the best value of A, is relatively
robust across tasks, so we performed an extensive hyperparameter search for the task of point cloud
classification, and we used the found value \,., = 0.01 across all other tasks.

A.3 Computational and Memory Overhead of proposed method

The computational overhead introduced by our method only affects the training process. During
inference, after the projection to the equivariant space, the retrieved model has the same architecture
as the corresponding base model to which we apply our method on, thus it also has the same
computational and memory requirements. In Table [3] we show the cost of our method, in terms of
training time and number of additional parameters. While our proposed method introduces additional
parameters during training, due to the parallel nature of the unconstrained non-equivariant term, the
overhead in training time can be limited given enough memory resources. As a result, while the
additional parameters are approximately three times the parameters of the base model the increase in
the training time is below 10% of the base training time.
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Figure 5: ModelNet40 classification accuracy on the validation set using our proposed method with
different values of A,.,. The base model used was the VN-PointNet. The model was trained on a
split of the training set containing 80% of the training data. The other 20% of the data were held out
as the validation set used to evaluate the model.

Table 3: Additional Number of parameters and Computational Overhead introduced by the proposed

method
Model Number of Parameters | Additional Parameters | Time per Epoch | Time per Epoch
(Base Model) (Ours) (Base Model) (Ours)
VN-PointNet 1.9M 6.4M 75s 80s
VN-DGCNN 1.8M 6.2M 148s 154s
Equiformer 3.4M 10M 52s 57s

A.4 Ablation on 6 Scheduling and Equivariant projection

During the later stages of training our proposed 6 scheduling slowly decreases the level of relaxation
of the equivariant constraint, bringing the model closer to the equivariant space. This process allows
the model to smoothly transition from the relaxed equivariant case to the exact equivariant one. In
Figure[6]we show a comparison of the performance of a model trained with our proposed 6 scheduling
and a model trained with a constant 6 before and after it is projected to the equivariant space. While
the performance of the relaxed equivariant model with constant 6 is close to the performance achieved
by our method, we can observe a sudden drop in performance once it is projected back to the
equivariant space. On the other hand, our proposed scheduling of § allows the model to return to the
equivariant space by the end of training without showcasing such a significant performance drop.

Classification VN-PointNet
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s o o
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Figure 6: Comparison of the performance on ModelNet40 classification (300 points), for a model
trained with our method and a model trained with a constant value of 6, for which the level of
equivariant error is controlled only by the regularization term. For the latter method we show results
both before and after the projection to the equivariant space.
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A.5 Additional comparison with Methods using Equivariant Adaptation/Fine Tuning

As described in Section[2] while our work focuses on improving the optimization of equivariant net-
works, the works of Mondal et al.| (2023) (Equiv-Adapt) and Basu et al.|(2023b)) (Equi-Tuning) focus
on circumventing the need of optimizing equivariant network by performing equivariant adaptation or
fine tunining of non-equivariant models. Since such methods have a different focus, mainly utilizing
already pre-trained non-equivariant models to solve equivariant tasks, a straightforward comparison
can be challenging. Nevertheless, in Table 4| we provide a comparison with our proposed method on
the task of sparse point cloud classification. We can see that our method outperforms Equiv-Adapt
and has performance close to the one achieved by Equi-Tuning which requires multiple forward
passes during inference.

Table 4: Comparison of our proposed method with previous works performing equivariant adaption
or finetuning, on ModelNet40 classification (Base model: VN-PointNet). Here it is important to note
that in the case of Equi-Tuning, equivariance is achieved by group averaging. As a result, during
inference the model is required to perform multiple forward passes, which slows down the method’s
inference.

Equiv-Adapt | Equi-Tuning | Original VNN || Ours
66.3% 74.9% 66.4% 74.5%

A.6 Limitations

As we describe in Section [3] our work focuses on the assumption that the equivariant NN satisfies the
equivariant constraint by imposing it in all of its intermediate layers. Although this assumption is
general enough to cover a large range of state-of-the-art equivariant architecture, it doesn’t apply to
all possible equivariant networks since it is possible to ensure overall constraint satisfaction using a
different methodology. Additionally the proposed regularizers in Section [3.1]can be applied to tasks
where the symmetry group is a matrix Lie group or a discrete finite group. Extending our proposed
framework to arbitrary symmetry groups is a future research question that is not addressed in this

paper.

A.7 Broader Impact

This paper focuses on the question of improving the optimization of equivariant neural networks.
Such equivariant networks are currently used to solve tasks in different fields— ranging from computer

vision to computational chemistry. As a result, its broader societal impact is highly dependent on the
specific network it enables optimizing.
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Guidelines:
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made in the paper.
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violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

https://doi.org/10.52202/079017-2656 83514



Justification: The paper doesn’t provide any theoretical result in the form of a proof
Guidelines:
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* Inversely, any informal proof provided in the core of the paper should be complemented
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4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In the experimental Sectiond]and in the supplementary material in Section
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whether the code and data are provided or not.
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to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
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be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
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appropriate to the research performed.
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nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
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material?

Answer: [Yes]

Justification: In the abstract, we provide a link to a GitHub repository containing all the code
and instructions necessary to implement our proposed optimization method. Additionally,
all of the data used in the experiments are publicly available.
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versions (if applicable).
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Answer: [Yes]
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computational cost.
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dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
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of Normality of errors is not verified.
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figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In Section[A.T]of the appendix we disclose the computational resources used
for the experiments in this work.
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* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our research follows the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the broader impact of our work in Section|A.7]
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* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
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11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not plan to release any data or pre-trained models
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» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: This paper uses only publicly available data and code for which it credits their
creators appropriately.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper doesn’t release any new assets.
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* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
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14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper doesn’t include crowdsourcing or any research with human subjects.
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* The answer NA means that the paper does not involve crowdsourcing nor research with
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* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper doesn’t include crowdsourcing or any research with human subjects
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* The answer NA means that the paper does not involve crowdsourcing nor research with
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