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Abstract

Statistical heterogeneity in federated learning poses two major challenges: slow
global training due to conflicting gradient signals, and the need of personalization
for local distributions. In this work, we tackle both challenges by leveraging recent
advances in linear mode connectivity — identifying a linearly connected low-loss
region in the parameter space of neural networks, which we call solution simplex.
We propose federated learning over connected modes (FLOCO), where clients
are assigned local subregions in this simplex based on their gradient signals, and
together learn the shared global solution simplex. This allows personalization of
the client models to fit their local distributions within the degrees of freedom in
the solution simplex and homogenizes the update signals for the global simplex
training. Our experiments show that FLOCO accelerates the global training process,
and significantly improves the local accuracy with minimal computational overhead
in cross-silo federated learning settings.

1 Introduction

Federated learning (FL) [1]] is a decentralized machine learning paradigm that facilitates collaborative
model training across distributed devices while preserving data privacy. However, in typical real
applications, statistical heterogeneity—non-identically and independently distributed (non-IID) data
distributions at clients—makes it difficult to train well-performing models. To tackle this difficulty,
various methods have been proposed, e.g., personalized FL [2], clustered FL [3]], advanced client
selection strategies [4]], robust aggregation [3]], regularization strategies [6], and federated meta- and
multi-task learning approaches [7} 8]. These methods aim either at training a global model that
performs well on the global distribution [9], or, as it is common in personalized FL, at training
multiple client-dependent models each of which performs well on its local distribution [[10]. These
two aims often pose a trade-off—a model that shows better local performance tends to suffer from
worse global performance, and vice versa. In this work, we aim to develop a FL. method that improves
local performance compared to state-of-the art methods without sacrificing global performance.

Our approach leverages recent findings on mode connectivity [11513]—the existence of low-loss
paths in the parameter space between independently trained neural networks—and its applications
[[14]]. These works show that minima for the same task are typically connected by simple low-loss
curves, and that this connectivity benefits training for multi-task and continual learning. In particular,
the authors show that embracing mode connectivity between models improves accuracy on each task
and remedies the risk of catastrophic forgetting.

In this paper, we leverage such effects, and propose federated learning over connected modes (FLOCO),
where the clients share and together train a solution simplex—a linearly connected low-loss region in
the parameter space. Specifically, FLOCO represents clients as points within the standard simplex
based on the similarity between their gradients, and assigns each client a specific subregion of the
simplex. Clients then participate in FL by sampling different models within their assigned subregions
and sending back the gradient information to update the vertices of the global solution simplex (see
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Figure 1: FLOCO expresses each client as a point (x in the top-center plot) by projecting the gradient
signals onto the simplex, so that similar clients are close to each other. In each communication round,
each client uniformly samples points in the neighborhood of their projected point (top-right plot), and
jointly train the solution simplex. The lower row shows the resulting test loss on the solution simplex,
where the loss for the global distribution (left) is uniformly small, while the losses for individual
local distributions (center for client 1 and right for client 2) are small around their projected points.

Figl[T). This method facilitates collaborative training through the common solution simplex, while
allowing for client-specific personalization according to their local data distributions.

Our experiments show that FLOCO outperforms common FL baselines (FedAvg [[1I], FedProx [13]])
and state-of-the-art personalized FL approaches (FedRoD [16]], APFL [17]], Ditto [[18]], FedPer [19])
on both local and global test metrics—without introducing significant computational overhead—in
cross-silo FL settings. We also demonstrate additional benefits of FLOCO, including better uncertainty
estimation, improved worst client performance, and smaller divergence of gradient signals.

Our main contributions are summarized as follows:
* We propose FLOCO, a novel FL method that trains a solution simplex for mitigating the

statistical heterogeneity of clients, and demonstrate its state-of-the-art performance for local
personalized FL.

* We propose a simple projection method to express clients as points in the standard simplex
based on the gradient signals, and establish a procedure of subregion assignments.

* We conduct experimental evaluations on semi-artificial and real-world FL benchmarks with

detailed analyses of the behavior of FLOCO, which give insights into how the mechanism
improves performance compared to the baselines.

We provide implementations of FLOCO in the FL frameworks FL-bench [20] and Flower [21]]. Our
code is publicly available: https://github.com/dennis-grinwald/flocol

2 Background

In this section, we briefly explain the concepts behind federated learning and mode connectivity,
which form the backbone of our approach. The symbols that we use throughout the paper are listed
in Table 5]in Appendix.
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2.1 Federated Learning

Assume a federated system where the server has a global model g and the K clients have their local
models {gj, }/< . FL aims to obtain the best performing models {g;:}/_ such that

g5 = argming, F*(g0) = 323, p(k) F (90), M
g, = argmin, Fy'(gx) for k=1,... K, 2)

where I} (9) = E(a,y)~pr(a,y) L (95 (2,9))] .

Here, p(k) is the normalized population of data samples for the k-th client, pi(x,y) is the data
distribution for the client k, and f(g, (x,y)) is the loss, e.g., cross-entropy, of the model g on a
sample (x,y) € R x {1,..., L}, where I is the dimension of an input data sample. Global [22]]
and personalized [[10] FL aim to approximate g; and {g; }2_,, respectively, by using the training
data D = {D;} £ | observed by the clients. Throughout the paper, we assume that all models are
neural networks (NNs) § = gx(a; wy) with the same architecture, and represent the model gj, with
its NN parameters wy, € R, i.e., we hereafter represent g;(z; w;,) by wy, and thus denote, e.g.,

F¥(gr) by Fj(wg). Let N = Zszl Ny, be the total number of samples, where Ny, = |Dy|.

For the independent and identically distributed (IID) data setting, i.e., px(z,y) = p(z,y),Vk =
1,..., K, the global and personalized FL aim for the same goal, and the minimum loss solution for
the given training data is

Wo = Wy, = argmin,, F(w) = Y r, X Fy (w), 3)
where Fi(w) = Nik Z(m7y)epk flw, (z,y)).
In this setting, Federated Averaging (FedAvg) [L],
wi = wh+ Y e B Awl fort=1,..., T, 4)

is known to converge to Wy, and thus solve Eq. (3). Here, S* is the set of clients that participate
the ¢-th communication round, and Awf:rl = w}ffl — w}, is the update after 7" steps of the local

gradient descent,

W't =@ —AVE(w"), fort' =1,...,T, 5)
where w" = w, W’ = w’;“, and ~y is the step size. FedAvg has been further enhanced with, e.g.,
proximity regularization [23]], auxiliary data [24], and ensembling [25]].

On the other hand, in the more realistic non-IID setting, where w{ # wj,, FedAvg and its variants
suffer from slow convergence and poor local performance [26]. To address such challenges, Ditto [18]
was proposed for personalized FL, i.e., to approximate the best local models {wZ}szl. Ditto has
two training phases: it first trains the global model wqy by FedAvg, then trains the local models with
proximity regularization to wy, i.e.,

. - . A .
wy, =argmin,, Fj,(wy,, wo) = Fi(wy) + §||w;C — wol|3,

where A controls the divergence from the global model. Ditto has been shown to outperform many
other non-IID FL methods, including the client clustering method HYPCLUSTER, adaptive federated
learning (APFL), which interpolates between a global and local models [27]], Loopless Local SGD
(L2SGD), which applies global and local model average regularization [28], and MOCHA [7]], which
fits task-specific models through a multi-task objective.

2.2 Mode Connectivity and Solution Simplex

Freeman and Bruna (2017) [29]], as well as Garipov et al. (2018) [[12], discovered the mode connec-
tivity in the NN parameter space—the existence of simple regions with low training loss between
two well-trained models from different initializations. Nagarajan and Kolter (2019) [13] showed
that the path is linear when the models are trained from the same initialization, but with different
ordering of training data. Frankle et al. (2020) [30] showed that the same pre-trained models stay
linearly-connected after fine-tuning with gradient noise or different data ordering.
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Benton et al. (2021) [31]] found that the low loss connection is not necessarily in 1D, and [32]] showed
that a simplex,

W({8}) = {wa({8}) = T cnbmsa € AV} ©)
within which any point has a small loss, can be trained from randomly initialized endpoints.
Here, {6, € RPIM*! are the endpoints or vertices of the simplex, and AM = {a €

[0,1]M+1; |||y = 1} denotes the M-dimensional standard simplex. This simplex learning is
performed by finding the endpoints that (approximately) minimize

E(way)NP(fB:y) [EWNUW({em}) [f(w, (z, y))]] ) @)

where Uy denotes the uniform distribution on a set YW. During training, one model realization
w,, from the simplex gets sampled and its gradient update wrt. the loss, e.g. cross-entropy, gets
backpropagated to the simplex endpoints {8,, } /!

m=1"*

3 Proposed Method

In this section, we introduce our approach, where the mode connectivity is leveraged for collaborative
training between personalized client models.

3.1 Federated Learning over Connected Modes (FL.OCO)

The main idea behind FLOCO is to assign subregions of the solution simplex (@) to clients in
such a way that similar clients train neighboring (and overlapped) regions, while enforcing (linear)
connectivity to all other client’s subregions. The connectivity constraint systematically regularizes
client training and allows for efficient collaboration between them.

The subregion assignments need to reflect the similarity between the clients. To this end, FLOCO
expresses each client as a point in the standard simplex, based on the gradient update signals.
Specifically, it applies the Euclidean projection onto the positive simplex [33]] with the Riesz s-Energy
regularization [34], which gives well spreaded projections that preserve the similarity between the
client’s gradient signals as much as possible. Once the clients are projected onto the standard
simplex as {ay € AM},If:l, we assign the L1-ball with radius p around ay, i.e., Ry = {a €
AM: |l — a1 < p}, to the k-th client. Note that the gradient update signals are informative for
the subregion assignment only after the (global) model is trained to some extent. Therefore, the
subregion assignment is performed after 7 FL rounds are performed. Before the assignment, i.e.,
t < 7, all clients train the whole standard simplex Rj, = AM ¥k, which corresponds to a simplex
learning version of FedAvg.

Starting from randomly initialized simplex endpoints {Om}n]\fill, FLoCO performs the following

steps for each participating client ¥ € S* in each communication round ¢:

1. The server sends the current endpoints {0°, 1M+ to the client k.

2. The client k performs simplex learning only on the assigned subregion Ry, as a local update.

3. The client sends the local update of the endpoints to the server.

This way, FLOCO is expected to learn the global solution simplex {w,;a € AM}, while allowing
personalization to local client distributions within the solution simplex. Algorithm [T]shows the main
steps.

Although the simplex learning can be applied to all parameters, our preliminary experiment showed
that applying simplex learning only of the parameters in the last fully-connected layer (while point-
estimating the other parameters) is sufficient. Therefore, our FLOCO only applies the simplex learning
to the last layer, which gives other benefits including applicability to fine-tuning of pre-trained models,
and significant reduction of computational and communication costs, as shown in Section@

Below, we describe detailed procedures of client projection, local and global updates in the communi-
cation rounds, and inference in the test time.
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Algorithm 1: Federated Learning over Connected Modes (FLOCO).

Input  :number of communication rounds 7', number of clients K, simplex dimension M,
subregion assignment round 7, subregion radius p

{6° }M+L < initialize_simplex())
Ry <+ AM, Vk=1,...,K // setall client subregions to the whole standard simplex
fort =1to T do
if t = 7 then
{{A06], }M+1} iy < collect_and_stack_gradients()
{a} | « client_representation({{A6], , } 211K )
{Ry}}_, + assign_subregions({a; } 1, p)
St < choose_participating_clients()
for k € S* do
| {6,302 < local_update({6), ;1" Ry
{6,511 < global_update({{6.,,})/* 1} cs0)

3.2 Client Gradient Projection onto Standard Simplex

We explain how to obtain the representations {c;, € AM} of the clients in the standard simplex such
that similar clients are located close to each other, while all clients are well-spread across the simplex.

At communication round ¢ = 7, FLOCO uses the gradient updates of the endpoints { A8 Amli 11

as a representation of the client k. We concatenate the gradients for the M + 1 endpoints into a
((M + 1) - D)-dimensional vector, and apply the PCA projection onto the M dimensional space,
yielding kj, € RM as a low dimensional representation. To project {r,} onto the standard simplex
AM  we solve the following minimization problem:

. 1
M 2 Bo-A, G ®
subjectto: By, (2) = argming, _, . By — ki ll3- 9)

The objective function in Eq. (§) is the Riesz s-Energy [34], a generalization of potential energy
of multiple particles in a physical space, and therefore its minimizer correponds to the state where
particles are well spread across the space. The minimization in the constraint (9) corresponds to
the Euclidean projection onto the positive simplex [33]], which forces {3,.} to keep the locations of
the PCA projections {k} of the clients. Fortunately, this minimization problem (for a fixed z) is
convex, and can be efficiently solved (see Appendix [A). We solve the main problem (§) by computing

B,.(z) ona 1D grid in z € [0, 1] with the interval 0.001, and set the representations of the clients to

o = Bul®

o , where Z is the minimizer of Eq. (§).

3.3 Communication Round: Local and Global Updates

In the ¢-th communication round, the server sends the current endpomts {0t M +1 to the participating
clients S*. Then, each client ¥ € S draws one sample per mini-batch from the umform distribution
A= {a}B | ~Ug, on the assigned subregion and applies 7" local updates,

ot/ 41 o
6.7 8. oy VE(we), (10)
0 T’
to the endpoints with o sequentially chosen from AI Here 0, = Ofn, 0 = 0“‘1 The local
updates {Aanf}c = t“ — }M +1 are sent back to the server, Wthh updates the endpomts as
0, =6, + > s Nk AOLL (11)

'Note, that we do not rely on any regularizer that forces the diversity of the endpoints, as in [32]]. In FLoCO,
the diversity of local client distributions prevents the simplex endpoints from collapsing to a single point.
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As explained in Section the client subregions are initially set to the whole simplex A™ before the
subregion assignment is performed at ¢ = 7, which corresponds to a straightforward application of
the simplex learning to FedAvg. After the subregion assignment, FLOCO uses the degrees of freedom
within the solution simplex to personalize clients models.

34 FLoco™T
We can further enhance the personalized FL performance of FLOCO by additionally fine-tuning a
local model as in Ditto [18]. In this extension, called FLOCO™, each client personalizes the global

~0
endpoints {6,, = 6,,}2_, by local gradient descent to minimize the Ditto objective, i.e.,
~k . ~ ~0
{Bm} = argmln{ﬂm}Fk({GM}7 {em})
M+1 50
= Eanttr., Fi(wa({0m})] + 5 X020 [10m — 6,,3.

3.5 Inference

M+1
m=1

With the trained endpoints {6, = 8% }M*1 we simply use Wa, ({6,, ) as the global model,

m=1>

where ag = ﬁl Mm+1 With 1 denoting the D-dimensional all one vector. For local models, we
use {wg, ({0} 11 }E | where &y, = a,. For FLOCO™, we fine-tune the corresponding subspace

regions R, for F local epochs.

4 Experiments

In this section, we experimentally show the advantages of FLOCO and FLOCO™ over the baselines.

4.1 Experimental Setting

Datasets and models. To evaluate our method, we perform image classification on the CIFAR-
10 [35] and FEMNIST [36] datasets. For CIFAR-10, we train a CNN (CifarCNN) from scratch,
following [37], and fine-tune a ResNet-18 [38] pre-trained on ImageNet [39], as in [40]. For
FEMNIST, we train a CNN (FemnistCNN) from scratch, as in [1], and fine-tune a SqueezeNet [41]]
pre-trained on ImageNet, following [40]. We provide a table with the training hyperparameters that
we use for each dataset/model setting in Appendix [B}

Data heterogeneity for non-FL benchmarks. The FEMNIST dataset is an FL benchmark based
on real data, where client heterogeneity is inherently embedded in the dataset. For CIFAR-10,
we simulate statistical heterogeneity by two partitioning procedures. The first procedure by [42]
partitions clients in equally sized groups and assigns each group a set of primary classes. Every client
gets ¢ % of its data from its group’s primary classes and (100 — ¢) % from the remaining classes.
We apply this method with ¢ = 80 for five groups and refer to this split as 5-Fold. For example, in
CIFAR-10 5-Fold, 20 % of the clients get assigned 80 % samples from classes 1-2 and 20 % from
classes 3-10. The second procedure, inspired by [43] and [44]], draws the multinomial parameters
of the client distributions py (y) = Multi(y; ¢;,) from Dirichlet, i.e., ¢»;, ~ Dirp,(3), where 3 is the
concentration parameter controlling the sparsity and heterogeneity—/3 — oo concentrates the mass
to the uniform distribution (and thus homogeneous), while small 0 < g < 1 generates sparse and
heterogeneous non-IID client distributions.

Baseline methods. Besides FedAvg [1]] and FedProx [23]] for global FL, we chose FedRoD [16],
APFL [17], Ditto [18]], and FedPer [19] as state-of-the-art personalized FL baselines.

FLoco Hyperparameters. For CifarCNN on the simulated non-IID splits Dir(0.3)/Five-Fold,
we set 7 = 250, M = 20/10,p = 0.1. For FemnistCNN on FEMNIST we set 7 = 250, M =
10, p = 0.5. For pre-trained ResNet-18 on the simulated non-IID splits Dir(0.3)/Five-Fold we
set 7 = 50, M = 20/10, p = 0.1 and for the pre-trained SqueezeNet on FEMNIST we set 7 =
250, M = 3,p = 0.5. We found those settings work well in our preliminary experiments, and
conducted ablation study with other parameter settings in Appendix [D} For the baselines, we follow
the recommended parameter settings by the authors, which are detailed in Appendix
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Table 1: Average global and /ocal test accuracy.

CIFAR-10 FEMNIST
CifarCNN pre-trained ResNet-18 FemnistCNN pre-trained
5-Fold Dir(0.3) 5-Fold Dir(0.3) SqueezeNet

FedAvg 6036 60.38 6074 60.78 7533 7694 6859 59.27 78.83 79.84 75.13 7551
FedProx 60.68 60.36 6040 60.27 7693 7746 6227 60.26 78.84 80.15 7547 75.99
FedPer 4023 6542 3390 67.86 68.64 84.06 50.84 8505 5076 73.83 64.03 74.43
APEL  60.56 60.33 6055 60.65 5325 4646 5097 44.57 495 498 3821 58.86
Ditto 6036 7222 60.74 73.90 7533 69.18 68.59 7623 7883 82.02 57.89 65.06
FedRoD 5636 74.03 46.12 7642 1746 31.82 1027 33.85 495 499 495 495

FLoco 6293 7178 6257 71.04 7715 8590 73.62 §80.38 7899 84.09 75.86 77.00
FLoco™ 6293 75.08 6257 7650 7715 84.88 73.62 8589 17899 84.75 7586 82.41

Table 2: Average global and /ocal expected test calibration error.

CIFAR-10 FEMNIST
CifarCNN pre-trained ResNet-18 FemnistCNN pre-trained
5-Fold Dir(0.3) 5-Fold Dir(0.3) SqueezeNet

FedAvg 24.08 256/ 2295 2451 1377 1957 1348 1957 1240 1686 1554 20.43
FedProx 2376 2556 23.19 2489 1240 1241 1516 19.83 1241 1693 1548 20.04
FedPer  47.75 2822 5639 2570 1973 11.19 3848 10.88 3844 21.68 2828 2231
APFL 2330 2501 2219 2391 2839 3339 2002 2601 495 498 7.6 1582
Ditto  24.08 19.13 2295 17.64 1377 1643 1348 1450 1240 14.65 1554 18.06
FedRoD 29.78 1840 4191 1745 7559 64.07 8931 64.07 495 499 499  4.99

FLoco 2182 1844 20.06 /875 1148 944 1030 /7.28 1028 13.94 14.65 19.15
FLoco™ 21.82 17.69 20.06 16.50 1148 1242 1030 [7.98 10.28 13.87 1465 1535

Evaluation criteria. For the performance evaluation, we adopt two metrics, the test accuracy
measured after the last communication round (ACC) and the time-to-best-accuracy (TTA), each for
evaluating the global and local FL performance. ACC is the last test accuracy over 7' communication

rounds, i.e, ACC(T) = Nts‘ Zf\f:‘? 1(y; = argmax g(z;; " )), where 1(-) is the indicator function
that equals to 1 if the event is true and O otherwise. TTA evaluates the number of communication
rounds needed to achieve the best baseline (FedAvg and Ditto in this paper) test accuracy, i.e.,
ACCreq Avg(T). We report TTA improvement, i.e. the TTA of the baseline, e.g. FedAvg, divided by
the TTA of the benchmarked method, e.g. FLOCO. Moreover, we report the expected-calibration-error
(ECE) [45], a common measure that evaluates the quality of uncertainty estimation of a trained model,

for the last communication round.

4.2 Results

Table and summarize the main experimental results, where FLOCO and FLOCO™ consistently
outperform the baselines across the different experiments in terms of global (red) and local (blue)
test accuracy, as well as test ECE. The global and local test metrics are measured after the last
communication round and averaged over 5 different seed runs. The best performances are highlighted
in bold, while the underlined entries indicate the settings that did not converge properly. Note that the
global test performances of FEDAVG and DITTO, as well as FLOCO and FLOCO™, are the same since
they use the same global model. Below we report on detailed observations.

Global and local FL test accuracy. We first evaluate the global and local test performance on
CIFAR-10 with the non-IID data splits generated by the 5-Fold and Dir(f3) procedures, as well
as the natural non-IID data splits in the FEMNIST dataset. Table [I] shows the test accuracies on
CIFAR-10 with CifarCNN trained from random initialization (left) and ResNet-18 fine-tuned from the
ImageNet pre-trained model (center), respectively. It also shows the test accuracies on FEMNIST with
FemnistCNN trained from random initialization (left) and SqueezeNet fine-tuned from the ImageNet
pre-trained model (right). We clearly see that FLOCO and FLOCO™ outperform all baselines in terms
of average local (blue) test accuracy by up to 6%, as well as global (red) by up to 5%.
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Calibration. We evaluate and benchmark the quality of uncertainty estimation of all methods. For
this purpose we evaluate the global as well as average local ECE on each model-dataset combination
for each baseline on the test dataset and show the results in Table[2] As shown, FLOCO and FLoCO™
achieve better Expected Calibration Error (ECE) across all settings, with two exceptions: training a
pre-trained ResNet-18 on the CIFAR-10 Dir(0.3) split and a pre-trained SqueezeNetV1 on FEMNIST.
In the first case, the average local ECE for FLOCco and FLOCO™ is slightly worse than that of FedPer,
suggesting mild overconfident for some clients. In the second case, the next best method (APFL)
yields a significantly lower global test accuracy than our method, making a fair comparison of their
ECE difficult.

Worst client performance. We evaluate the av-  Table 3: Average [ocal test accuracy for the
erage local and global test accuracies of the worst 5% worst performing clients on CIFAR-10.
5% of clients, a standard approach for assessing
potential biases of the FL. method toward specific CIFAR-10 (CifarCNN)
clients or client groups [46]]. The worst 5% client 5-Fold Dir(0.3)
performance on all CIFAR-10/model combinations
is evaluated over 5 trial runs, with results shown
in the table on the right. We observe that FLOCO
achieves the highest performance among worst-
performing clients across all settings, with a 17%
improvement over FedAvg, and up to 1.5% over
the next best baseline.

FedAvg  44.0+0.02 4293 +£0.03
FedProx 43.87 £0.02 43.23 +£0.03
FedPer  52.67 £0.02 51.01 £0.02
APFL 43.27 £0.02 46.36 £ 0.03

Ditto 5820+ 0.03 58.69 +0.03
FedRoD  60.20 £ 0.02 61.12 £ 0.03
FLoco™ 61.73 +0.02 61.13 +0.03

Time-to-accuracy. Similar to Table |l we plot the TTA improvement for FLOCO. In particular,
we show the TTA improvement of FLOCO over FedAvg and FedProx, and the TTA improvement of
FLoco™ over Ditto, FedPer and FedRod, as all these methods include local fine-tuning. We report all
TTAs in Tabled The underlined entries indicate the cases where the test accuracies of our methods
exceed the baseline method’s maximum accuracy already at the initial evaluation round, while the
entries labeled "x/.0’ represent the instances where our methods take the same evaluation rounds to
achieve the baseline method’s maximum accuracy, i.e., comparable in terms of TTA. In addition to
test accuracy, we also observe an improvement in Time-to-Accuracy (TTA) for our method across all
settings.

Table 4: Improvements for global and /ocal time-to-accuracy.

CIFAR-10 FEMNIST
CifarCNN pre-trained ResNet-18 FemnistCNN  pre-trained
5-Fold Dir(0.3) 5-Fold Dir(0.3) SqueezeNet

FLOCO vs. FedAvg x5.5 x4.6 x34 x3.1 x13 x1.8 x12 x80 x1.7 x1.2 x1.1 «xI.I
FLOCO vs. FedProx x5.1 x4.9 x33 x38 x1.0 x1.8 x1.2 x90 x30 «xI.2 x1.0  xI.1
FLoco™ vs. Ditto x5.5 x2.3 x34 x2.1 x13 x20 x12 xI1.7 x1.7 x4.0 x9.0 x4.0
FLoco™' vs. FedPer x1.0 x/.5 x1.0 x.3 x1.6 x5 x15 x5 x7 x7 x7.0 x2.7
FLOCO™T vs. FedRoD x9.4 xI.6 x245 xI1.3 x10 xI0 x10 xI0 x7 x7 x10  xI0

4.3 Analysis and Discussion

In this section, we provide further analyses and discussion on FLOCO.

Solution structure in simplex. First, we confirm that FLOCO uses the degrees of freedom within the
solution simplex for personalization. To this end, we draw approximately 500 uniformly distributed
points in the solution simplex, and evaluate the global and the local test accuracy of the corresponding
models. Figure|l|(bottom row) shows the global test accuracy (left most) and the local test accuracy
(center and right) for two clients. As expected, for the global test dataset the solution simplex performs
uniformly well across all its area, while the losses for the two individual local client distributions are
small around their projected points (). This result indicates that the heterogeneous sharing of the
solution simplex across the clients properly works as designed.
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Figure 2: Global (left) and average local (center) test accuracy for CifarCNN on CIFAR-10, 5-Fold.
For FLOCO, we can clearly observe a jump in average local test accuracy at 7 = 250, which is
a result of our subregion assignment. Right shows the total variance of the gradients for the last
fully-connected layer.

Gradient variance reduction and stability of training. Figure[2]shows the test accuracy curves
during training for global (left) and average local (center) test accuracies of different methods with the
standard deviation over 5 trials as shadows. We observe that FLOCO and FLOCO™ not only converge
faster than the global and pFL baselines respectively, but also show small standard deviation across
trials. The latter implies that our systematic regularization through the solution simplex stabilizes the
training dynamics significantly. Figure 2] (right) shows the total gradient variance—the sum of the
variances of the updates Aw!, = w!, — w}, ! for FedAvg and FedProx (which almost overlap with

each other), and Aan, =00, — Bf,;é for FLOCO, respectively. More specifically, we compute the

s

variance over the last fully-connected layer, given by

U?otal“) = Zkesf ||sz - ﬁ Zkest szn% (12)
for FedAvg and FedProx, and by
M+1
O—Eotal(t) = ﬁ Zm; Zkest ”Aefﬂk - |571t| ZkeSt Aetn,k”%' (13)

We have not plotted the gradient variances of FLOCO™ and the other pFL methods, since those are
the same as for FLOCO and FEDAVG, respectively. As discussed in [47, 48], a small total variance
indicates effective collaborations with consistent gradient signals between the clients, leading to
better performance. From the figure, we see that the total gradient variance of FLOCO is much lower
and more stable, in terms of standard deviation, than the baseline methods, which, together with its
good performance observed in Table[] is consistent with their discussion. The variance reduction
with FLOCO implies that the degrees of freedom of the solution simplex can absorb the heterogeneity
of clients to some extent, making the gradient signals more homogeneous. Moreover, [49] argued
that the last classification layer has the biggest impact on performance, implying that reducing the
total variance of the classification layer, as FLOCO does with simplex learning, is most effective. As
we show in the Appendix [C| applying simplex learning to only the last layer, instead of learning a
simplex in the whole parameter space, achieves faster personalized and global convergence.

Computational complexity. If the batch size is one, simplex training adds O (7 - M) computational
complexity for each layer, where 7 is the parameter complexity of the layer, e.g., 7 = d - L for
a fully connected layer with d input and L output neurons, and M is the simplex dimension [32]].
For FLOCO, this additional complexity only applies to the classification layer. For inference, no
additional complexity arises, compared to FedAvg, because inference is performed by the single
model corresponding to the cluster center. Since the most modern architectures, e.g., ResNet-18
and Vision Transformer (ViT) [50], have parameter complexity of O(Grg) > O(G¢), where Grg
and G are the complexities of the feature extractor and the classification layer, respectively, the
additional training complexity, applied only to the classification layer, of FLOCO is ignorable, i.e.,
O(Grg) > O(G¢ - M). The same applies to the communication costs: since the simplex learning is
applied only to the classification layer, the increase of communication costs are ignorable compared
to the communication costs for the feature extractor.
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5 Related Work

There are few existing works that apply simplex learning to federated learning. [37] proposed
SuPerFed, which enforces a low loss simplex between independently initialized global and client
models, yielding good personalized FL performance. This approach builds on [27], which finds
optimal interpolation coefficients between a global and local model to improve personalized FL.
However, their simplex is restricted to be 1D, i.e., a line segment, and the global model performance
is comparable to the plain FedAvg. Moreover, they train a solution simplex over all layers between
global and local models, which is computationally expensive and limits its applicability to training
Jfrom scratch. This should be avoided if pre-trained models are available [40, 51]. Our method
generalizes to training low-loss simplices of higher dimensions in a FL setting, tackles both the
global and personalized FL objectives, is applicable to pre-trained models, and shows significant
performance gains by employing our proposed subregion assignment procedure. In Table [7] of
Appendix [E) we benchmark FLOCO against the SuPerFed baseline on the CIFAR-10, 5-Fold, as well
as Dir(0.5) splits using both a CifarCNN trained from scratch as well as a pre-trained ResNet18 on
both global as well as local test performance, where we observe that FLOCO outperforms SuPerFed
both in terms of global as well as local accuracy in all settings.

6 Limitations

In this work, we only evaluate our method on cross-silo FL settings with up to 100 clients. Unlike
cross-device FL, which typically involves a much larger set of stateless clients (i.e., clients with
limited data that hinders reliable modeling), our approach assumes stateful clients, each with sufficient
data to enable effective grouping of similar clients. While our current analysis focuses on cross-silo
FL, extending our method to the cross-device setting is an important direction for future research.
Additionally, a thorough theoretical analysis of our approach remains a future research objective.

7 Conclusion

FL on highly non-IID client data distributions remains a challenging problem and a very actively
researched topic. Recent works tackle non-IID FL settings either through global or personalized
FL. While the former aims to find a single optimal set of parameters that fit a global objective, the
latter tries to optimize multiple local models each of which fits the local distribution well. These two
different objectives may pose a trade-off, that is, personalized FL might adapt models to strongly to
local distributions which might harm the global performance, while global FL solutions might fit none
of the local distributions if the local distributions are diverse. In this paper, we addressed this issue by
leveraging the mode-connectivity of neural networks. Specifically, we propose FLOCO, where each
client trains an assigned subregion within the solution simplex, which allows for personalization, and
at the same, contributes to learning a well-performing global model. FLOCO achieves state-of-the-art
performance in both global and personalized FL, with minimal computational and communication
overhead during training and no overhead during inference.

Promising future research directions include better understanding the decision-making process of
solution simplex training through global and local explainable Al methods [52H54]. Furthermore,
we want to apply our approach to continual learning problems and FL scenarios with highly varying
client availability [55} 56].
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Appendix

This appendix provides a nomenclature, details to our optimization problem and experimental setup,
as well as additional results and insights.

Table 5: Nomenclature.

Symbol Description

k=1,....K Clients

t=1,...,T Communication rounds
t'=1,...,T7 Local training iterations

St Participating clients in round t

B Mini-batch size

¥ Client gradient descent step size

Dy Training data of client k&

N Total number of samples

Ni Number of samples at client k&
pr(z,y) data distribution of client k

wh € RP Global model at round ¢

wt e RP Model of client k at round ¢

AM = {a € [0,1JM; |alls =1}  M-dimensional standard simplex

0, ... 05‘”] Simplex endpoints at round ¢

wo =N nbn Model parameters at a point o« € AM
p Subregion radius

R Assigned subregion of client k
Te(l,...,T] Subregion assignment round

Ky € RM Low dimensional representation of stacked gradient update { A7, ;. fnl;rll of client k

A Optimization Problem

The Lagrangian of the lower-level optimization problem in (9) has the following formulation
Lo, N) = 3llow — kill3 + AM1Tay — 2) with A € R being the Langrange multiplier. The
Lagrangian can be further rewritten to £(cu,, A) = %|lay, — (ki — AL)[13 + A1 k), — 2) — A%n

such that the optimization problem reduces to solving

. 1
min -l = (k= A3 (14)
subjectto: oy >~ 0. (15)

The optimal solution of (T4) is given by af = [k — A\*1];. Plugging it back into the Lagrangian
we get the following dual function

1

L(ew, ) = gll[mr = A1y = (g = A2+ X1k — 2) — A2n (16)
1

= §||[n-k N1 24+ 21Tk — 2) — X0, (17)

Finding aj can be achieved by maximizing using for example the bisection algorithm [57].
After that the projected points are obtained as o} = [k, — A*1]4.

B Training Hyperparameters

Table [6] summarizes all hyperparameters that were used for each dataset/model combination. We
train CifarCNN on CIFAR-10 for a total of 500 communication rounds, ResNet-18 on CIFAR-10
for 100 communication rounds, FemnistCNN on FEMNIST for 350 rounds, and SqueezeNetV 1
on FEMNIST for 1000 rounds. Moreover, we train each setting using a total of 100 clients, and
for FEMNIST we select a randomly chosen subset of 100 total clients for each trial, of which we
select 10 randomly to participate in training in each communication round, except for CifarCNN on
CIFAR-10 where we select 30 out of 100 clients to participate in each round. We evaluate all clients
after every ten communication rounds. For CIFAR-10 we train a CifarCNN with batch size 50 using
SGD with a learning rate of 0.02, momentum of 0.5, and weight decay of 10~5, and a pre-trained
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ResNet-18 with learning rate of batch size 32, using SGD with a learning rate of 0.01, momentum of
0.9, and weight decay of 10~%. For FEMNIST we train a pre-trained SqueezeNet with batch size 32
using SGD with a learning rate of 0.005, momentum of 0, weight decay of 10~4, and a FemnistCNN
with batch size 32, learning rate 0.1, momentum of 0, weight decay of 0. For FedProx we set the
proximity hyperparameter to @ = 0.01 for all settings. For DITTO, FEDROD and FEDPER we set
the local epochs to the same value as epochs for the global model, i.e. Eprro = E. All training
hyperparameters for CIFAR-10 and FEMNIST on a FemnistCNN were taken from [37], CIFAR-10
on a pre-trained ResNet-18 from [S1] and FEMNIST on pre-trained SqueezeNet from [40].

Table 6: Summary of used hyperparameters for training.

Dataset/Model T K S| e  ElEpwo 7 mom.  wd u

CIFAR-10/CifarCNN 500 100 30 50 5 0.02 0.5 107°  0.01
CIFAR-10/ResNet-18 100 100 10 325 0.01 0.9 107*  0.01
FEMNIST/FemnistCNN 350 100 10 32 5 0.1 0.0 0.0 0.01
FEMNIST/SqueezeNetV1 1000 100 10 32 5 0.005 0.0 107*  0.01

C Simplex Learning on all NN parameters

In Figure [5] we compare the global (left) and average client (right) test accuracy of FLOCO and
FLocCO-All, where the latter applies simplex learning to all NN parameters. As expected, FLOCO-All
converges to the same global and average local test accuracy, but needs more communication rounds
to do so, since it needs to train more parameters.

Dir(0.5) - Global test acc. Dir(0.5) - Avg. client test acc.
> > _
8 0.7 - g 0o
o} )
Q Q
2 g
4‘75 06 _ -0‘7; 04 =
A —— FLOCO-AIl A —— FLOCO-AIl
— FLOCO — FLOCO
0.5 027
. I I I I
0 1000 0 1000
Communication round Communication round
Figure 3: Global test accuracy. Figure 4: Average local client test accuracy.

Figure 5: Comparing simplex learning on all network layers vs. only on the last fully-connected
layer.

D Sensitivity to Parameter Setting

We investigate how stable the performance of FLOCO is for different hyperparameter settings.
Specifically, we tested FLOCO with the combination of 7 = 50, 100, 200 (subregion assignment time
step) and p = 0.1, 0.2, 0.4 (radius of subregions), and show the average local client and global test
accuracy for CifarCNN on CIFAR-10 5-Fold in Figure[§] We observe that the average local client test
accuracy (left) increases for earlier subregion assignment starting points 7 and lower client subregion
radiuses p, with the best reached test accuracy being approximately 4% better than the worst, i.e.,
82.79% against 78.18%. The intuition for this is that earlier client specialization in less overlapping
regions allows for better personalization. On the other hand, as can be observed in the right heatmap
of Figure [6] the global test performance is less sensitive to the choice of these hyperparameters,
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Table 7: Average global and /ocal test accuracy on CIFAR-10.
CIFAR-10
CifarCNN pre-trained ResNet-18
5-Fold Dir(0.3) 5-Fold Dir(0.3)

SuPerFed 63.22 76.65 63.00 71.73 6488 52.78 76.04 6091
FLoco 68.26 80.92 69.79 7464 7461 8738 7911 82.29

i.e., 70.66% against 69.30%. This is because, even after subregion assignment, the entire solution
simplex remains to be trained, making the midpoint (global model) of the simplex less sensitive to
the specialization process for client distributions.

Avg. client test acc. Global test acc.
0.82
=100 69.54% 69.30% 69.76% 0.80
0.78
=200 - 70.66% 70.14% 0.76
0.74
£=300 78.37% 70.47% 69.98% 69.83% [
0.70
p=0.02 p=0.1 p=05 p=002 p=01 p=0.>5

Figure 6: Local average client (left) and global (right) test accuracies for different subregion assign-
ment time step 7 and subregion radius p settings.

E Comparing FLOCO to SuPerFed

We benchmark FLOCO against the SuPerFed baseline on the CIFAR-10, 5-Fold, as well as Dir(0.5)
splits using both a CifarCNN trained from scratch as well as a pre-trained ResNet18, on both
global as well as local test performance. As shown in Table[7}, FLOCO outperforms SuPerFed in all
settings. Note, that for this benchmark we have implemented FLOCO as well as SUPERFED in the FL
framework Flower .
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS paper checklist',
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our claims in the abstract and introduction are empirically proven and ex-
plained in our contributions.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We show that, in some cases, our method does not exceed the performance
of a baseline method, however, we show that it saves up computational cost which is very
relevant in the field. We discuss this point in more detail and give an alternative solution.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: Our paper does not include any theoretic assumption or proof.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

» The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
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Justification: Our paper gives detailed information on how to reproduce our results, including
all hyperparameters, models and dataset splits needed as well as a detailed description for
our algorithm. Moreover, we upload our code together with the submission which includes
a README that documents how experiments can be reproduced.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide our code in the submission which includes a README with
detailed description on how to run our method in order to reproduce the shown results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.
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* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide all the training and test details, including models, data splits,
hyperparameters, model architectures etc. that are necessary to reproduce our results.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Each of our experiments is run across 5 trial runs with different random seeds
in order to show confidence intervals for ours training and test runs.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

 The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
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Answer:
Justification: We did not explicitly compute the resources needed.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics and made sure to respect it in
every respect.

Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
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12.

13.

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper does not release any data or models that pose such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We provide citations for all used datasets, models, and baselines.
Guidelines:

* The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA] .
Justification: There are no new assets introduced in the paper.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

» At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
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14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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