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Abstract

Distributionally robust offline reinforcement learning (RL), which seeks robust
policy training against environment perturbation by modeling dynamics uncertainty,
calls for function approximations when facing large state-action spaces. However,
the consideration of dynamics uncertainty introduces essential nonlinearity and
computational burden, posing unique challenges for analyzing and practically
employing function approximation. Focusing on a basic setting where the nominal
model and perturbed models are linearly parameterized, we propose minimax
optimal and computationally efficient algorithms realizing function approximation
and initiate the study on instance-dependent suboptimality analysis in the context of
robust offline RL. Our results uncover that function approximation in robust offline
RL is essentially distinct from and probably harder than that in standard offline
RL. Our algorithms and theoretical results crucially depend on a novel function
approximation mechanism incorporating variance information, a new procedure
of suboptimality and estimation uncertainty decomposition, a quantification of
the robust value function shrinkage, and a meticulously designed family of hard
instances, which might be of independent interest.

1 Introduction

Offline reinforcement learning (RL) [17, 18], which aims to learn an optimal policy achieving
maximum expected cumulative reward from a pre-collected dataset, plays an important role in critical
domains where online exploration is infeasible due to high cost or ethical issues, such as precision
medicine [49, 11, 22, 21] and autonomous driving [32, 43]. The foundational assumption of offline RL.
[18, 15, 53] is that the offline dataset is collected from the same environment where learned policies
are intended to be deployed. However, this assumption can be violated in practice due to temporal
changes in dynamics. In such cases, standard offline RL could face catastrophic failures [10, 31, 64].
To address this issue, the robust offline RL [28, 30] focuses on robust policy training against the
environment perturbation, which serves as a promising solution. Existing empirical successes of
robust offline RL rely heavily on expressive function approximations [37, 36, 25, 45, 63, 16], as the
omnipresence of applications featuring large state and action spaces necessitates powerful function
representations to enhance generalization capability of decision-making in RL.

To theoretically understand robust offline RL with function approximation, the distributionally robust
Markov decision process (DRMDP) [39, 30, 13] provides an established framework. In stark contrast
to the standard MDP, DRMDP specifically tackles the model uncertainty by forming an uncertainty
set around the nominal model, and takes a max-min formulation aiming to maximize the value
function corresponding to a policy, uniformly across all perturbed models in the uncertainty set
[55, 52, 57, 35, 41, 59, 40]. The core of DRMDPs lies in achieving an amenable combination
of uncertainty set design and corresponding techniques to solve the inner optimization over the
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uncertainty set. However, this consideration of model uncertainty introduces fundamental challenges
to function approximation in terms of computational and statistical efficiency, particularly given the
need to maximally exploit essential information in the offline dataset. For instance, in cases where
the state and action spaces are large, the commonly used (s, a)-rectangular uncertainty set can make
the inner optimization computationally intractable for function approximation [66]. Additionally, the
distribution shifts, arising from the mismatch between the behavior policy and the target policy, as well
as the mismatch between the nominal model and perturbed models, complicate the statistical analysis
[41, 4]. Several recent works attempt to conquer these challenges. Panaganti et al. [35] studied the
(s, a)-rectangularity, and their algorithm may suffer from the above mentioned computational issue.
Additionally, the (s, a)-rectangular uncertainty set may contain transitions that would never happen in
reality, and thus leads to conservative policies; Blanchet et al. [4] proposed a novel double pessimism
principle, while their algorithm requires strong oracles, which is not practically implementable.
Meanwhile, a line of works study function approximation in the online setting [44, 38, 51, 3, 20] or
with a simulator [66], which are not applicable to offline RL. Thus, the following question arises:

Is it possible to design a computationally efficient and minimax optimal algorithm for
robust offline RL with function approximation?

To answer the above question, we focus on a basic setting of d-rectangular linear DRMDP, where
the nominal model is a standard linear MDP, and all perturbed models are parameterized in a linearly
structured uncertainty set. We provide the first instance-dependent suboptimality analysis in the
DRMDP literature with function approximation, which offers insights into the problem’s intrinsic
characteristics and challenges. Concretely, our contributions are summarized as follows.

* We propose a computationally efficient algorithm, Distributionally Robust Pessimistic Value
Iteration (DRPVI), based on the pessimism principle [15, 53, 41] with a new function approximation
mechanism explicitly devised for d-rectangular linear DRMDPs. We show that DRPVI achieves
the following instance-dependent upper bound on the suboptimality gap:

H gt d
Br - suPpeyo(poy 21 E P (s, ah)liHA,jl |s1=s]",

This bound resembles those established in offline RL within standard linear MDPs [15, 62, 54].
However, there are two significant differences in our results. First, our bound depends on the
supremum over the uncertainty set of transition kernels instead of one single transition kernel.
Second, our result relies on a diagonal-based normalization, instead of the Mahalanobis norm of
the feature vector, ||¢(spn, an)|| A1~ See Table 1 for a clearer comparison. These two distinctions

are unique to DRMDPs with function approximation, which we discuss in more details in Section 4.
Moreover, our analysis provides a novel pipeline for studying instance-dependent upper bounds of
computationally efficient algorithms under d-rectangular linear DRMDPs.

* We improve DRPVI by incorporating variance information into the new function approximation
mechanism, resulting in the VA-DRPVI algorithm, which achieves a smaller upper bound:

H * d
B2 - SUP peyse (PO) > h—1 E7 ’P[Zi:1 ||¢i(5hvah)1i”z;*1 |s1 = 5]2-

This improves the result of DRPVI due to the fact that 22_1 < H QAgl by definition [60, 54].
Furthermore, when the uncertainty level p = O(1), we show that the robust value function attains
a Range Shrinkage property, leading to an improvement in the upper bound by an order of . This
explicit improvement is new in variance-aware algorithms, and is unique to DRMDPs.

* We further establish an information-theoretic lower bound. We prove that the upper bound of
VA-DRPVI matches the information-theoretic lower bound up to 85, which implies that VA-DRPVI
is near-optimal in the sense of information theory. Importantly, both DRPVI and VA-DRPVI are
computationally efficient and do not suffer from the high computational burden, as discussed
above in settings with the (s, a)-rectangular uncertainty set, due to a decoupling property of the
d-rectangular uncertainty set (see Remark 4.1 for more details). Thus, we confirm that, for robust
offline RL with function approximation, both the computational efficiency and minimax optimality
are achievable under the setting of d-rectangular linear DRMDPs.

"Here, d is the feature dimension, H is the horizon length, 8, = O(+v/dH) is a tunning parameter in DRPVI,
UP(PP) is the uncertainty set with radius p, 7* is the optimal robust policy, ¢(-,-) : S x A — R% is the
instance-dependent feature vector, and Ay, is the covariance matrix defined in (4.3).

2By = O(\/&) is a hyperparameter in VA-DRPVI; 3} is the variance-weighted covariance matrix, see (5.5).
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Table 1: Summary of instance-dependent results in offline RL with linear function approximation.
Ay, and X7 are the empirical covariance matrix defined in (4.3) and (5.5) respectively. Note that
7* means the optimal policy in standard MDPs and the optimal robust policy in DRMDPs. The
definition of 3} also depends on the corresponding definition of 7*.

Algorithm Setting Instance-dependent upper bound on the suboptimality gap
PEVI [15] MDP dH - zthlE”*vp[||¢(sh,ah)|\A;1|51 = 3]
LinPEVI-ADV . '
4] MDP VAH - BT [ (sn, an)ll 5 [s1 = 8]
LinPEVI-ADV+ -
[54] MDP \/&~ZhH:1E P [||¢(sh,ah)||):;71|51 = S}

DRPVI (ours) ~ DRMDP  VdH - suppeyp(poy Sopey B P[00 |\¢i(sh,ah)1i\|A}:1|51:s}
VA-DRPVI (ours) DRMDP \/&~SUpP€M,}(Po)ZhH:IEW*‘P[Zj:I ||¢i(sh7ah)1i|\22,1|sl:s]

Our algorithm design and theoretical analysis draw inspiration from two crucial ideas proposed in
standard linear MDPs: the reference-advantage decomposition [54] and the variance-weighted ridge
regression [65]. However, the unique challenges in DRMDPs necessitate novel treatments that go
far beyond a combination of existing techniques. Specifically, existing analysis of standard linear
MDPs highly relies on the linear dependency of the Bellman equation on the (nominal) transition
kernel. This linear dependency is disrupted by the consideration of model uncertainty, which induces
essential nonlinearity that significantly complicates the statistical analysis of estimation error. To
obtain our instance-dependent upper bounds, we establish a new theoretical analysis pipeline. This
pipeline starts with a nontrivial decomposition of the suboptimality, and employs a new uncertainty
decomposition that transforms the estimation uncertainty over all perturbed models to estimation
uncertainty under the nominal model.

The information-theoretic lower bound in our paper is the first of its kind in the linear DRMDP
setting, which could be of independent interest to the community. Previous lower bounds, which
are based on the commonly used Assouad’s method and established under the standard linear MDP,
do not consider model uncertainty. In particular, one prerequisite for applying Assouad’s method
is switching the initial minimax objective to a minimax risk in terms of Hamming distance. The
intertwining of this prerequisite with the nonlinearity induced by the model uncertainty makes the
analysis significantly more challenging. To this end, we construct a novel family of hard instances,
carefully designed to (1) mitigate the nonlinearity caused by the model uncertainty, (2) fulfil the
prerequisite for Assouad’s method, and (3) be concise enough to admit matrix analysis.

Notations: We denote A(S) as the set of probability measures over some set S. For any num-
ber H € Z,, we denote [H] as the set of {1,2,---,H}. For any function V' : § — R, we
denote [P,V](s,a) = Eyop,(.|s,0)[V(s)] as the expectation of V' with respect to the transition
kernel Py, [Var,V](s,a) = [P,V?](s,a) — ([P4V](s,a))? as the variance of V, [V, V](s,a) =
max{1, [Vary V](s,a)} as the truncated variance of V, and [V (s)], = min{V (s), o}, given a scalar
a > 0, as the truncated value of V. For a vector &, we denote x; as its j-th entry. And we denote
[7:]ie[q) as a vector with the i-th entry being z;. For a matrix A, denote A;(A) as the i-th eigenvalue
of A. For two matrices A and B, we denote A < B as the fact that B — A is a positive semidefinite
matrix. For any function f : § — R, we denote || f|loc = sup,cs f(s). Given P,Q € A(S), the
total variation divergence of P and @ is defined as D(P||Q) = 1/2 [ |P(s) — Q(s)|ds.

2 Most Related Work

DRMDPs. The DRMDP framework has been extensively studied under different settings. The
works of [55, 52, 61, 26, 12] assumed precise knowledge of the environment and formulated the
DRMDP as classic planning problems. The works of [67, 57, 33, 56, 42, 58] assumed access to a
generative model and studied the sample complexities of DRMDPs. The works of [35, 41, 4] studied
the offline setting assuming access to only an offline dataset, and established sample complexities
under data coverage or concentrability assumptions. The works of [51, 3, 8, 19, 20] studied the online
setting where the agent can actively interact with the nominal environment to learn the robust policy.
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DRMDPs with linear function approximation. Tamar et al. [44], Badrinath and Kalathil [3]
proposed to use linear function approximation to solve DRMDPs with large state and action spaces
and established asymptotic convergence guarantees. Zhou et al. [66] studied the natural Actor-
Critic with function approximation, assuming access to a simulator. Their function approximation
mechanisms depend on two novel uncertainty sets, one based on double sampling and the other on
an integral probability metric. Ma et al. [24] first combined the linear MDP with the d-rectangular
uncertainty set [12], and proposed the setting dubbed as the d-rectangular linear DRMDP, which
naturally admits linear representations of the robust Q-functions®. Panaganti et al. [34] leverages the
d-rectangular linear DRMDP framework to address the distribution shift problem in offline linear
MDPs. Blanchet et al. [4] studied the offline d-rectangular linear DRMDP setting, for which the
provable efficiency is established under a double pessimism principle. Liu and Xu [20] then studied
the online d-rectangular linear DRMDP setting and pointed out that the intrinsic nonlinearity of
DRMDPs might pose additional challenges for linear function approximation. After the release of our
work, a concurrent study [48] emerged, which independently investigated offline DRMDPs with linear
function approximation. Their algorithms attained the same instance-dependent suboptimalities as our
proposed algorithms DRPVI and VA-DRPVI. Their algorithm DROP also achieved the same order of
worst-case suboptimality, O(dH 2 / \/E ), as our DRPVI. However, we further demonstrated that our

algorithm VA-DRPVI can strictly improve this result to O(dH min{1/p, H}/v/K). Moreover, we
introduced a novel hard instance and established the first information-theoretic lower bound for offline
DRMDPs with linear function approximation. We also note that there is a line of works [4, 35] studied
general function approximation under DRMDPs with the commonly studied (s, a)-rectangularity
uncertainty sets, where no further structure is applied except the rectangularity.

3 Problem Formulation

In this section, we provide the preliminary of d-rectangular linear DRMDPs, and describe the dataset
as well as the learning goal in offline reinforcement learning.

Standard MDPs. We start with the standard MDP, which constitutes the basic of DRMDPs. A
finite horizon Markov decision process is denoted by MDP(S, A, H, P, 7"2[, where S and A are
the state and action spaces, H € Z. is the horizon length, P = {P},_; denotes the set of
probability transition kernels, » = {r; }fL_, denotes the reward functions. More specifically, for
any (h,s,a) € [H] x 8§ x A, the transition kernel P, (-|s,a) is a probability function over the
state space S, and the reward function r, : & x A — [0, 1] is assumed to be deterministic for
simplicity. A sequence of deterministic policies is denoted as m = {ﬂh}thl, where 7, : S — A s
the policy for step h € [H]. Given any policy 7 and transition P, for all (s,a,h) € S x A x [H],
the corresponding value function V,ZF’P(S) = E”’P[Zflzh ri(sy,a¢)|sn = s] and Q-function

Z’P(s7 a) = ]E”vP[Zih ri(st, at)|sn = s, an = a] characterize the expected cumulative rewards
starting from step h, and both of them are bounded in [0, H].

Distributionally robust MDPs. A finite horizon distributionally robust Markov decision process
is denoted by DRMDP(S, A, H,U?(P°),r), where P® = { PP} is the set of nominal transition
kernels, and U” (P%) = @,z Uy, (Py) is the uncertainty set of transitions, where each U7 (Py) is
usually defined as a ball centered at P° with radius/uncertainty level p > 0 based on some probability
divergence measures [13, 57, 56]. To account for the model uncertainty, the robust value function
VioP(s) := inf pegsopoy VP (s), ¥(h,s) € [H] x S is defined as the value function under the
worst possible transition kernel within the uncertainty set 2/”(P°). Similarly, the robust Q-function
is defined as Q}"(s,a) = inf peyso(poy QZ’P(S, a), for any (h,s,a) € [H] x S x A. Further, we
define the optimal robust value function and the optimal robust Q-function as

Vi P(s) = supren Vi (s), Q7 (s,a) = suprcn @y (s,a),  V(h,s,a) € [H] x S x A.

*Ma et al. [24] study the offline d-rectangular linear DRMDPs with Kullback-Leibler (KL) uncertainty sets.
We remark that 1) the proofs of their main lemmas (Lemma D.1 and Lemma D.2) related to suboptimality
decomposition and the proof of theorems have technique flaws; 2) The formulation of their assumption 4.4 on
the dual variable of the dual formulation of the KL-divergence is ambiguous and may be too strong to be realistic.
Thus, the fundamental challenges of d-rectangular linear DRMDPs remain unresolved.
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where II is the set of all policies. The optimal robust policy 7* = {} }/._, is defined as the policy
that achieves the optimal robust value function: 7};(s) = argsup,cp V;, (), V(h, s) € [H] x S.

d-rectangular linear DRMDPs. A d-rectangular linear DRMDP is a DRMDP where the nominal
environment is a special case of linear MDP with a simplex feature space [14, Example 2.2] and the
uncertainty set U} (P?) is defined based on the linear structure of the nominal transition kernel P .
In particular, we make the following assumption about the nominal environment.

Assumption 3.1. Let ¢ : Sx.A — R< be a state-action feature mapping such that Zle oi(s,a) =1,
oi(s,a) > 0, for any (i,s,a) € [d] x § x A. For any (h,s,a) € [H|] x S x A, the
reward function and the nominal transition kernels have a linear representation: rp(s,a) =
(¢(s,a),64), and P (]s,a) = (p(s,a), uf (")), where |02 < Vd, and pf = (i 1,115 2)
are unknown probability measures over S.

With notations in Assumption 3.1, we define the factor uncertainty sets as U,f,i(u?m) = {u T E
A(S), D(pllpj ;) < p},Y(h,i) € [H] x [d], where D(-||-) is specified as the total variation (TV)
divergence in this work. The uncertainty set is defined as Uy (Py) = @, oyesx.a Un (5@ 1p),
where UL (s, a; 1) = {0, dils, a)uni(-) : () € uy (i ;),¥i € [d]}. A notable feature of
this design is that the factor uncertainty sets {Uj u%ﬁ}fi%il are decoupled from the state-action

pair (s, a) and also independent with each other. As demonstrated later, this decoupling property
results in a computationally efficient regime for function approximation.

Robust Bellman equation. Under the setting of d-rectangular linear DRMDPs, it is proved that the
robust value function and the robust Q-function satisfy the robust Bellman equations [20]:

Zl’p<57 a) = Th(57 a) + ianh(-|s,a)EZ/[,f(s,a;u2) [th};’_pl](sv a), (3.12)
Vi ?(5) = Barrm, (1) [Qh 7 (5, 0], (3.1b)

and the optimal robust policy 7* is deterministic. Thus, we can restrict the policy class II to the
deterministic one. This leads to the robust Bellman optimality equations:

Q" (s,a) =rp(s,a) + ianh(-\s,a)EMﬁ(s,a;p,‘,’l)[]P)hV};,Lpl}(& a), (3.2a)
VP (s) = maxaea Q} (s, a). (3.2b)

Offline Dataset and the Learning Goal. Let D denote an offline dataset consisting of K i.i.d
trajectories generated from the nominal environment MDP(S, A, H, P°, ) by a behavior policy
7t = {72} . In concrete, for each 7 € [K], the trajectory {(s7,al,r])}HL  satisfies that
aj, ~ mp(-Is}), i = rn(sh.a}), and s}, ~ P(:|s},a}) for any h € [H]. The goal of the
robust offline RL is to learn the optimal robust policy 7* using the offline dataset D. We define the
suboptimality gap between any policy & and the optimal robust policy 7* as

SubOpt(7, 51, p) 1= V;"P(s1) — VP (s1). (3.3)

Then the goal of an algorithm in distributionally robust offline reinforcement learning is to learn a
robust policy 7 that minimizes the suboptimality gap SubOpt (7, s, p), for any s € S.

4 Warmup: Robust Pessimistic Value Iteration

In this section, we first propose a simple algorithm in Algorithm 1 as a warm start, and provide an
instance-dependent upper bound on its suboptimality gap in Theorem 4.4.

The optimal robust Bellman equation (3.2) implies that the optimal robust policy 7* is greedy with
respect to the optimal robust Q-function. Therefore, it suffices to estimate @} to approximate 7*.
To this end, we estimate the optimal robust Q-function by iteratively performing an empirical version
of the optimal robust Bellman equation similar to (3.2). In concrete, given the estimators at step b + 1,
denoted by @h+1(5, a) and ‘A/hH(S) = maX,ecA @hH(S, a), Liu and Xu [20] show that applying
one step backward induction similar to (3.2) leads to

Qh(57 a) = Th(sa a) + ianh(<|s,a)El/{Z(s,a;pg) [Ph‘/}h-‘rl] (Sa a) = <¢(Sv a’)a 0n + V}l;>a 4.1
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where v} ; 1= maxae(o,#){2n,i(@) — p(a — ming Vhsr(D]a)}s 2ni(@) = Bt Vi1 (s)]as
Vi € [d], [Vat1(8')]a = min{V,11(s’),a}, and « is a dual variable stemming from the dual
formulation (see Proposition H.1). To estimate Q,(s, a), it suffices to estimate vectors zj () =
[zh,1(), ..., zn,a(a)] and v as follows.

e Estimate zj,(0): note that [P9[Vi11]a](s,a) = (¢(s,a), zp(a)) by Assumption 3.1, where the

expectation is taken with respect to the nominal kernel P (+|s, a). Given the estimator Vi (s), it
is natural to estimate zj, (<) by solving the following ridge regression on the offline dataset D.

. . K = - - 2
zZp(a) = argmin, cpd Zr:l ([Vh+1(3h+1)}a - ¢hTz) + )\||z||§

— K 1 T
=A, ! [27:1 ¢h[Vh+1(5h+1)]a]v 4.2)
where A > 0, ¢}, is a shorthand notation for ¢ (s}, a},), and Ay, is the covariance matrix:
A=Y B5(87) T + AL “3)

* Estimate U}, : based on Zj, ;(cv), we can estimate 7, , as follows.

ﬁ}[;,i = maXaE[O,H]{éh,i(o‘) - p(a — mingy [‘7hp+1(5/)]a}7Vi € [d} 4.4

After these two steps, we immediately obtain the estimated robust Q-function at step h,

@h(s,a) = (¢(s,a),0n + D). 4.5)

Note that these estimations are constructed based on an offline dataset D, which is known to cause
distributional shift. We propose to incorporate a penalty term in the estimator (4.5) following the
pessimism principle in the face of uncertainty [15, 53, 41].

Algorithm 1 Distributionally Robust Pessimistic Value Iteration (DRPVI)

Require: Input dataset D and parameter 31 ; XA/}? () =0.
1: forh=H,--- ,1do
2 A3 e+ M
3 fori=1,--- ,ddo
4 Update 2 ; according to (4.4)
5. endfor
6: Tul) B 20 |6 )L o
7 be(7) — {¢(>)T(0h+’>£) 7Ph(.’.)}[O,H—h+1]
8:  #n([)  argmax,, (Q7 () ma([)) 4 and Vi7(:) = (Q7 () Fn(])).a
9: end for

Remark 4.1. In Algorithm 1, the pessimism is achieved by subtracting a robust penalty term,
Zle H@(-, )1, H A-—1» from the robust Q-function estimation, which is derived from bounding the
h

robust estimation uncertainty arising from d ridge regressions. In particular, at step h € [H], denoting

af = argmaxy g {Zni(a) — p(e — ming [‘A/,fﬂ(s’)]a) },Vi € [d], we solve d separate ridge

regressions to obtain different coordinates of ©/,. This design is tailored for the d-rectangular linear
DRMDP, as we will see, leading to a distinct instance-dependent upper bound in Theorem 4.4.

Remark 4.2. Notably, to solve the optimization problem with respect to « € [0, H] in (4.4), one will
repeatedly invoke the closed form solution (4.2) for different values of a.. Moreover, the optimization
is decoupled from the state-action pair, due to the decoupling property of d-rectangular uncertainty
set. Similar algorithm designs have also appeared in [24] for Kullback-Leibler divergence based
linear DRMDPs and in [20] for online linear DRMDPs. As for the computational tractability, we
note that the minimization over « in (4.4) has been implemented in [20] using the minimize function
in the Nelder-Mead method [29] in the Python module scipy.optimize. The minimization over the
state space is avoided under a ‘fail-state’ assumption, common in applications such as robotics and
healthcare (see Assumption 4.1 and Remark 4.2 in their paper). Without this assumption, we can also
use the Nelder-Mead method to solve it. Thus, Algorithm 1 is in general computationally tractable.
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Before presenting the theoretical guarantee of DRPVI, we make the following data coverage assump-
tion, which is standard for offline linear MDPs [50, 9, 60, 54].

Assumption 4.3. We assume x := minyeg; Amin(E™ 2 [@(sn, an)p(sn,an)T]) > 0 for the
behavior policy 7® and the nominal transition kernel P°.

Assumption 4.3 requires the behavior policy to sufficiently explore the state-action space under the
nominal environment. Indeed, it implicitly assumes that the nominal and perturbed environments
share the same state-action space, and that the full information of this space is accessible through the
nominal environment and the behavior policy 7°. Assumption 4.3 rules out cases where new states
emerge in perturbed environments that can never be queried under the nominal environment as a
result of the distribution shift. Now we present the theoretical guarantee for Algorithm 1.

Theorem 4.4. Under Assumptions 3.1 and 4.3, VK > max{512log(2dH?/5)/k?,20449d*> H? |k}

and § € (0,1), if we set A = 1 and 8; = O(V/dH) in Algorithm 1, then with probability at least
1—4, Vs € S, the suboptimality of DRPVI satisfies

H d
SubOpt(7, s,p) < 1+ sup ZE’T*’P {Z ¢ (shy an)Lil| a1 |51 = s, (4.6)
Peur(P°) 1= P "

where Ay, is the empirical covariance matrix defined in (4.3).

The result in Theorem 4.4 resembles existing instance-dependent bounds for standard linear MDPs [15,
54] (see Table 1 for a detailed comparison). However, there are two major distinctions between these

results. First, our result depends on the weighted sum of diagonal elements Zle | i(sh,an)Lil| p-1,

dubbed as the d-rectangular robust estimation error, instead of the Mahalanobis norm of the feature
vector || (sn, an)|| p—1. As discussed in Remark 4.1, this term primarily arises due to the necessity
h

to solve d distinct ridge regressions in each step, which presents a unique challenge in our analysis.
Second, we consider the supremum expectation of d-rectangular robust estimation error with respect to
all transition kernels in the uncertainty set, which measures the worst case coverage of the covariance
matrix Ay under the optimal robust policy 7*.

To connect with existing literature [4], we further show that under Assumption 4.3, the instance-
dependent suboptimality bound can be simplified as follows.

Corollary 4.5. Under the same assumptions and settings as Theorem 4.4, with probability at least
1 — 6, forall s € S, the suboptimality of DRPVI satisfies SubOpt(#, s, p) = O(VdH?/(Vk - K)).

Remark 4.6. Since ||¢(-,-)||2 < 1 by Assumption 3.1, the coverage parameter x is trivially upper
bounded by 1/d. Assuming that x = ¢! /d for a constant 0 < ¢! < 1, then we have SubOpt(#, s, p) =
O(dH?/(ct - VK)). This bound improves the state-of-the-art, [4, Theorem 6.3], by O(d).

5 Distributionally Robust Variance-Aware Pessimistic Value Iteration

The instance-dependent bound in Theorem 4.4 has an explicit dependency on H, which arises from
the fact that Q) (s, a) € [0, H| for any (h, p) € [H] x (0, 1] and the Hoeffding-type self-normalized
concentration inequality used in our analysis. We will show in this section that the range of any
robust value function could be much smaller under a refined analysis. Consequently, we can leverage
variance information to improve Algorithm 1 and achieve a strengthened upper bound.

Intuition In the robust Bellman equation (3.1), the worst-case transition kernel would put as much
mass as possible on the minimizer of Vh”jrpl(s), denoted by syi,. Based on this observation, we
conjecture that the robust Bellman equation (3.1) recursively reduces the maximal value of robust
value functions, and thus shrinks its range. To see this, we define iy, ; = (1 — p) N%,i + pds,...» Where
O, 18 the Dirac measure at s, and we assume V) (smin) = 0 for any (7, h) € II x [H] just for
illustration. It is easy to verify that ji;, ; € Ll,f,i(,u?m) and is indeed the worst-case factor kernel. Then
by (3.1) we have V"’ (s) = Eqnnr[rn(s, a) + (1 — p) [P}V, ](s, a)], which immediately implies
max,es V' (s) < 1+ (1 — p)maxyes V, 4 (s'). This justifies our conjecture that the range of
the robust value functions shrinks over stage. We dub this phenomenon as Range Shrinkage and
summarize it in the following lemma, with a more formal proof postponed to Appendix G.5.

Smin
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Algorithm 2 Distributionally Robust and Variance Aware Pessimistic Value Iteration (VA-DRPVI)

Require: Input dataset D, D" and (3s; XA/I‘} () =0

1: Run Algorithm 1 using dataset D’ to get {‘A/,;p YhelH)
2: forh=H, ---,1do
3:  Construct variance estimator 77 (-, -; &) using D’ by (5.2) and (5.3)

4 Tila) =37, ¢h8L /77 () af ) + AT

5. 2n(0) = 5 () 255, 07 [V (s7)] /53 (57 075 )

6: ;= argmax,eo, gy{2n,i(a) — E(oz — ming [\7,f+1(5’)]a)}, Vi € [d]
7: f/Zl = Zp,i(a;) — p(oy; — ming [V}fﬂ(s')]ai), Vi € [d]

8 Tul) B2 iy 160 ) Lillst o)

9 Qn() = {( )T (O +57) — Tn(- )o.rr—ne

0

1

10: 7n(]) < argmax,, (Qf (), (1))as VEC) (@0 (), 7 (]))a
11: end for

Lemma 5.1 (Range Shrinkage). For any (p, 7, h) € (0,1] x II x [H], we have

1—(1— H—h+1
max V" (s) —min V" (s) < (1=p)
seS s€ES p

5.1

This phenomenon only appears in DRMDPs since the range of value function is generally [0, H] in
standard MDPs. A similar phenomenon is first observed in infinite horizon tabular DRMDPs [42,
Lemma 7]. One important implication of Lemma 5.1 is that the conditional variance of any value
function shrinks accordingly. In particular, when p = O(1), the range of any robust value function
would shrink to constant order, which leads to constant order conditional variances. This motivates
us to leverage the variance information in both algorithm design and theoretical analysis. Inspired
by the variance-weighted ridge regression in standard linear MDPs [65, 27, 60, 54], we propose to
improve the vanilla ridge regression in (4.2) by incorporating variance weights. To this end, we first
propose an appropriate variance estimator, whose form is specifically motivated by our theoretical
analysis framework, to quantify the variance information.

Variance estimation We first run Algorithm 1 using an offline dataset D’ that is independent of
D to obtain estimators of the optimal robust value functions {V, "} he[H]- By Assumption 3.1, the
variance of [XA/,;f’H}a under the nominal environment is [Vary, [IA/,;il]a}(s, a) = [PY [KA/};f'H]i](s, a) —

([Pg[‘?f;il]a](sva))Z = (P(s,a),zn2) — ((¢(s,a), zn,1))*. We estimate zj,,1 and 2, o via ridge
regression similarly as in (4.2):

- . K S'e 4o 2 - 2
Zn2(e) = argmin, cga > iy ([Vi51(shi)], — @77 2)" + Alz]13, (5.2a)
= . = - , 2

Zp,a(a) = argmin, cga 25:1 ([Vhi1(5h+1)]a — @7 z)" + A=2[l3- (5.2b)

We then construct the following truncated variance estimator

&1 (s,a; a) := max {1, [¢(s,0) " Zn,2()] o) — [#(5,0) " Zna(@)]} pyy = O (3%) } (53)

where the last term is a penalty to achieve pessimistic estimations of conditional variances.

Variance-Aware Function Approximation Mechanism Similar to the two-step estimation proce-
dure of Algorithm 1, we first estimate zj, («) by the following variance-weighted ridge regression
under the nominal environment:

K (U’}p (ST )] _ 7—'|'z)2
. h+1\°h+1 h
= argmin E * 5 aT
zeRd T oy (sh,af; @)

K TP T
=, (a) [Z ARl (5.4)

o7 (sh, a; @)

+ A=l

T=1
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where 3, («) = Zle @T 7" /52 (s],al; ) + AL is the empirical variance-weighted covariance
matrix, which can be deemed as an estimator of the following variance-weighted covariance matrix

St =K ondn /IVaViA)(shaf) + AL (5.5)

In the second step, we estimate V}/i’ ;» Vi € [d] in the same way as (4.4). We then add a pessimism
penalty based on 3y, (a). We present the full algorithm details in Algorithm 2.

Theorem 5.2. Under Assumptions 3.1 and 4.3, for K > max{O(d?>H®/x), O(H*/k?)} and ¢ €

(0,1), if we set A = 1/H? and 3, = O(v/d) in Algorithm 2, then with probability at least 1 — 4, the
suboptimality of VA-DRPVI satisfies

SubOpt(7, s,p) < B2 - sup ZE’T P{ZMSZ Sh,apn) ZHZ* ilsi=s (5.6)
Peur(pP) =

where X} is the population variance-weighted covariance matrix defined as in (5.5).

Note that the bound in Theorem 5.2 does not explicitly depend on H anymore compared with that in
Theorem 4.4. A naive observation is that [V, V" ](s, a) € [1, H?]. By comparing the definitions in
(4.3) and (5.5), we have 22_1 =H 2A;1. Thus the upper bound of Algorithm 2 is never worse than
that of Algorithm 1. This improvement brought by variance information is similar to that in standard
linear MDPs [54, Theorem 2]. However, thanks to the range shrinkage phenomenon, we can further
show that VA-DRPVI is strictly better than DRPVI when the uncertainty level is of constant order.
Corollary 5.3. Under the same assumptions and settings as Theorem 5.2, given the uncertainty level
p, we have with probability at least 1 — 0, for all s € S, the suboptimality of VA-DRPVI satisfies

~ (]- - (1 - p)H) T, P
Subopt(ﬂasap) < 62 : ! sup Z]E Z ||¢1 Shaah 1 ||A |81 =S

p Peur(P) ;-

Remark 5.4. Note that (1 — (1 — p)¥)/p = ©(min{1/p, H}). When p = O(1), the suboptimality
of Algorithm 2 is strictly smaller than that of Algorithm 1 by H. With a similar argument as in
Remark 4.6, if we assume there exist a constant 0 < ¢ < 1, such that xk = cT/d in Assumption 4.3,

then the instance-dependent upper bound can be simplified to O(dH min{1/p, H}/(c! - VK)),
which improves the state-of-the-art [4, Theorem 6.3] by O(dH) when p = O(1).

6 Information-Theoretic Lower Bound

For a matrix A € R%*? and a state s € S, we define function ®(-,-) : R¥*? x S — R as follows.

P(A,s) = sup Z]E7r P[Z [pi(sn,an)lillals1 = s (6.1)

Peur(p?) p— i=1

It can be seen our upper bounds in previous sections primarily depend on quantities such as (D(A ,8)

and ®(X;~ 1 s). Roughly speaking, these quantities characterize the discrepancy between the
(weighted) covariance matrix of the offline dataset and the state action pairs generated from the
transition probability in the uncertainty set. Hence we call ®(-, -) the uncertainty function.

We now establish an information-theoretic lower bound to show that the uncertainty function is
unavoidable for d-rectangular linear DRMDPs. Let M be a class of DRMDPs and we define
SubOpt(M, 7, s, p) as the suboptimality gap specific to one DRMDP instance M € M.

Theorem 6.1. Given uncertainty level p € (0, 3/4], dimension d, horizon length H and sample size
K > O(d®), there exists a class of d-rectangular linear DRMDPs M and an offline dataset D of
size K such that for all s € S, with probability at least 1 — 9, inf; sup ;o4 SubOpt(M, 71, s, p) >
c-®(X; 71, s), where c is a universal constant.

Theorem 6.1 shows that the uncertainty function ®(X} ™!, s) is intrinsic to the information-theoretic

lower bound, and thus is inevitable. It is noteworthy that the lower bound in Theorem 6.1 aligns
with the upper bound in Theorem 5.2 up to a factor of S5, which implies that VA-DRPVI is minimax
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optimal in the sense of information theory, but with a small gap of O(\/E) Consequently, we affirm
that, in the context of robust offline reinforcement learning with function approximation, both the
computational efficiency and minimax optimality are achievable under the setting of d-rectangular
linear DRMDPs with TV uncertainty sets. Moreover, Theorem 6.1 also suggests that achieving a good
robust policy necessitates the worst case coverage of the offline dataset over the entire uncertainty
set of transition models, which is significantly different from standard linear MDPs where a good
coverage under the nominal model is enough [15, 60, 54]. Such a distinction indicates that learning
in linear DRMDPs may be more challenging in comparison to standard linear MDPs.

Further, we highlight that the hard instances we constructed also satisfy Assumption 4.3. It remains an
interesting direction to explore what would happen if the nominal and perturbed environments don’t
share exactly the same state-action space. We conjecture that since there could be absolutely new
states emerging in perturbed environments that can never be explored in the nominal environment, the
policy learned merely using data collected from the nominal environment could be arbitrarily bad.

Challenges and novelties in construction of hard instances Existing tight lower bound analysis
in standard linear MDPs [62, 60, 54] generally depends on the Assouad’s method and a family of hard
instances indexed by £ € {—1, 1}4H. However, they do not consider model uncertainty, which largely
hinders the derivation of explicit formulas for the robust value functions. Further, one prerequisite of
the Assouad’s method is switching the initial minimax suboptimality inf; max ;e aq SubOpt(7, s, p)
to a risk of the form infg maxg Dy (€,€'), where Dy (-, -) is the Hamming distance. The model
uncertainty significantly complicates this procedure, as the nonlinearity involved disrupts the linear
dependency between the value function and the index £. At the core of Theorem 6.1 is a novel
class of hard instances M. At a high-level, the hard instances should (1) fulfill the d-rectangular
linear DRMDP conditions, (2) mitigate the nonlinearity caused by model uncertainty, (3) achieve the
prerequisite for Assouad’s method, and (4) be concise enough to admit matrix analysis. We postpone
details on the construction of hard instances and the proof of Theorem 6.1 to Appendix F.

As a side product of Theorem 6.1, we show in the following corollary an information-theoretic lower
bound in terms of the instance-dependent uncertainty function ®(A; ', s) in Theorem 4.4.

Corollary 6.2. Under the same setting in Theorem 6.1, the class of hard instances M
and offline dataset D in Theorem 6.1 also suggests that, with probability at least 1 — J,
infz sup e uq SUbOPL(7, 8, p) > ¢ ®(A}, ", s), where c is a universal constant.

This implies that the uncertainty function <I>(A,:1, s) in Theorem 4.4 also arises from the information-
theoretic lower bound. We note the lower bound in Corollary 6.2 matches the upper bound in
Theorem 4.4 up to S, thus DRPVI is also minimax optimal in the sense of information theory, but

with a larger gap of O(\/&H ). Moreover, the only difference between Theorem 6.1 and Corollary 6.2

is the covariance matrix. Due to the fact that Agl < 2;’71, the information-theoretic lower bound
in Theorem 6.1 is indeed tighter than that in Corollary 6.2.

7 Conclusions

We studied robust offline RL with function approximation under the setting of d-rectangular linear
DRMDPs with TV uncertainty sets. We first proposed the DRPVI algorithm and built up a theoretical
analysis pipeline to establish the first instance-dependent upper bound on the suboptimality gap in
the context of robust offline RL. We then showed an interesting range shrinkage phenomenon specific
to DRMDPs, and we proposed the VA-DRPVI algorithm, which leverages the conditional variance
information of the optimal robust value function. Based on the analysis pipeline built above, we
show that the upper bound of VA-DRPVI achieves sharp dependence on the horizon length H. In
addition, we found that an uncertainty function consisting of two crucial quantities—a supremum
over uncertainty set and a diagonal-based normalization—appears in all upper bounds. We further
established an information-theoretic lower bound to prove that the uncertainty function is unavoidable
for robust offline RL under the setting of d-rectangular linear DRMDPs.

It remains an interesting future research question whether the computational and provable efficiency
can be achieved in other settings for robust offline RL with function approximation. Another interest-
ing future direction is to explore the unique challenges of applying general function approximation
techniques in standard offline RL [6] to DRMDPs.
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A Additional Related Work

Offline Linear MDPs. Our work focuses on the offline linear MDP setting where the nominal
transition kernel, from which the offline dataset is collected, admits the linear MDP structure.
Numerous works have studied the provable efficiency and statistical limits of algorithms under
this setting [15, 62, 53, 60, 54]. The most relevant study to ours is the recent work of [54], which
established the minimax optimality of offline linear MDPs. At the core of their analysis is an
advantage-reference technique designed for offline RL under linear function approximation, together
with a variance aware pessimism-based algorithm. However, the offline linear MDP setting still
remains understudied in the context of DRMDPs.

Transfer-Learning in Low Rank MDPs. Besides the distributionally robust perspective to solve
the planning problem in a nearly unknown target environment, another line of work focuses on transfer
learning in low-rank MDPs [7, 23, 2, 5]. Specifically, the problem setup assumes that the agent has
access to information of several source tasks. The agent learns a common representation from the
source domains and then leverages the learned representation to learn a policy performing well in
the target tasks with limited information. This setting is in stark contrast to DRMDPs, where the
agent only has access to the information of a single source domain, without any available information
of the target domain, assuming the same task is being performed. This motivates the pessimistic
principle of the distributionally robust perspective. Among the aforementioned works, Bose et al. [5]
studied the offline multi-task RL, which is the most closely related to our setting. In particular, they
investigate the representation transfer error in their Theorem 1, stating that the learned representation
can lead to a transition kernel that is close to the target kernel in terms of the TV divergence. Note
that the uncertainty is induced by the representation estimation error, which is different from our
setting assuming that the uncertainty comes from perturbations on underlying factor distributions.
Nevertheless, this work provides evidence that TV divergence is a reasonable measure to quantify the
uncertainty in transition kernels and motivates a future research direction in learning robust policies
that are robust to the uncertainty induced by the representation estimation error.

B A More Computationally Efficient Variant of VA-DRPVI

In this section, we propose a modified version of Algorithm 2, which reduces the computation cost in
the ridge regressions for variance estimation and achieves the same theoretical guarantees.

Variance Estimator. In Section 5, we estimate the variance of the truncated robust value function

[XA/hf'H]a. Thus, for different o, we need to establish different variance estimators, which signifi-
cantly increases the computational burden. The theoretical analysis of Algorithm 2 suggests that it

suffices to estimate the the variance of Vhil, instead of the truncated one. In particular, we know

[Vary, V,7,](s, a) = [P(V,71)?)(s, @) — ([POV,7,1(s,@))? = (@(s,0), zn.2) — (($(s,), 21))*.
Then we estimate 23,1 and zj, 2 via ridge regression:

K

. . o~ T 2 ST 22
Zho = argmjnz ((Vhi1(5h+1)> — thTz) + M z|13, (B.1a)
zeR T=1
K ,
Zha = argmjnz (Vhi1<‘9;—z+1) — d),Tsz) + A z||3. (B.1b)
zeR T=1

We construct the following truncated variance estimator:

~ - . ~ ¢ dH?
02(s,a) := max {1, [(],’)(s,a)—rzh,g} 0,12 [¢(s,a)Tzh71}[207H} - O(ﬁ)} (B.2)

The modified variance-aware algorithm is presented in Algorithm 3 and the theoretical guarantee is
presented in Theorem B. 1.

Theorem B.1. Under Assumptions 3.1 and 4.3, for K > max{O(d*H®/r), O(H*/k?)} and § €
(0,1), if we set A\ = 1/H? and B, = O(+/d) in Algorithm 3, then with probability at least 1 — &, for
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Algorithm 3 Modified VA-DRPVI
Require: Input dataset D, D’ and 3s; ‘A/I‘} +1(~) =0

1: Run Algorithm 1 using dataset D’ to get {‘7};” Yherm)

2. forh=H, ---,1do

3:  Construct variance estimator o; (-, -) using D’ by (B.1) and (B.2)
)

Sh =30 oLy /Gi(shaf) + AT

4
50 zn(a) = 2 (200 7 V0 (7)) /B2 5F )

6: ;= argmax,cp, g{fn,i(a) — é)\(a — ming [‘7}zp+1(8/)]04)}7 Vi € [d]
7 U= Epias) — plei — ming V)21 (8)]a,), Vi € [d]

8 Th() ¢ Ba iy i )Ll

9 Qh() ={B( )T (On + D) = Th( Vo —ny

10: 7, (-]) « argmax, (Qf (), ma () V() Q5. )s 7n(-]))a
11: end for

all s € S, the suboptimality of VA-DRPVI satisfies

H d
SubOpt(7, s,p) < B2+ sup Z]E”*’P[Z |i(sh,an)Lillgs-1]s1 = s], (B.3)
Peur(PY) h=1 i=1 "

where 33 = 307, 6707/ [VaViiy (T af) + AT

Remark B.2. The computation cost of Algorithm 3 is much smaller than Algorithm 2, as the
variance estimators are not related to o anymore. Notably, Algorithm 3 shares the same upper bound
as Algorithm 2. According to Theorem 6.1, we know the modified algorithm is also minimax optimal.

C Experiments

We conduct numerical experiments to illustrate the performances of our proposed algorithms, DRPVI
and VA-DRPVI, and compare it with the their non-robust counterpart, PEVI [15]. All numerical exper-
iments were conducted on a MacBook Pro with a 2.6 GHz 6-Core Intel CPU. The implementation of
our DRPVI algorithm is available at https://github. com/panxulab/0ffline-Linear-DRMDP.

Construction of the simulated linear MDP We leverage the simulated linear MDP setting pro-
posed by Liu and Xu [20] and modify it as an offline RL problem. In particular, the source and
target linear MDP environment are shown in Figure 1(a) and Figure 1(b). The state space is set to
be S = {z1,- -+ , x5} and the action space is to be A = {—1,1}* C R*. At each episode, the state
always starts with x1, and then transits to xs, x4, x5 with probability defined in the figures. 5 is an
intermediate state, and it can transit to x3, x4, x5 with probability defined on the lines. Moreover,
Both x4 and x5 are absorbing states. x4 (x5) is the fail state (goal state), and the reward starting from
which is always O (1). The reward functions and transition probabilities are designed to depend on
the hyperparameter £ € R* as shown in the figure. The target environment is constructed by only
perturbing the transition probability at z; of the source environment, and the extend of perturbation
is controlled by the hyperparameter ¢ € (0,1). We refer more details on the construction of the
simulated linear DRMDP to the Supplementary A.1 of [20].

Implementation We simply use the random policy that chooses actions uniformly at random
at any (s,a,h) € S x A x [H] to collect offline dataset. The offline dataset containing 100
trajectories collected by the behavior policy from the source environment. We conduct ablation
study by setting the hyperpameter & = (1/||€||1, 1/1|€||1,1/|/&]|1,1/]|€]/1) T and consider different
choices of ||£]|; € {0.1,0.2,0.3}. Following [20], we use heterogeneous uncertainty level for our
two algorithms. Specifically, we set p; 4 = 0.5 and pp ; = 0 for all other cases. The experiment
results are shown in Figure 2.

Figure 2 shows the performances of the learned policies of three algorithms. We conclude that both of
our proposed algorithms are robust to environmental perturbation compared to the non-robust PEVI.
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p(l =38 —(§ a)) p(l =8 —(§ a))

p(l =6 —(§,a)) 1-6—(a) q(d+ (&, a)) 1-6-¢(¢,a)
a717)(1*5*<£,a>@lfp)(lf57<£,a\@ e (1=38—(&a)) @7;7)(1*57(5,&@
S+ (& a) 5+ (£, a) (I =q)(6+ (&, a)) 5+ (§,a)
5+ (&, a) S+ (& a)

1 1
(a) The source MDP environment. (b) The target MDP environment.

Figure 1: The source and the target linear MDP environments. The value on each arrow represents
the transition probability. For the source MDP, there are five states and three steps, with the initial
state being x1, the fail state being x4, and x5 being an absorbing state with reward 1. The target MDP
on the right is obtained by perturbing the transition probability at the first step of the source MDP,
with others remaining the same.

Furthermore, VA-DRPVIslightly outperforms DRPVI in most settings. These numerical results are
consistent with our theoretical findings.

D Proof of Theorem 4.4

Our analysis mainly deals with the challenges induced by the model uncertainty, inf pey4» (poy, and
the need to maximally exploit the information in the offline dataset. More specifically, the proof of
Theorem 4.4 mainly constitutes of two steps.

Step 1: suboptimality decomposition. We first decompose the suboptimality gap in the following
lemma to connect it with the estimation error, the full proof of which can be found in Appendix G.1.

Lemma D.1 (Suboptimality Decomposition for DRMDP). If the following holds

inf []P)h‘/}}f_;rl](sa a) - ¢(S, G,)I)g

<Th(s,a),¥(s,a,h) € S x Ax [H], (D.1)
Ph(-ls,a)GZ/{;z(S,a;[L?hi)

then we have SubOpt(7, s, p) < 28Up pey/n(poy S BT [Ty (shy an)|s1 = ).

The main challenge in deriving Lemma D.1 lies in the dependency of the robust Bellman equation
(3.1) on the nominal kernel P°, which is not linear and does not even have an explicit form. It
should be noted that the term | inf p, (.1s,0)€uf (s,a:9.,) [PLV 1(s,a) — ¢(s,a)" )| in condition
(D.1) stands for the estimation error of the estimated robust Q-function in (4.5), which we refer to
as the robust estimation uncertainty. Lemma D.1 shows that under the condition that the robust
estimation uncertainty is bounded by I', (s, a), the suboptimality gap can be upper bounded in terms
of T'},(s, a). To conclude the proof, it remains to derive I', (s, @) and then substitute it back into the
result in Lemma D.1.

Step 2: bounding the robust estimation uncertainty. We now bound the robust estimation uncer-
tainty in Lemma D.1 by the following result, the full proof of which can be found in Appendix G.2.

https://doi.org/10.52202/079017-2750 86619



—— PEVI
DRPVI
—— VA-DRPVI

—— PEVI
DRPVI
—— VA-DRPVI

— PEVI
DRPVI
—— VA-DRPVI

Average reward
5

Average reward
s

Average reward
s

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Perturbation Perturbation Perturbation

@ ||l = 0.1, pr,a = 0.3 (b) [|€]l1 = 0.1, p1,4 = 0.4 ©) [|€]x = 0.1, pra = 0.5

— PEVI — PEVI — PEVI

514 DRPVI o 14 DRPVI 5 14 DRPVI
§13 —— VA-DRPVI §1z —— VA-DRPVI §1z —— VA-DRPVI
21, 21 S
(9] (9] ()
o 1.1 D11 D11
© © ©
EJ 1.0 a;) 1.0 a;) 1.0
Log < o9 < o9
0.8 0.8 0.8
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Perturbation Perturbation Perturbation
(@ [|€]1 =02, p14=0.3 @© [[€lln =0.2, p14 = 0.4 ® €]l = 0.2, pra = 0.5
16 1.6 16
o° ° °
E c 14 S 14
) [} [}
g“ ?12 ?12
§ —— PEVI g —— PEVI g —— PEVI
< DRPVI e DRPVI e DRPVI
—— VA-DRPVI —— VA-DRPVI —— VA-DRPVI
0.8 0.8 0.8
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Perturbation Perturbation Perturbation
(@ €]t =0.3,p14=0.3 (h) [|€]l = 0.3, p1,4a =04 @ [[€llh = 0.3, p14 =105

Figure 2: Simulation results under different source domains. The z-axis represents the perturbation
level corresponding to different target environments. p; 4 is the input uncertainty level for our
VA-DRPVI algorithm. ||€]|; is the hyperparameter of the linear DRMDP environment.

Lemma D.2 (Robust Estimation Uncertainty Bound). For any sufficiently large sample size K
satisfying K > max{512log(2dH?/J)/x?,20449d* H? /k}, and any fixed § € (0, 1), if we set
A = 1in Algorithm 1, then with probability at least 1 — ¢, for all (s,a,h) € S x A x [H], we have

inf Py VY (s.a) — @(s,a) 9| < Tu(s,a), (D.2)
Ph('|5,a)€uﬁ(s,a;ug’i)[ h+1]( ) ( ) h ( )

where T, (s, a) = 4VdH /e 0, [|di(s, a)1i|[o1 and ¢ = log(2dH? K /5).

I (s, a) provides an explicit bound for the robust estimation uncertainty, which also serves as the
penalty term in Line 6 of Algorithm 1. The main challenge of deriving Lemma D.2 lies in inferring
the worst-case behavior using information merely from the nominal environment. Our idea is to
first transform the robust estimation uncertainty to the estimation uncertainty of ridge regressions
(4.2) on the nominal model P°, where the samples are collected and statistical control is available.
We then adopt a reference-advantage decomposition technique, which is new in the linear DRMDP
literature, to further decompose the estimation uncertainty on the nominal model into the reference
uncertainty and the advantage uncertainty. The remaining proof is to bound the reference uncertainty
and advantage uncertainty respectively using concentration and union bound arguments under an
induction framework to address the temporal dependency. We highlight that all these arguments are
specifically designed for the unique problem of DRMDP, which is novel and nontrivial.
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E Proof of the Suboptimality Upper Bounds

In this section, we prove the main results in Corollary 4.5, Remark 4.6, Theorem 5.2, and Corollary 5.3,
which give out the instance-dependent upper bounds of the proposed algorithms. Before the proof,
we introduce some useful notations. For any function f : S — [0, H — 1], define

Tinf [Paf](s.a) = pls,a) DL, (E.1)

Ph('\s,a)euﬁ(s,a;u%’i)

where for each i € [d], we have

74,() = max {B[f(s)]a — pla - minlf(s)]a) }.

a€l0,H] s'eS

]EH’“[f { 1Z¢h (sha1)]

E.1 Proof of Corollary 4.5

The proof of Corollary 4.5 is straightforward given our result in Theorem 4.4.

Proof. Define A, = E™+F" [d(sh,an)P(sn,an) "], Vh € [H]. By Assumption 4.3, we have A}, >
k - I. We further bound (6. l) as follows,

sup ZE’T P[ZH@ Sh,an)1; HA sls]
i=1

Peur(PO)

H d
2 ‘Il'
< s —=ETF S ool

Peur(pe) Lh=1i=1

51 = s} (E.2)

H d
= —IEYr i oi(s,a) 1;'—[&7111- 51 = s}
Peup(PO) VK };; o

H d
TP . x-1 _
it (SR B ] e

-h=11i=1

= —E”P E @i(s,a) ‘sl—s
PGW(PO) v Lh=1i=1 Amin(

2 1
< sup —]E“ & \/7} (E.4)
peur(Po) VK z::l K

where (E.2) is due to Lemma 1.3, (E.3) is due to the fact that for any matrix A, Anin < A < Amaxs
where A;; is the i-th diagonal element of A. (E.3) holds due to Assumption 4.3 and the fact that

Z?Zl ¢i(s,a) = 1. We conclude the proof by invoking Theorem 4.4. O

E.2 Proof of Theorem 5.2

The proof idea is similar to that of Theorem 4.4, except that we additionally analyze the variance
estimation and apply the Bernstein-type self-normalized concentration inequality to bound the
reference uncertainty, which is the dominant term. We start from analyzing the estimation error of
conditional variances in the following lemma.

Lemma E.1. Under Assumptions 3.1 and 4.3, when K > O(H*/x?), then with probability at least
1—4,forall (s,a,h) €S x A x [H] and any fixed «, we have

_ 3
[V V L] (5.0) = O( S

) < G2 (S a;a) < [V}L[Vh+1](¥] (s,a).
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The following lemma bounds the estimation error by reference-advantage decomposition.

Lemma E.2 (Variance-Aware Reference-Advantage Decomposition). There exist {ai}ie[d], where
a; € [0, H],Vi € [d], such that

inf P,V (s, a) — Tinf P,V (s, a
‘ Ph(~|s,a)€l/{;:(s,a;u%i)[ h+1]( ) Ph(-\s7a)€Z/l{f(s,a;/.L?hi)[ h+1]( )
d
0 rr %,
< )‘Z ||¢Z-(s7a)1i||2;1(ai) B+ [Vh-&-p1(3)}ai = ay)
=1

i

d K T o T x50
hnh([vh ]‘Xf)
Y1015 @)Ll o | D2 S
i=1 !

o5 (s8], ap; o)

= ‘E;I(an

ii

d
FAD 116505, @)Ll [ (1941 ()]s — Vi ()]
=1

‘2;1(047;)

iii

i P (V1 (9as — V5 (8)]as)

3,21(52, ap; o)

d
+Z H¢i(3>a)1i||z:;1(ai) ‘2‘1( )
i=1 =1 P

where 1 ([f]a,) = ([P)[f]a.] (s7- @) — [f(s741)]a, ), for any function f : S — [0, H — 1].

Now we are ready to prove Theorem 5.2

Proof of Theorem 5.2. To prove this theorem, we bound the estimation error by I';, (s, a), then invoke
Lemma D.1 to get the result. First, we bound terms i-iv in Lemma E.2 to deduce T'j,(s, a) at each
step h € [H], respectively.

Bound i and iii: We set A\ = 1/H? to ensure that for all (s,a,h) € S x A x [H], we have
d d
i il < \f)\\/ﬁH; 16i(s,a)Lill g1 (a,) = \/gz_; 16i(s, a)Lill g1 (a,)- (E.5)

Bound ii: For all (s,a,a) € § x A x [0, H], by definition we have (s, a;a) > 1. Thus, for
all (h,7,i) € [H] x [K] x [d], we have [0} ([V;"\]a,)/0n (s}, af,, ;)] < H. Note that V77, is
independent of D, we can directly apply Bernstein-type self-normalized concentration inequality
Lemma I.2 and a union bound to obtain the upper bound. In concrete, we define the filtration

Frcin = a({(s{” ai) = U {siH_1 ;;11) Since V) and G, (s, a; ) are independent of D, thus
0 (Ve /@n(sh, a,, o) is mean-zero conditioned on the filtration 7, _; j,. Further, we have

(Vi )e) \ 2 Var[V 2 )a.](s7, af
EKE:((S[}T;;F’E}QB)) ‘}—T_l’h} :[ ’agizji,]az];(a?) 2
(VIViifila:) (5T, af,)
G (87, ap; o)

[VIViiila,) (7, a7) — O(dH? /v Krk) N O(dH?/VKF)

(E.6)

53 (s7,, af; o) 57 (s, af; u)
<14 O(dH3/\~/K/<;) E7)
- o2(st,ar; ) — O(dH3 /VKE)

- H3
<1+ 20(37), (E.8)
K
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where (E.6) holds by the fact that 57 (-, -; -) is independent of D and (s}, a}) is F,_1 5 measurable.
(E.7) holds by Lemma E.1, and (E.8) holds by setting K > Q(d*>H® /) such that 57 (s}, af; o) —

O(dH?/vVKk) > 1 — O(dH?//Kk) > 1/2. Further, by (E.8), our choice of K also ensures that
E[(nf(Vishla )) | Fr—1,n] = O(1). Then by Lemma 1.2, we have

K T o T 5
> @i, (Vitilo) < 6(Va)
— Op(sf, a7 i) — <
This implies
. d
\/E)Z ||¢i(37a)1i||z:;1(ai)~ (E.9)
i=1
Bound iv: Following the same induction analysis procedure, we have ||[V} o — Vi)
O(\/ﬁH 2/\V/Kk). Then, using standard e-covering number argument and Lemma .1, we have
d3/2H2
v< 0( )Z 655, ) Lill -1 . (E.10)

To make it non-dominant, we require K > Q(d>H* /x). By Lemma E. 1, for any a € [0, H], we have

sk apsa) < VaViilal(sh, an) < [VaViiil(sy, af),
this implies that

K ¢T TT -1 K ¢T TT -1
h®Ph h®Ph *—1
= ar +AI) << T +AI) =
(St 2 Tty 7o) h
Combining (E.5), (E.9) and (E.10), we have

inf BL VP ](s,a) — “inf 2L V215, )\
Pu(ls,a)elf (s,aspl ) T Pu(ls,a)elf (saspg )

d
D(Vd) Y l|dils, a) L] 51
i=1

Define I'y,(s,a) = O(V/d) Z?:l lpi(s,a)l; ”2,*‘1’ we concludes the proof by invoking Lemma D.1.
L O

E.3 Proof of Corollary 5.3

In this section, we prove Corollary 5.3. We start with an interesting phenomenon, we call ‘range
shrinkage’, stated in the following lemma.

Lemma E.3 (Range Shrinkage). For any (p, 7, h) € (0,1] x II x [H], we have

1— (1 o p)H7h+1
v v :
TV T <

(E.11)

Proof of Corollary 5.3. By the fact that the variance of a random variable can be upper bounded by
the square of its range and Lemma E.3, for all (s,a,h) € S x A x [H], we have

1-(1 fp)H*“l)? < (1 -1 fp)H)?

VVil(sa) < (

P P
Then we have
K K
Z ¢T¢TT 1 el g Z d’; ZT +LI
= [VaViial(shaf,) H2 = (# H?
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Thus we have

K T ATT H K —
_ 1 1 1—(1—=p)*\2 1 1
o (5 )= () (e )
" ;[thhf+ﬂ<s;7a;> H? p ; e
By Theorem 5.2, we have

SubOpt(#, 5, p) < O(Vd) - sup Z]E” P[ZHgbi(sh,ah)17;||2;71|51:s]

PeUr(P) - i=1

IN

O(ﬁ)ﬁ sup Z]Ew P[Z”Qﬁl Sh,ah Z”A |81—5]

p Peur(P) ;-

This concludes the proof. O

F Proof of the Information-Theoretic Lower Bound

In this section, we prove the information-theoretic lower bound. We first introduce the construction of
hard instances in Appendix F.1, then we prove Theorem 6.1 in Appendix F.2, and prove Corollary 6.2
in Appendix F.3.

F.1 Construction of Hard Instances

We design a family of d-rectangular linear DRMDPs parameterized by a Boolean vector £ =
{&n}he(m) where &, € {—1,1}%. For a given £ and uncertainty level p € (0, 3/4], the corresponding
d-rectangular linear DRMDP M, g has the following structure. The state space S = {x1, x>} and the
action space A = {0, 1}%. The initial state distribution i is defined as

and po(xz2) = ——.

po(r1) = 112

atl
d+2
The feature mapping ¢ : S x A — R+ is defined as
d
T ap az aq a; )
= (= = ... 22 1_ 2
¢('r17a/) (dada 7d7 Zda

i=1
¢($27a)—r = (0707 o 70707 1)a

which satisfies ¢;(s,a) > 0 and Z?Zl ¢i(s,a) = 1. The factor distributions { ¢, } e[ are defined
as

I“I’}T = (550176:617"' 751175:0175;52),Vh c [H],

d+1

so the transition is homogeneous and does not depend on action but only on state. The reward
parameters {6}, } c[x are defined as

T_ s (Sl S+l Gatl 1
0h_5( 9 ’ D) ) ) 2 2 >VhE[H]

where § is a parameter to control the differences among instances, which is to be determined
later. The reward 7, is generated from the normal distribution 7, ~ N(rp(sp,ap), 1), where
rh(s,a) = ¢(s,a) T 0y. Note that

0
rn(z1,0) = ¢(x1,a)" 0, = ﬁ(@h,a) + d) >0 and 74(x2,a) = P(x2,a)' 0, =0, Ya € A,
which means that x5 is a worst state in terms of the mean reward. Thus, the worst case transition

kernel should have the highest possible transition probability to x5. This construction is pivotal in
achieving a concise expression of robust value function. Further, we only consider model uncertainty
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(a) The nominal environment. (b) The worst case transition at the first step.

Figure 3: The nominal environment and the worst case environment. The value on each arrow
represents the transition probability. The MDP has two states and H steps. For the nominal
environment, both z; and x5 are absorbing states, which means that the state will always stay at
the initial state in the nominal environment. The worst case environment on the right is obtained by
perturbing the transition probability at the first step of the nominal environment, with others remain
the same.

in the first step. By the fact that x5 is the worse state, we know the worst case factor distribution for
the first step is

/1]— = ((1 - p)(sIl + pdﬂﬂz? (1 - p)(sIl + pdl’z’ ) (]- - p)5I1 + p6z27 (]- - p)5I1 + p512, 6w2)
We illustrate the designed d-rectangular linear DRMDP Mé’ in Figure 3(a) and Figure 3(b).

Finally, we design the procedure for collecting the offline dataset. We assume the K trajectories are
collected by a behavior policy m* = {7}, },cr] defined as

) ~ Unif({eq, - ,eq,0}),Vh € [H],

where {e; };c[q) are the canonical basis vectors in R?. The initial state is generated according to .
It is straightforward to check that the constructed hard instances satisfy Assumption 4.3. We denote
the offline dataset as D.

F.2 Proof of Theorem 6.1

With this family of hard instances, we are ready to prove the information-theoretic lower bound.
First, we define some notations. For any £ € {—1, 1}dH , let Q¢ denote the distribution of dataset D
collected from the MDP M. Denote the family of parameters as Q = {—1, 1}?H and the family of
hard instances as M = {M : £ € Q}.

Proof of Theorem 6.1. The proof constitutes three steps. In the first step, we lower bound the minimax
suboptimality gap by testing error in the following Lemma F.1, the full proof of which can be found
in Appendix G.6.

Lemma F.1 (Reduction to testing). For the given family of d-rectangular linear DRMDPs, we have
. . 0dH ) .
inf sup SubOpt(#,z1,p) > (1—p)- —— - min inf [Qg(w(D) #&)+ Qe (¢(D) # 5’)},
T MeM 8d geleq ¥
Dp(€,¢")=1
(F.1)

where for fixed indices £ and &', 9 is any test function taking value in {&, &’}

In the second step, we lower bound the testing error on the right hand side of (F.1) in the following
Lemma F.2, the full proof of which can be found in Appendix G.7.

Lemma F.2 (Lower bound on testing error). For the given family of d-rectangular linear DRMDPs,
let § = d*/?/v/2K, then we have

min inf [Q(y(D) # €) + Qe (4(D) £ £)] >
Dy (€.€)=1

N | =

By Lemma F.1 and Lemma F.2, we have
d3/*H
inf sup SubOpt(7,z1,p) > .
2 R, SUORT e 0) 2 o

In the last step, we upper bound the uncertainty function (37, s) in the following Lemma F.3, the
full proof of which can be found in Appendix G.8.

(F2)
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Lemma F.3. For all Mg € M, when K > O(d“), then with probability at least 1 — §, we have

T Ad3/?H
sup E™ > [ &i(sn,an)l;||sx-1]81 :xl} < .
%me; ;H( )il e

By Lemma F.3 and (F.2), we know that with probability at least 1 — §, there exist a universal constant
¢, such that

H d
inf sup SubOpt(#,z1,p) > c- sup ZEW*’P[Z [¢i(sn, an)Lillg:-1[s1 = 371]
T MeM Peur(PY) ;1 = "
This concludes the proof. O

F.3 Proof of Corollary 6.2
Proof. The result in Corollary 6.2 directly follows from the fact shown in (G.38): for the constructed

hard instances, we have 3} = A},. Thus, we complete the proof by directly substituting 37 in the
result of Theorem 6.1 by Ay,. O

G Proof of Technical Lemmas

G.1 Proof of Lemma D.1

Proof. First, we decompose SubOpt(7, s, p) as follows

SubOpt(7, 5, p) = Vi *(s) — V() + V{(s) — V{(s),

I 1T

then we bound term I and term II, respectively.

Bounding term I: Note that
VP (s) = VIP(s) = QF (s, (s
= Qp (s, (5))
< QP (s, mi(5) — Qh(s, mh(s)): G.1)

Here (G.1) holds by the fact that 7, (s) is the greedy policy corresponding to @fb(s, a), which leads
to Q4 (s, 71 (s)) — Q4 (s,7n(s)) < 0. Further, by the robust Bellman equation (3.1), we have

Qr (s, mh(s)) — Qb (s, mh(s))

(5)) = Q5 (s, 7n(s))
@p

=rp(s,mh(s)) + inf P,V ° s,mh(s — QP (s, 7 (s
(s,7h(5)) P}L(.‘Sva)eu’f(s’a;%)[ it 108, mh(s)) — Qf (s, 77 (s))
=7rp(s, 7 (s)) + inf PV (s, 75 (8)) — ra(s, 75 (s
(s,7h(5)) Ph(_‘s’a)euﬁ(swm[ ARECEAC)! (s,7h(5))
_ inf PLVE, ) (s, mh () + (s, mh(s)) + inf [PLVE, ] (s, (s))

Py (-|s,a)eUy (s,a;pf ;)
— Q4 (s, m;(s)).
To proceed, we define the robust Bellman update error as follows

CP(s,a) = rp(s,a) + inf P, V2. 1(s,a) — Q7 (s, a),
o =mlsa) st B = G

Py (| s,a)€Uf (5,030, )

and denote the worst case transition kernel with respect to the estimated robust value function as
P = {Pn}neim), where Py (-[s,a) = arg ianh(‘|s,a)EZ/I£(s,a;ugyi)[th}f+1](5’a)7v(s’a) €S x A
Then we have

Qr (s, 7h(s)) — Qb (s, mh(s))
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= inf PRV, (5,7 (5)) — inf BL VL 1(s,m5(5)) + CE (s, mi(s))

 Pu(ls.a)eUl (s.a; ) ) Py (-]s,a)€Uf (s,a;pf ;)
< [Bu(Vy = V)] (5,74 (9)) + S (s, mh(s))- (G.2)
Combining (G.1) and (G.2), we have for any h € [H],
Vil P(s) = Vi (s) < [Ba Vit = V)] (s, (9)) + Gh(s. mh(s)- (G.3)
Recursively applying (G.3), we have
* o~ H —~
VI P(s) = VP(s) < D> BT P (sn,an)ls1 = s]. (G.4)
h=1

Bounding term II: Note that V/(s) — V" (s) = Q% (s, 7n(s)) — Q1 (s, 7n(s)), by the robust
Bellman equation (3.1), we have

L(s) = Vi (s)
@p s, 71(8)) — ru(s, wn(s)) — inf P,V s, 7 (s

o) e m() = et B A)

inf P,V?’ s, Th(s)) — inf P,V s, (s
Ph("37[1)6“5(87(1;“2%)[ h h+1]( h( )) Ph(-ls,a)eug’(s,a;u%j)[ h h+1]( h( ))

= —(P(s,7p(s)) + inf P, V7 s, 7n(s)) — inf P,V P (s, 70 (s)).
ORI SN /0 LI SN SN A0 CR X )

To proceed, we denote the worst case transition kernel with respect to the robust value function of 7
as P™ = {P] },c;m)» where P (-|s, a) = arg ianh(»|s,a)eu”(s,a;ug i)[IP’th”jr”l](s, a), then we have

VE(s) = Vil (s) < —CP(s, 7n(s)) + [IP’”(V}Zr1 Vhﬂ’i)] (s, 7tn(s)). (G.5)
Applying (G.5) recursively, we have

H
VE(s) — Z — (0 (sn,an)|s1 = s]. (G.6)

Now it remains to bound the robust Bellman error ¢/ (-, -). In particular, we aim to show that for all
(s,a,h) € S x Ax [H],
0 < ¢ (s,a) <2Th(s,a).

Note that (;'(s, a) = ru(s, a) +1infp, (.[s.0) et (s,a10 A)[]P’hf/,f_ﬂ](s, a) — Q% (s, a). Recall the defi-

nition of @Z(s, a) in Algorithm 1 and the notation in (E.1), and we have

p _ i Ve
, = , + f P,V )
Ch(s:a) =7n(s,a) Ph(.|s,a)615{;(s,a;ugwi)[ " h+1}(8 %

— max {rh(s, a) + Ph('lsva)g/{ﬁ,aw%)[P’h‘//\'}f+1](s, a) — Tn(s, a), o}.
If rp(s,a) + 1nfph( Js.0) U (s, ) [Phl//\'ff+1](s,a) — Th(s,a) <0, then ([(s,a) = r(s,a) +
08, s ayetaf (s ) PR V41 ) (5, @) = 01875, 0) 808 p, o ycarg (s ) [P Vi) (5, 0) —
I'n(s,a) > 0, then we have (/' (s, a) = rp(s, a)+ianh(-\s,a)GZx{ﬁ(s,a;pzyi)[thhp-f-l](57 a)—rp(s,a)—
1nfph( |s.a) U (5,000 ) PRV 4 1(s,a) +Th(s,a) > =T'h(s,a) + Th(s,a) = 0, where we used the
condition in (D.1). In conclusion, we have ¢/ (s, a) > 0.

On the other hand, we always have

Pis,a) < inf P,V (s, a) — Tinf P,V 1(s,a) +Th(s,a
Ch( ) Ph(~|s,a)€lxl,‘:(s,a;uﬁ1i)[ h h+1]( ) Ph("S,(l)eu{:(S,a;ll-?Lyi)[ h h+1]< ) h( )
§2I‘h(s,a).
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Thus, for all (s,a,h) € S x A x [H], we have
0 < ¢ (s,a) <2T(s,a). (G.7)
Combining (G.4), (G.6) and (G.7), we have

H
SubOpt(,s,p) < > E™

W)

PlCh(sh,an)|s1 = s] + ZE” PTL— P (sn, an)|s1 = s|
h=1

=
Il
—_

W)

E™

Mm

P (shyan)|s1 = 5]

>
Il
—

H

< sup Y ETP[¢R(snan)|s1 = s

Peur(P°)

<2 sup ZE” [Tr(sn,an)|s1 = s].
Peur(P°) p—

This concludes the proof. O

G.2 Proof of Lemma D.2

In this section, we prove Lemma D.2. Before the proof, we first present several auxiliary lemmas.

Lemma G.1 (Reference-Advantage Decomposition). There exist real values {ai}ie[d}, where o; €
[0, H],Vi € [d], such that

inf PyVE, (s, a) — Tinf P,V (s,a)’
‘ Ph(-1s,0)€UP (5,050, i)[ ) Py (-]s,0) UL (s, a;m,{ i)[ el

< AZH@ (s,0)14]5~ [BH [V (
i=1

1+Z||¢z $,a)Li[[ o

h+1 )‘Agl

i ii

d
+A Z ll#i(s, a)liHAhfl " [[‘7;+1(5)]a1: - [Vh*fl (3)]%]

-
Ay

iii

h+1 (8)]as [V;:-s-p1 (8)]a:)

d
> H@(s,a)lz—HA;l
i=1

‘ ~1’
A

where 1 ([f]a,) = ([P)[f]a.] (7. @) — [f(s741)]a, ), for any function f : S — [0, H — 1].

Lemma G.2 (Bound of Weights). For any h € [H], denote the weight w/, = 6, + ), in Algorithm 1,
then wy, satisfies

|w? |2 < 2H+/dK/ .

Lemma G.3. [15, Lemma B.2] Let f : S — [0, R — 1] be any fixed function. For any ¢ € (0, 1),
we have

K 9 K
(I35 sk s, 2 s (3) a1+ 59) <
T=1 h

Lemma G.4 (Covering number of function class V3). For any h € [H], let V,, denote a class of
functions mapping from S to R with the following parametric form

d
Vh(s) = max {(15(87 a)'6—p ; \/¢i(5= )13, i(s, a)li}[O,H7h+1]’
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where the parameters (0, 3, X},) satisfy ||0]| < L, 8 € [0, B], Amin(Er) > A. Assume ||¢(s, a)|| <
1 for all (s,a) pairs, and let A}, (€) be the e-covering number of V with respect to the distance
dist(V7, Vo) = sup,, |V1(z) — Va(z)|. Then

log NV, (€) < dlog(1 +4L/e) + d*log [1 + 8d'/2B?/(\é?)].

Lemma G.5. [47, Covering number of an interval] Denote the e-covering number of the closed
interval [a, b] for some real number b > a with respect to the distance metric d(oy, az) = |1 — @]

as N¢([a, b]). Then we have N ([a,b]) < 3(b — a)/e.

Proof of Lemma D.2. To prove this lemma, we bound terms i-iv in Lemma G.1 at each step h € [H],
respectively. To deal with the temporal dependency, we follow the induction procedure proposed in
[54] and make essential adjustments to adapt to the robust setting.

The base case. We start from the last step H. By the fact that any robust value function is upper
bounded by H, then with A = 1, for all (s,a) € S x A, we have

d
i+ il < ZHZH(;SZ-(s,a)liHA;l. (G.8)
i=1
Next, we bound term ii. Note that Vﬁ’ﬁl is independent of D, we can directly apply Hoeffding-type
self-normalized concentration inequality Lemma .1 and a union bound to obtain the upper bound.
In concrete, we define the filtration F, 1, = o({(s},a}) U {sflﬂ}j:ll) Since V1, is
independent of D and is upper bounded by H, thus we have 07 ([V}]a,)|Fr—1,1 is mean zero,
ie, Elng ([Vitila)|Fr-1,1] = 0 and H-subGaussian. By Lemma 1.1, for any fixed index i € [d],

with probability at least 1 — §/2d H?, we have

2dH? det(Ap)'/? )
5 det(AT)1/2

K
2
| 2 smmi(Virtilao|| ., < 207108 (
T=1 h

By the proof of Lemma B.2 in [15], we know det(A,) < (A + K)?. Thus, we have

X 2 d. A+ K 2dH? 2dH?K
T, T *, 2 2
H > St (Vitale) [0 S 2H(Glog "5 +log = ) < B log =
Then by a union bound over i € [d], with probability at least 1 — §/2H?2, we have
d
i < VAHVEY  [[¢i(s,a) L]l 5 (G.9)
i=1 /

where ¢ = log(2dH?K/§) > 1. As for the term iv, by construction we have V7, = ‘715 =0
with probability 1. Thus, we trivially have

d
iv < ﬁHﬁZ{ I6i(s, a)Lil| 1 (G.10)
Combining (G.8), (G.9) and (G.10), for all (s,a) € S x A, with probability at least 1 — 6§ /2H?, we
have
inf Py Ve (s a) — Tinf Py V. (s,a
ol s EAVA)5) Vi )(s.0)

Pu(c|s,a)eUf (s,asp9 ;)
d
<AVAHVLY I6i(s, a)Lil| 1 (G.11)
i=1

Thus, we define T'y(s,a) := 4\/8H\ﬂ22-l:1 | (s, a)1i||A;1. By the definition of @9’{(3, a) in
Algorithm 1, we have /

@[[)-[(Saa) = {’I"H(S,CZ) - FH(Saa)}[O’l] < TH(S’G) = ;—}p(saa)a
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which implies that a pessimistic estimation is achieved at step H, i.e., V7" (s) > ‘A/I'_'}(s), Vs € S.
Next, we study V;;”(s) — V£ (s). The intuition is that given the estimation error bound in (G.11),
with sufficient data, the difference between V;;”(s) and V}5(s) should be small. Specifically, we have

Vi”(s) = Vi(s) = Qi (s, w31 (9)) — Qf (s, mir(9)) + Qfy (5,7 (5)) — Qi (5, 7(s))

<rg(s,my(s)) + inf Py Ve, 1(s,a)—
(s, 75 (s)) PH(<|s,a)eug(s,a;u%,i)[ fral(s.a)

ra(s,m5(s)) — inf Py V2 (s, a) + Tw(s, 75 (s
pam) = T Bl + Tl )

(G.12)
<20y (s, mp(s)),

where (G.12) holds by the robust Bellman equation (3.1) and the fact that @"H(s,wg(s)) —

@ﬁl(s, 7(s)) < 0. Then we bound the pessimism term 'z (s, a) in terms of the sample size K.
By Lemma 1.3, when K > max{512log(2dH?/5)/k?,4/k}, with probability at least 1 — 6 /2H?,
we have

d d
2y (s, 0) = SVAHVE Y 15, a)Lif| s < ng\ﬁ 3 ils,a) (A,
=1 i=1

where Ay = E™ P [@(sm,am)p(sm,ar)"]. Note that for any positive definite matrix A, we know

Amin(A4) < Ai; < Amax(A). Thus, by Assumption 4.3, we have

_ 16vdH - 1ve

Ty (s,a) < TR

Ry. (G.13)

To summarize, we define the event
En = {0 <VyP(s) = Vf(s) < Ru,¥s € S}.

Then by a union bound over (G.11) and (G.13), we know £ holds with probability at least 1 — d =
1 — &/ H?. This concludes the proof of the base case.

Inductive Hypothesis. Suppose with probability at least 1 — d;,1, we have

[Pri1 Ve o)(s,a) Prs1 Vi ) (s, a)

‘ inf in
Ph,+1(-‘S,G)EM’[Z+1(S,a;ug+l’i) P;,,+1(-‘S,Q)GU{:Jrl(S,a;[L?Hrl’i)

d
SAVAHVEY Nloi(s,a)Li] -1, = T (s, a), (G.14)

and
16v/dH(H — h)\/1
VKk

Inductive Step. Next, we establish the result for step h. First, terms i, ii and iii at step h can be
similarly bounded as in the base case, i.e., we have

Eni1 ={0< Vi (s) — Vir1(s) < Rpyr =

Vs € S} (G.15)

d
i i+ il < 3VAHVEY | [|¢i(s, a)Lilly s (G.16)

i=1

with probability at least 1 — § /3 H?2. It remains to bound the term iv and ensure it is non-dominating.
Here, we need to deal with the temporal dependency, as [V}”,;(s)]a — [V} (5)] is correlated to
{(s},a}, s.1) 2, thus we need a uniform concentration argument. Consider the function class

Va(D, B,)) = {Vi(5:0,,%) : S — [0, H] with ||9]] < D, 8 € [0, B], S = A},
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where V},(s; 0, 8, 2) = max,c4{¢(s,a) 0 Zle Véi(s,a)1] =16, (s, a)1;}10,H—h+1)- For
simplicity, we denote f,,(s) := [‘7;5_5_1(5)]% — V75 (8)]a;» then fo, € Fry1(ai), where

Fnia(a) = {[ Vif+1 8)]a = Vi (s)]a : ‘7;?“(8) € Vit1(Do, Bo, A) }.

Note that for any fixed «, the covering number of Fj 1 («) is the same as that of V},(Dy, By, \).
By Lemma G.2, we have Dy = H/Kd/\. By the induction assumption (G.14), we have By =
4+/dH /. Denote the e-covering of the interval [0, | with respect to the distance dist(a, az) =
|y — ara| as Vg, m(€), and its e-covering number as [N[o (€)|. For each v € [0, H], we can find
ae € Njo,m)(€) such that o — | < e. For any fixed a € [0, H], we denote the e-covering of
Fr1(a) with respect to the distance dist(f1, f2) = sup,, | f1(z) — f2(z)| as Npy1(€) (short for
Nput1(e; D, B, \)) and its e-covering number as [N}1(€)|. For each f, € Fp41(a), we can find
1 € Npt1(e) such that sup, | fo(s) — fS(s)| < e. It follows that

H Z &nmh (fo)

< 2H Z@mh (fai.)

-1 {||fa1||oo < R}z+1}

< o) o St it

—1°
Ah

! SE(T N

Note that

K K
2” ;05;(77;(]"@) - n;(fa“))Hihl < 252 Z |¢;A;1¢Z'| < 2€2K2//\,

7,7'=1

Then we have

H quhnh NS (TN

< 4” Z o (fa,)

< Ry}

[ L o < R + 26}

2 2e2K?
Al + A

+4 Zdnﬁ(nﬁ(ﬂm) ~ (1)

662K2
A

2 €
| N

< 4” Z¢h77h Q. < Rpy1+ 26} +

where the last inequality holds by the fact that
2 K /
4 Z RO (for) =) <4 D0 |07A, 67 | < 4K/
h T,7'=1
With a union bound over NV}, 11 (€) and Ng g)(¢€) and by Lemma G.3, we have

P{ sup Hz(ﬁhnh fa“

ai€€./\/[o)H] (6
fo; €ENnya(e)

3dH?
> (Rpt1 + 26)2(2 log |NM1(€)HMG’H] ()] + dlog (1 + f))} < J

2
1A e < Baa 20

0 = 3dH?"

Then with probability at least 1 — 6 /3dH?, for all f,,, € Fp+1(c;), we have

H Z¢h77h

2
N or 8 Wlloe < B}
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3de|ML+1(€)||N[o m)(€)] K 6e2 K2

< 1 2 > )
4§2£{(Rh+1+26) (210g( 5 )+dlog <1+—>\)>+ ) }
By Lemma G.4 and Lemma G.5 together with Dy = H+/Kd/\ and By = 4v/dH V¢, setting € =

d3PH? /(K3/%\/k) and K > V/dH/(32+/kt), we have log [N 1 1(€)| < 2d? log(512K31/d*/? H?).
Thus, we have

512dH*. 2dH? 512K3,
HZ%% o[y Ve < Ran} < S (2108 2 0w )

< 20480d°% H* 12

- Kk '

Then, with a union bound over ¢ € [d], we have
143d%/2H?,
su VP, >
( pHZﬁbhnh h+1 — h+1] ) AL N )

( sup H Z d)hnh h+1 [Vi:-’i-pl]ai)

ze[d ‘A}Tl ]l {||[‘7if+l]ai - [V}:,_pl]ozl

o < Rpi1}

143d3/2H2L
> .

\/K:‘{ > ( {H[Aff-l‘l]o‘i [ ':(-;-pl]ai oo > hp 1})
< d +6
3H2 ol

which implies with probability at least 1 — §/3H? — §;, 41, the term iv at step h can be bounded as

143d3/2 12, &
v —— i(s,a)1;][A-1. G.17
< LIl G17)

Then by a union bound over (G.16) and (G.17), if K > 20449d> H? /k, then with probability at least
1 —26/3H? — 6},11 we have

inf P,V (s a) — Tinf PV’ (s, a
Ph('\s,a)euﬁ(s,a;u(zqi)[ h+1]( ) Ph(<|s,a)eu,§(s,a;u?1,,;)[ h+1}( )
d
<SAVAHVEY | dis,a)Lil| o = T(s, a). (G.18)
i=1 )

Further, when K > max{512log(3H?/6)/x?,4/K}, by Lemma 1.3, with probability at least 1 —
§/3H?, we have

8VdH
T (sa)<4\[H\/;||¢zsal||A L < Vﬂ\[

Then by a union bound over (G.18) and (G.19), under the event £,41, with probability at least
1—6/H? — 5,41, we have

Vil (s) — ViE(s)
= Q" (5,7 () — Qb (5,7 () + Qh(s,7*(5)) — Qh(s,7(s))

(G.19)

< inf P,V (s, m*(s)) — Tinf PV’ s,a) +Ip(s, (s
Ph(-\s,a)EU{:(s,a;uﬁ,i)[ h+1]( ( )) Ph(~|s,a)ell,€(s,a;ug,i)[ h+1]( ) ( ( ))
= inf P,V (s, m*(s)) — inf P, V2, 1(s, 7 (s
Ph(ws,a)euﬁ(s,a;ux,i)[ Wil 7(s) Ph<~|s,a>eus<s,a;u2,,i>[ PVl (s)
inf P,V (s, 7*(s)) — Tinf PV’ 1(s,a) + Th(s, (s
P;L<~\s,a)eus(s,a;u2,i>[ WVial(s:7(5)) Ph<~|s,a>eug’<s,a;ug,i>[ nVial (8 @)+ Dfs ()
< Rp41 + 2T (s, m(s)) (G.20)
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_ 16V/dH (H — h)\/t N 16VdH /¢
- VKk VEKk
16VdH(H — h+ 1)yt

= = Ry,
VKK 4

where (G.20) holds by the following argument

inf P,V, s)) — inf PV’ s,m(s
Ph,(-\s,a)eu,f(s,a;ug,ﬂ)[ h+1]( ( )) Ph(Als,a)EM}f(s,a;Hgyi)[ h—HK ( ))

< [BaVii)(s, 7 (s)) = [PaVE, ) (5,7 (s))
< Sgp|Vh*+p1( s) — ‘7hp+1(5)|

< Rpy1, (G.21)

where Ph("& a) = arg ianh(-\s,a)eu,’:(s,a;u%‘i)[Ptherl](S’ a),V(s, a) €S x A, and (G.21) is due

to the induction assumption (G.15). Finally, denote
En = {0 < Vi (s) = Viy1(s) < Ra, Vs € 51,
then we have P(&p,) < Spq1 + 8/ H? := §y,.

Generalization. By induction and a union bound over h € [H], setting
d
Th(s,a) = 4VdHVLY I6i(s, a)Lill 5.1,
i=1

then with probability at least 1 — (§/H?+25/H?*+---+ H§/H?) = 1—dH(H +1)§/2H? > 19,
forall (s,a,h) € S x A x [H], we have

inf PLV? (s a) — Tinf [P, V?.](s,a)| < Tu(s,a).
P,L(-\s,a)euﬁ(s,a;uzri) ht1 Ph,(~|s,a)€ll£(s,a;;4(}’l’i) ht1
This concludes the proof. O

G.3 Proof of Lemma E.1

Proof. Note that the conditional variance estimation does not involve any element of model uncer-
tainty, and thus the proof follows from Lemma 5 of [54]. Recall that we estimate [V, [V)/, ,]4](s, a)
based on D’ as

(o) = {1 000, 0) By~ [000.0) Bra(@)]fy ~ O (YA}

VEr
Note that
(605, @) Br2(@)] g = [@(5:0) B ()] oy = PaVE1 2] (5. @) = (PalT3 21 ]al(5,@))?|
< ) Br2()] g gy — PPV 120(, )| + [ (005, @) Bra(@)] gy — (PalV2Jal(s,))?)

\
< |6(5, @) Bra(e) = PalV2,)2] (5. )

[@(5,0) " Bna (@) = [PAIT2 a5, )|

i ii

Note that the estimation error i and ii both come from regular ridge regressions with targets [V, f(8)]a 2

and [Vh %11(8)]a- respectively. Thus, the analysis is standard and for simplicity we omit the details
here and focus on the results: with probability at least 1 — §/2, we have

'[¢(5a a)TBh,Q(a)] [0,H2] — [d)( ) ﬂh 1( )] [0,H] []P)h[vh-i-l]ﬂ(s’ a) - ([Ph[vh-&-l] ](sva))2

< O(%). (G.22)
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Then by Theorem 4.4 and Lemma 1.3, for all (s,a,h) € S x A x [H], with probability at least
1—6/2, we have

’[Varh[ h+1} I(s,a) — [Varh[vl«b*-i-pl] ](s7a)|

< [[Pa[V,112)(s, @) — [PAlVi212) (5, 0)| + [ (PalV,4 el (s, @) — (PR [V el (5, )]

< 2H’ []Ph fo+1]a - [Vhil]a)](s a [Ph( h+1] [V;fl]a)](s,aﬂ
<o(Yiry

= \VE=

By (G.22) and (G.23) and a union bound, we know that with probability at least 1 — §, we have
[6(5,0) Bra(@)] g gy — [6(5,0) s (@]}, — Vara [V lal(s,0)|
< |[¢(5:0) Bra(@)] g ey = [S5:0) Bra(@)], y — Varn (V21 Jal (5. )|
+ [[Varn[V,7, ]l (s, @) — [Vara[Vi1al (s, 0)]
<0(%)
which implies that
906, Bra(@] g 906, Bua @] — O( T ) < Va5,
By the fact that the operator min{1, -} is order preserving, thus we have
Gi(s,a;0) < [Va[Viiflal (s, a).
Further, by the fact that the operator min{1, -} is a contraction map, (G.22) and (G.23), we have
‘Ei(s, a; o) — [Vh[VhH] ](s a)‘
< |32(87 a;a) — [Vh[vhil] ] 5a } + | [ h+1] ] (s,a) — Wh[vhﬂ] ](5, a)|

< [[@(5, ) Ba(@)] g oy — [$(5:0) Bua(@)]fy é(j%) ~ Varu[V,71]a] (5, )

(G.23)

+ |[Vara [V,2 Jal(s, @) — [Vara [V ]al (s, @)
<o(F) + o)+ o (V)

VKkK
dH?
“o().
Kk
This concludes the proof. O

G.4 Proof of Lemma E.2

Proof. Note that the reference-advantage decomposition is exactly the same as that in the proof of
Lemma G.1, thus we have

inf P, V7 1(s,a) — “inf P07 1(s.a
Pr(-|s,a)€Uf (s,a;mf L.)[ h+1]( ) Ph(»\s,a)euﬁ(&a;ﬂ?z,i)[ h+1]( )

< Z¢z (s,a) E“” Vi A (S)]as — E# [Vf;pl (5)]%)

reference uncertainty

+Z¢Zsa B[V (8)]as — Vi ()a] = EXH [V ()]s — Vi (8)]as]) -

advantage uncertainty

Next, we further decompose the reference uncertainty and the advantage uncertainty, respectively.
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The Reference Uncertainty. Specifically, we have

d
> 0ils, L] BV (3)]a, — BV (5)]a)

i=1
d K
o5 [Ph Vil (57, af)
= i(s,a EXL (V5P (5)]a, +1lo
> s, T (B VA )as — z L Sh’wz)
K T E T T T Fl T
#3700 3 BRI OL o) g ) 5 VA e
—1 0, (85, ap; ) = 0i(sh,ah; i)
2 Ty — I, T i ;n;([v}:rpl]al)
:)\Z@(s,a)li =5 () BHR VA +Z¢>Z (s,a)1] =5 (o )ZW
i=1 i=1 =1
d
< )‘Zl [¢i(s,a)1; ||2:—1 (i) ]EH’L[Vh-i-l( $)]a =, (aq)
d K *
5 (Viiila,)
+ ®i(s,a)Lil|5-14, = .
2 loilssaltilsy o | 2 Tt e ) st o

ii

The Advantage Uncertainty. Similar to the argument in decomposing the reference uncertainty,
we have

Zfbl 5,a) 1T(Euh [[Vh+1( News [Vh*ipl(s)]ai} - EH% [[vhpﬂ(s)]ai - [Viﬁrpl(s)]ai})

=1

d

i=1

(B 10241 (9 = Vi (5)]a ]

‘2;1(%‘)

iii

i n (VL (8)]a, — ViA(8)]an)

d
+ 3 l16i(s, @) Lills 1 oy
=1

— G (sh, af; o) =i )|
Put terms i-iv together, we have
inf PV’ s,a) — Tinf PV’ (s, a
P’l(“s,a)euﬁ(sng’i)[ nrl( Ph,(»|s,a>eu,§(s,a;ug,i>[ ni1l(s,a)
d
<A 116405, Ll o I V3 (e 51
i=1
i
+Zd:||¢‘(s a)l;l|s—1 Z oin (Vo)
e ilS, s (o) ~ U%L(Sh7ah’a7’) = (o)
d
0~
+ AZ ||¢i(8’a)1i|‘2;1(a71) ‘E”h I:[V]f+l(s)]ai - [fojrpl(s)]ai] =1 (o)
i=1 no A

ii

Z dwih([ h+1( 8)]a; — [Vi:-]-pl(s)]ai)

ot a2 (st a; )

d
+ 3 l16i(s, @) Lills 1 o
i=1

=5 (o)
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By similar argument as Lemma G.1, we know there exist {G; };c[4) such that

inf P,V (s, a) — “inf PV’ (s, a
Ph(ws,a)eus(s,a;ux,i)[ weal(s,0) P;L(~|s,a>eu;:(s,a-,u2,,i>[ wal(s:0)
d
I»"l 1
< )\X;H(?z $,@)Lil 515, 1B i Vil (8)]a = (@)

+Z”¢’3a1”z a)HZ‘ﬁhnh o)

o2 (s7,al; )

lzgl(&i)

i

d
A 10105, @)Ll o [ (172 () = Vi (5)]e]
i=1

=, (@)

ii

¢h77h Vh+1 $)a; — Vi1 (8)]a)

+ i(s,a)1; .
ZH¢ HE Jh(sh,ah,al) =5 (6)
This concludes the proof. O
G.5 Proof of Lemma E.3
Proof. By the robust bellman equation (3.1), we know
Vi#(5) = Bamn( oy [7(5,0) + inf PRV (s, 0)]. (G.24)

Pr(c|s,a)eUf (s,a;p7)

Then, we can trivially bound maxcs V, " (s) as

V < ]_—|— 1 f ]P> Vﬂ',p . G.25
max V() e (1 nf VG, )) G25)

Further, by the definition of the d-rectangular uncertainty set, we have

d

inf P,V (s, a) = oi(s,a inf Esmp,, ; [Vi55 ()] (G.26)
oS PAVERN0,0) = L) B V)

Denoting spmax = argmax,cs V0 (s) and spin = argminge sV, (s), and for all i € [d], we
construct a distribution fiy, ; = (1 — p)n,; + pds,,,,,» where d, is the Dirac Delta distribution with
mass on z. Note that fiy; € Uy, (41}, ;), thus we have

inf B, Vi1 ()] < Eavp,  [Vi1(9)] < (1= p) max Vi (s) + pmin VT (s).
tn €UY (i) ) sES s

(G.27)
Combining (G.25), (G.26) and (G.27), we have
max VP (s) < (1—p) max Vi (s) + prsréig Vi (s) + 1. (G.28)

On the other hand, by (G.24), we can trivially bound min, V" (s) as

. TP . . TP
Insln Vh (8) = I?}an Ph(-\s,a)lerllxlf;f(s,a;ﬂ; )[ Vh+1]( ) (G29)

By the fact that

Hh,ieé%i(ug,i)]ESNMh V(s 2 Hgg Vi (s), (G.30)
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combining (G.26), (G.29) and (G.30), we have
min ViP(s) > rsrgg Vi (s). (G.31)

For any h € [H], by (G.28) and (G.31), we have
max VP (s) — rréin VP (s)

<14+(1- )meaxVhH() minV,fjrq(s)—&—pnéigV}:rfl(s)
=1+ —p)[rsneachhJ’rl() mlthH( )} (G.32)

For step H, by the definition of the value function, we have 0 < V7”(s) < 1,Vs € S. Applying
(G.32) with h = H — 1 leads to maxses Vy;*; (s) — minges Vi7? (s) <14 (1 — p) - 1. We finish
the proof by recursively applying (G.32). O

G.6 Proof of Lemma F.1

Proof. The proof of Lemma F.1 consists of the following two steps:

Step 1: lower bound the suboptimality by Hamming distance. For any £ € {—1,1}# denote
Vg’p (s) as the optimal robust value function for the MDP instance M. For any function 7, denote

Vg’p as the robust value function corresponding to a policy 7. Then by definition, we have

P — 1 7T,P “ e frd
Vg (:El)fmgxpezlﬁfpo)lﬁl [Tl(sl,al)Jr +ru(sg,am)|s1 xﬂ,

Vzr’p(xl) = PEZ%{%%PO)EW,P [7"1(51;611) 4+ T-H(SH7QH)|51 = ml]_

For any given &, the optimal action at step h is
ap = ((1+&n1)/2, -+, (1 + &na) /2).
The worst case transition at the first step is known as
Pi(z1|zy,a) = (1 - p), Pi(22]z1,a) = p, Pi(z2]z2,0) =1, Va € A,
and from the second step on, the state always stays at so. With these facts in mind, we have

Ve (@)

4 d
el ol 5 )
e A S A
and
Ve (1)

- 5o+ Stum] -0 plo B+ 0+ Sman]}

i=1

Then we have

Ve (@) = VP (1)

vV
2l
IS8

—

—

I
)
S~—
[]=

=
—
—
ro| T
)
>
N

|
s
<

=

3

S
>
N

~——
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Note that for any (h,:) € [H] X

H d 5
_p)zz 1 — &iE™ (2an; — 1)):@(1_ p)

5 G| 1
S0 5 (e (o)

>

=11

-0y

=11

I
-

(1 =&

M“*

™(2ap; — 1)). (G.33)

>
Il
—

[d], by design we have 1 = &7, thus

>

112

(€ni — E™(2an; — 1))&ni

M=

h=11i=1

>
Il
Il
-

H d
)
= (=) 20> [ —E7Qan; — )|, (G34)
h=11i=1
where (G.34) holds due to the fact that E™ (2ap,; — 1) € [—1, 1]. To continue, we have
H
1302 22 D [ — E7(2an; = 1)]
h=11i=1
H d
(5 s
> —(1=p) D> [eni — E™(2an; — 1)| 1{& # sign(E™(2a5,; — 1))}
4d h=11i=1
5 H d
> @(1 -p) Z Z 1{&n; # sign(E™ (2ap,; — 1))}
h=11i=1
)
where D (-, -) is the Hamming distance, §™ = {&] }rc[m), and &F; := sign(E7 (2a; — 1)), Vi € [d].
Combining (G.33), (G.34), (G.35) and the definition of the suboptimality gap, we have
0

Step 2: lower bound the hamming distance by testing error.

Applying Assouad’s method [46,

Lemma 2.12], we have

d
nfsupEe[Dy(€.€)] = G0 min inf [Q¢(0(D) £€) + Ve ((D) £€)], (G
Du(€.¢)=1

where infy, denotes the infimum over all test functions taking values in {£, £’}. We conclude the

proof by combining (G.36) and (G.37).

O

G.7 Proof of Lemma F.2

Proof. By the Theorem 2.12 in [46], we lower bound the testing error as follows

cernniber- b [QEW(D) 78+ Qe (D) # 5/)]

1/2
21 (3ot Per@6106))
- 2 ¢,¢:Dy(g,)=1 KL(@£||@5 )

where Dy (+||) is the Kullback-Leibler divergence. Then it remains to bound Dxp (Q¢||Qg).
According to the definition of Q¢ (D), we have

D) = H H w0 (k| sE) P (sk 1 |sE, ak ) R(sE, alf; ),
k=1 h=1
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where R(sF,af;rF) is the density function of N (r,(sF,af),1) at r}. Note that the difference

between the two distribution Q¢ (D) and Qg (D) lies only in the reward distribution corresponding to
the index where £ and &’ differ. Then, by the chain rule of Kullback-Leibler divergence, we have

D @ePIIe) = 5 (V1) V(5 5) = 2555

Then by our choice of §, we have

it [Qe(6(D) #.©) + Qe 6(D) £ €)] 21 - (5 ) "

min
£¢:Dp(£,€)=1 2(d+2
K§2\1/2
>1-(Sor)
- 2d3
1
=3
This completes the proof. O

G.8 Proof of Lemma F.3

Proof. Recall that
K T ATT
=) SRS

=1 [thij’p] (S;, a;;)

We first show that with sufficiently large K, the clipped conditional variances of the optimal robust
value functions are always 1. Note that V,"”(z2) = 0,Vh € [H], and

d
Vil (1) = 2%(2 ! f’” - d) <3,
=1

§ /1€

H—1i *

Vs = 2 (30 ) vt < s
i=1

1) ¢ 14 &9
*,p _ i *,p 1),
vy (xl)_w(;ﬂ: 2 d) + Vi) < (H 1) -4,

Then, when K > Q(H?d?), we have
[Var, V3] (@1,0) = [B(V3 )2 (21.0) — ([B2V5)?] (@1, ) < (1 - p)pH20 <1,
and by design we have,
[Var; V5?](x2,a) = 0 and [Var, V;](s,a) = 0,Y(s,a,h) € S x A x [H]/{1}.
Thus, we have [V, V;"*](s},,a},) = 1, which implies
F = Ap. (G.38)
Define
Ah = Eﬂb7p0 [¢(Sha ah)¢(5h7 ah)T]r

then by definition we have

& 0 0 fa-%H o 0 (1) 0 X 0 X
0 0 0 0 0 0 % 0 ia-1)
< 1 : 1
N :
d+2 0 0 0 0 0| d+2|o 0 0 0
a-45H o 0 (1-%H% o0 0 fa-% 0 (1-14)?
0 0 0 0 0 0 0 0 0
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00 0 0 0 0 0 00 0
. 0 0 0 00 00 0
b : : : L :
T2loo & sy ol T 0 0000
00 - 3(1-4%) (1-%)?2 0 0 0 01 0
0 O 0 0 0 0 0 0 0 0
0 O 0 0 O
0 0 0 0 O
PRI :
d+2 10 0 00 0
0 0 0 0 O
0 0 0 0 1
[ & 0 0 L(l_l) 0]
PR 5
o b I (O
_ d . .
e 1 0 1 1 1 1 d% 1 %<1_2$)1 0
#z1-3) #A-3) Fl=5) (1=9+§ 0
L0 0 0 0 ]
Denote
& 0 0 La-5
d3 2
0 » 0o H1-D)
b= : : : : ;
0 0 #1-3)
Ea-) Ea-b o kd-n dTheEy
then by Gaussian elimination, we have
23 —2d2 +d A3 —2d2+d - d3—-2d%+d d—d?
B 202 +d 2d3 —2d2+d --- d>—2d2+d d—d?
D™= : : . .
B -2d2+d d—-2d%+d --- 23 —-2d>+d d—d?
d — d2 d— d? d— d? d
Note that
< d D 0
Ay,
d+2[0 ﬂ’

then we have

1 _d+2[Dt 0
1_
A= [0 d]'

Note that Ain(D) = O(1/d?), thus || A} *|| = O(d®). Then when K > O(d®), for any (s,a,i,h) €
S x A x [d] x [H], with probability at least 1 — J, we have

16i(s,a)1il[5 -1 < \Fll@(s ya)Lifl 3 (G.39)

With this in mind, we have

sup ZEw P[anﬁl s,a)l; ”Z* 181 —IC1}

PEZ/{P(PU)h 1 =1

d
= sup ZE” P{ZH@ Sh, Qn) zHA}Tl‘Slle}

Peur(PY) h=1
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H
c o S|
PeUr(P) 1=

H
= sup ZE" ’P[
PeUr(P%) 1=

M=

||¢Z(Shva'h)1 HA |31 = 1‘1] (G.40)

&
Il
_

Al He
-

(b‘(Shv ah) (A;l)jl/Q‘Sl = l‘l]

=1
4Hd3/?
< )
VK
where (G.40) is due to (G.39). This concludes the proof. ]

H Proof of Supporting Lemmas

H.1 Proof of Lemma G.1
To prove Lemma G.1, we need the following proposition on the dual formulation under the TV
uncertainty set.

Proposition H.1. (Strong duality for TV [42, Lemma 4]). Given any probability measure ° over
S, a fixed uncertainty level p, the uncertainty set U” (u°) = {p : u € A(S), Dryv (u||p°) < p}, and
any function V : § — [0, H], we obtain

et BauV(s) = max {Espo [V(8)]o = pa = min[V(s")]a) }, (H.1)

where [V (s)]o = min{V(s), a}, Vinin = mings V (s) and Vi,.x = maxg V(s). Notably, the range of
« can be relaxed to [0, H| without impacting the optimization.

Proof of Lemma G.1. By Assumption 3.1 and Proposition H.1, we have

inf PV’ (s, a) — inf PV’ (s, a
Py (-|s,a)el] (s, a'u?L 1)[ h+1]( ) Ph(~|8,a)€ll{j(s,a;u?hi)[ h+1]( )

quszsa [ (BH 2, ()] — (o~ minlT2, ()]}

a€l0,H]

= ma (B VL (9] — ol — min(Vfy (5)]a)} -

Denote «; = argmaxae[oyH]{E“%w [XA/}f’H(s)]a — p(a — ming [YZLPH(S/)]Q)}, then we have

inf P,V (s a) — Tinf P,V (s, a
Ph,<-\s,a>eu5<s,a;u2,i>[ al(s:0) Ph<«|s,a>eu5<s,a;uz,i>[ (5. 4)
d
< Z Qﬁi(S, a) (Eug? [V}erl (5)]O¢i - EH%I [V}erl(S)]Oti)
1=1

d
= Z ¢i(s, a) [IZEH% [‘7;-1-1(3)]@7: - lz‘T]/E\Hg [‘7}5-1-1(5)]%‘]

=1

Here we do reference-advantage decomposition by using the optimal robust value function as the
reference function. Specifically, we have

inf PV’ (s, a) — Tinf PV’ (s, a
Ph<~\s,a>eus<s,a;ug,i>[ (s 0) Phc\s,a)euﬁ(s,wg,i)[ ialls:a)
d
0~
S Z¢z(3’ a) [1’LT (Euh [[Vhp+1(8)]ai - [V}:(jrpl(s)]ari + [Vi:rpl(s)]ai})
i=1

— 1 B[V (9)]as — V2w + Vi (9)]a])]
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d
= o ( (B# [V ()]s — B2 [17(5)]a)

reference uncertainty

2 il 1 (B [V (9o = VG O] = B4 [V 9, = Vi)

advantage uncertainty

H.2)

The Reference Uncertainty. First, we bound the reference uncertainty. Specifically, we have

Z@sa (EX Vi ()] — BH8 [V ()], )

d
=3 ¢i(s,a)1, (Euh Vs, (s) 1 quh (B9 [V, ] o] (5T, a])
i=1
K
+Aﬁlz¢2 [PO[Vh+1]az](sh7ah 1Z¢)h i (Sha1)la )
T=1
d
=Y il 1] (B ()]a, — AL Z¢h¢ B4 (Vi (5)] s
i=1
K
+ A A ([P e (57 07) = Vi (i a) )-
T=1

For any function f : § — [0, H — 1], we define 0], ([f]a.) = ([PY[fla.](sh:a]) = [f (554 1)]a)-
Then, we have

Z¢ s, 1] BH Vi (9o — EH VA (9)]a)

d
_ 0

= /\Zd)i(svg)l;rAhl]Euh [V}:-i-pl(s)]ai + Z¢ (S a 1TA ! Z ¢hnh thl-pl]ai,)

i=1 i=1

d

0

A 6o )Ll I VA N + 3 ||¢7;<s,a>1iuA;1 AL ]

i=1 i=1

i ii
(H.3)

The Advantage Uncertainty. Next, we bound the advantage uncertainty. By similar argument in
bounding the reference uncertainty, we have

Z@ 5,0) 1] (B [[V2,1 ()] = Vi (9)]as] = B [V (9o = Vi (9)]ea])

-
Ay

< /\Z [di(s,a)Lil| 5~
=1

021 ()] — Vi (5]

ii

d
+ LIt
i=1

h+1 (8)]as _[V};ﬁ(s)}ai)

o (H.4)
Ay
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Combining (H.2), (H.3) and (H.4), we have

inf P,V Tinf Py, (s, a
Ph(-|s.a)61/[£(s,a;ug 7)[ ’+1]( ) Ph,('\s,a)euﬁ(s,a;p(h)’)i)[ h+1]( )

d
<33 (s, a)L o B [V ()] o +Z||¢i<s,a>1iuA;1 A
i=1 i=1 h
d
A 65, Llla [E [0 (9 = Vi (e |,
=1 h
d
+> H@(s,a)wlA; OISR O] ]
i=1 h
On the other hand, we can similarly deduce
Tinf P,V (s, a inf PV’ (s,a
Pr(-|s, a)EM{i(S a;u% L)[ h+1]( ) Py (-|s,a)eUf (s,a; ’J‘h 1)[ h+1] )
< AZ:II@ (s,a)Lil A~ [E#E [V (s Naglla +Z”¢i(saa)1iHA;1 Viihila )‘A,l
=1 h

=1

i ii

d
FAD il )Ll [EF [V () = Vi )]

a
Ay

iii

Z@J?h Vh+1 )] [V;;+p1( 8)a )

‘A v’

d
3 lli(s.a)Lill5
=1

iv

where o = argmax,cjo g {E"* [V (5)]a — p(a — ming [V, (s)]a)}. Then for all i € [d],

there exist &; € {«;, a4}, such that

inf P,V s,a) — Tinf P,V S,a ’

‘Ph<~|s.a>eu"<s aipul), v)[ Wil(s.0) Py (-]s.a) €U (s.a;pa8, v)[ Winl(s.a)

<)\Z||¢Zsa1||A 1H]Euh[ h+1( 1+Z||¢15a1HA h+1 )‘A—l
i=1 h

EX (VL1 (8)]a: — Vi (8)]a]

d
A [9i(s.a)Li] o
=1

i
Ay

iii

h+1 (5)]a [Vf;-pl(s)}d) AL

d
Y H@(s,aniuA;l
i=1

This concludes the proof.

H.2 Proof of Lemma G.2

The proof of Lemma G.2 will use the following fact.
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Lemma H.2. [14, Lemma D.1] Let A; = A\I + Zle ¢id);, where ¢; € R% and A > 0. Then:

¢
Z@T(At)il@ <d.

i=1

Proof of Lemma G.2. The proof of Lemma G.2 is similar to that of Lemma E.1 in [20]. Denote
a; = argmax, ¢, g {2n,i(@) — pa—ming [V;, (s)]a)}, @ € [d]. For any vector v € R, we have

[0 wp| =

v 0, +v’ [ max {2, (o) — plav — II;}H[‘A/;+1(5/)]&)}}

a€l0,H] i€(d] ‘

<[0T 0n] + [0 | max {Z:(0) = pla — minP (s)]a)}

a€[0,H] Le[d]‘

K
< Vlola + Hlol -+ o7 |17 (A7 Y @flmax @ il )| | @
T=1 i€[d]
K K
< Vd|vl|ls + HVd|v|2 + [Z 'UTA;I'U} {Z(gb;)TAglgb;} ‘H (H.6)
=1 T=1
< 2H||v]|2/AK /. (H.7)

We note that the term [(A;,* Zle ¢} [max, @ZH (87415 @)] o, )ili[a) in (H.5) is constructed by first
taking out the i-th coordinate of the ridge solution vector, A; * S5 | 7 [max, Q7 1 (8h1a)]a; €
R?, Vi € [d], and then concatenating all d values into a vector. Inequality (H.5) is due to the fact that

p < 1, (H.6) is due to the fact that @ZH < H, and (H.7) is due to Lemma H.2 with ¢ = K and the
fact that the minimum eigenvalue of Ay, is lower bounded by A. The remainder of the proof follows
from the fact that ||w?) [|2 = max,. |u|,=1 v w}].

O

H.3 Proof of Lemma G.4

The proof of Lemma G.4 will use the following fact.

Lemma H.3. [14, Covering Number of Euclidean Ball] For any € > 0, the e-covering number of the
Euclidean ball in R? with radius R > 0 is upper bounded by (1 + 2R /e)<.

Proof of Lemma G.4. The proof is similar to the proof of Lemma E.3 in [20]. Denote A = 52X,
so we have

(H.8)

)
a€ [0,H —h+1]

d
T T
)= ) 0 — \/ AGE 1A AGH] 17,}
Vhn(+) maj‘({gi)(s a) ; ®i(s,a)1] Ag;(s,a)
for ||0|| < L, ||A|| < B2X~!. For any two functions Vi, Vo € V, let them take the form in (H.8)
with parameters (61, A;) and (62, Az), respectively. Then since both {-}(o, z_p1) and max, are
contraction maps, we have

{91T¢(T/, a) — Zd: \/(i%'(% a)1] A1 ¢i(z, a)li]

dist(V1, Vo) < sup
za i=1

_ {9;—(]5(% a) — zd: \/¢Z(x, a)1] Arg;(x, a)li]

=1

d: d
[equ -y \/¢1-1:A1¢>2-1i} - [elqb =S \/qsilIAz@li]
i=1 =1

< sup
¢ o<1
d
< sup [(01—63)"¢|+ sup Z \/¢i1iT(A1 — Az)pil; (H.9)
¢:||#]I<1 ¢:l|ol1<1, 5
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d
<61 — 62 + V][ A1 — Aaf| sup > [l
¢”¢”§1 i=1
< (|01 — 62| + V[ A1 — Az F, (H.10)

where (H.9) follows from triangular inequlaity and the fact that |\/z — \/y| < \/|z — y|, Va,y > 0.
For matrices, || - || and || - || 7 denote the matrix operator norm and Frobenius norm respectively.

Let Cp be an ¢/2-cover of {6 € R%|||6]|2 < L} with respect to the 2-norm, and C4 be an €2 /4-cover
of {A € R™¥?|||A||r < d"/?B>\~'} with respect to the Frobenius norm. By Lemma H.3, we know:
2

(Col < (L+4L/e)", [Ca] < [1+8d"2B% /()]

By (H.10), for any V; € V), there exists 82 € Cg and Ay € C4 such that V, parametrized by (02, As)
satisfies dist(V7, V2) < e. Hence, it holds that N < |Cg| - |C|, which leads to

log NV, < log |Cw| +1log|Ca| < dlog(1 + 4L/e€) + d*log [1 + 8d"/2B?/(\é?)].
This concludes the proof. O

H.4 Proof of Theorem B.1
In this section, we give the proof of Theorem B.1, which largely follows the proof of Theorem 5.2,
only with minor modifications of the argument of the variance estimation.

The following lemma bounds the estimation error by reference-advantage decomposition.

Lemma H.4 (Modified Variance-Aware Reference-Advantage Decomposition). There exist
{ai}ierq)» where a; € [0, H], Vi € [d], such that

inf PyVE, (s, a) — Tinf P,V (s,a)’
‘P;L(-|s,a)el/lﬁ(s,a;/.l,gwi)[ ' h+1] P;L(‘|s,a)euﬁ(s,a;u%,i)[ h+1]

ZK: A (Ve
2

d
0
<A 10106 Ll [V () ey
h\?h>™h

i=1

d
= +Z||¢i(3aa)1iH2;1 ‘2—1
i=1 T=1 "

i ii

d
FAY 04,0 Ll [E (020 (9o = Vi (9]

-
=,

iii

i i (VL (), — ViA (8)]an)

a2 (sy,a})

=,

d
+ 3 6405, a)Lifl
=1

T=1

iv
where 1 ([f]a,) = ([P)[f]a.] (s75 a) — [ (s741)]a, ), for any function f : S — [0, H —1].
Proof of Theorem B. 1. To prove this theorem, we bound the estimation error by T'y, (s, @), then invoke
Lemma D.1 to get the results. First, we bound terms i-iv in Lemma H.4 at each step h € [H]|

respectively to deduce I'y,(s, a).

Bound i and iii: We set A = 1/H? to ensure that for all (s,a,h) € S x A x [H], we have

d d
i+iil < VAVAH Y I6i(s, @) Lills = Vdy© I6i(s, @) Lills1- (H.11)
i=1 i=1

Bound ii: For all (s,a,a) € S x A x [0, H], by definition we have 5, (s,a) > 1. Thus, for
all (h,7,i) € [H] x [K] x [d], we have nj ([V,;/}]a,)/0n (s}, a},) < H. Note that V7, is in-
dependent of D, we can directly apply Bernstein-type self-normalized concentration inequality
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Lemma .2 and a union bound to obtain the upper bound. In concrete, we define the filtration
Froih = 0({(5{1,(1%) U {sh_s_1 7—1). Since Vify and 55 (s, a) are independent of D, thus
nn (Ve /an (s, ah) is mean-zero conditioned on the filtration F_; . By Lemma E.1 with
o = H, we have

dH?
VKK

[VaViiih) (s,0) = O(

thus, for any «; € [0, H], we have

) <57 (s,a) < ViV (s, a), (H.12)

-/ dH? . - R
ValVifila (s, @) = O( =) < [VVifi](s,0) - O( =) <@i(so). (1Y)
Further, we have
05, (Ve )\ 2  [Var[Viiflai](s7, af)
= ) Pl =300 19

[VIViifila:) (575 a7,)
o7 (s7,af)

_ VIVyfla (57, af) — O(dH? /VEr) | OlH*/VEF)

) 8,21(52@2) 8%(5;,@;)
O(dH* /VKF) (HL1S)
~ Gi(sh.af) — O(dH? /VEKR) '
3
< 1+20~(\‘Z{L), (H.16)
K

where (H.14) holds by the fact that 57 (-, -) is independent of D and (s}, a} ) is Fr_1,, measurable.
(H.15) holds by (H.13), and (H.16) holds by setting K > Q(d*>H/x) such that 57 (s],a}) —
O(dH?/VKk) > 1 — O(dH?/v/Kr) > 1/2. Further, by (H.16), our choice of K also ensures that
IE[(ng([vfffl]ai))2|]-'T_17h] = O(1). Then by Lemma I.2, we have

Hz¢h77h h+1 ai) SO(\/g).
o5 (sh, af,) ="
This implies
d
D(Vd) Y l|di(s, a)Lills - (H.17)
i=1

Boundiv: Following the same induction analysis procedure, we know that || [‘A/hp o = Vil o

(N)(\/aH 2/\/Kk). Using standard e-covering number argument and Lemma 1.1, we have

. 322 &
1V§O(m);||¢i(s,a)li|zh1. (H.18)

To make it non-dominant, we require K > Q(d?H*/x). By (H.12), we have 67 (s},a]) <
(Vi Vi 11(sh, af), which implies that

K T 1 K T AT T 1
(Z b ) = (ZLT—H\I) .
0,(s7,, ap,) = VaViial(sh, ap)
Combining (H.1 1), (H.17) and (H.18), we have
inf P,V (s, a) — “inf PV’ (s, a ‘
Ph<-\s,a>eu,€(s,a;ug,,->[ weal(s,0) P;L(‘|s,a)eus<s,a;u2,i>[ weal(s,0)

d

D(Vd) Y dils, a) L] 1.
i=1

Define I'y, (s, a) = O(V/d) Z?:l lpi(s,a)l; ||2;_1, we concludes the proof by invoking Lemma D.1.
O
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I Auxiliary Lemmas

Lemma I.1 (Concentration of Self-Normalized Processes). [1, Theorem 1] Let {¢;}$2, be a real-
valued stochastic process with corresponding filtration {F;}22,. Let ¢|F;—1 be mean-zero and
o-subGaussian; i.e. E[e;|F;_1] = 0, and

VAER, E[ |F_q] <o /2,

Let {¢:}22, be an R%-valued stochastic process where ¢, is F;_1 measurable. Assume Agisad x d

positive definite matrix, and let A; = Ag + Zizl ¢s¢. . Then for any § > 0, with probability at
least 1 — 8, we have for all ¢ > 0:

t
Z Pses
s=1

Lemma 1.2 (Bernstein inequality for self-normalized martingales). [65, Theorem 2] Let {n;}$2, be
a real-valued stochastic process. Let {F;}i2, be a filtration, such that n, is F;-measurable. Assume
¢ also satisfies

2 det(A;)/2 det(Ag)~1/2

]

< 20%log [
At

Ine| < R, Elme| Femi] = 0, E[nf | Fe—1] < 0°.

Let {z,}$°; be an R%valued stochastic process where x; is F;_1 measurable and ||z;|| < L. Let
Ay =M+ Zizl x s x. . Then for any § > 0, with probability at least 1 — &, for all ¢ > 0,
2

gwsm At 8U\/C”Og (1+ %) -log (%tz) +4Rlog (4%)

Lemma L.3. [27, Lemma H.5] Let ¢ : S x A — R? satisfying ||¢(x, a)|| < C forall (z,a) € Sx A.
For any K > 0 and A > 0, define G = Zf:l O(xp, ap)P(wr, ap) T + Mg where (2, az,) ’s are

i.i.d. samples from some distribution v over S x A. Let G = E, [¢(x, a)¢p(x,a) ']. Then, for any
§ € (0,1), if K satisfies that

2d
K = max {512C*]|G 7" |*1og (), 4067},
then with probability at least 1 — 4, it holds simultaneously for all v € R? that

lullg=s <

2 |lu
— U —1.
K G
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We accurately summarize the paper’s contributions and scope in the abstract
and introduction (Section 1).

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In Section 6, we claim that there are small gaps between the upper bounds
in Theorem 4.4 and Theorem 5.2 and lower bound in Theorem 6.1. The computation
tractability is discussed in Remark 4.2 in Section 4. The assumptions are formally stated in
Assumption 3.1 and Assumption 4.3.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The assumptions are formally stated in Assumption 3.1 and Assumption 4.3.
Complete proofs are provided in the appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The code of our implementation is available at https://github.com/
panxulab/0ffline-Linear-DRMDP.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code of our implementation is available at https://github.com/
panxulab/0Offline-Linear-DRMDP.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The code of our implementation is available at https://github.com/
panxulab/0Offline-Linear-DRMDP.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: Not applicable to our experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All information is provided in the experiment section and the code of our imple-
mentation is available at https://github. com/panxulab/0ffline-Linear-DRMDP.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: the authors had reviewed the NeurIPS Code of Ethics and confirm that the
research conducted in the paper conform, in every respect, with the NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: this work focuses on the theoretical side of robust RL, and methods in this
paper do not lead to a direct path to any negative applications.

Guidelines:
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» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: the paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: the paper does not use existing assets.
Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: the paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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