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Abstract

Quanta image sensors, such as single-photon avalanche diode (SPAD) arrays,
are an emerging sensor technology, producing 1-bit arrays representing photon
detection events over exposures as short as a few nanoseconds. In practice, raw
data are post-processed using heavy spatiotemporal binning to create more useful
and interpretable images at the cost of degrading spatiotemporal resolution. In
this work, we propose bit2bit, a new method for reconstructing high-quality image
stacks at the original spatiotemporal resolution from sparse binary quanta image
data. Inspired by recent work on Poisson denoising, we developed an algorithm that
creates a dense image sequence from sparse binary photon data by predicting the
photon arrival location probability distribution. However, due to the binary nature
of the data, we show that the assumption of a Poisson distribution is inadequate.
Instead, we model the process with a Bernoulli lattice process from the truncated
Poisson. This leads to the proposal of a novel self-supervised solution based
on a masked loss function. We evaluate our method using both simulated and
real data. On simulated data from a conventional video, we achieve 34.35 mean
PSNR with extremely photon-sparse binary input (<0.06 photons per pixel per
frame). We also present a novel dataset containing a wide range of real SPAD
high-speed videos under various challenging imaging conditions. The scenes cover
strong/weak ambient light, strong motion, ultra-fast events, etc., which will be
made available to the community, on which we demonstrate the promise of our
approach. Both reconstruction quality and throughput substantially surpass the
state-of-the-art methods (e.g., Quanta Burst Photography (QBP)). Our approach
significantly enhances the visualization and usability of the data, enabling the
application of existing analysis techniques.

1 Introduction

Quanta image sensor (QIS) (e.g., SPAD arrays [1, 2]) offer unique advantages over other image
sensors for capturing fast temporal dynamics in low-light settings, as they can detect individual
photons within nanoseconds exposures [3]. This allows for the measurement of ultra-fast phenomena,
such as fluorescence lifetime [4], time-of-flight [5], and other time-resolved processes [6]. Quanta
image data is different from traditional digital images. The QIS raw data often consists of sparse
detection events described in 1-bit arrays (Fig. 1). In each frame, pixels only indicate the presence
or absence of a photon without intensity information [7]. This makes the data non-interpretable or
usable as traditional images. A common approach to make effective use of the binary data is to bin
the image in the time domain[8]. While this can provide clear images (Fig. 1c), it comes at the cost
of losing the valuable high-temporal-resolution information offered by QIS. In this paper, we present
a novel self-supervised approach that directly denoises binary photon detection events from a QIS,
reconstructing a clean video at the original temporal resolution.
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Figure 1: Visualization of the reconstruction task. a. A signal in spacetime generates discrete
photons through a Poisson process. Real detectors can only count one photon at a time. The discrete
nature of photons and the discrete counting process introduce shot noise, resulting in a sparse binary
map. Our goal is to predict the underlying signal from this information-sparse data. b. Real SPAD
raw data captured by a detector. The highlighted box indicates a zoomed-in region, revealing sparse
photon detection events. To the right is a cross-section of the time-height dimensions, showing a
similar binary noisy pattern. c. Our method produces the video from the data in b at the original
spatiotemporal resolution (Video S1). d. Left: effect of accumulating raw data frames directly,
showing shot noise and motion artifacts. Right: additional keyframe pairs are provided for reference.

Generative Accumulation of Photons (GAP) recently introduced an effective self-supervised method
that denoises shot noise corrupted photon counting images by splitting images into paired data
training pairs based on Poisson statistics [9]. The self-supervised method is valuable to scientific
imaging applications, where very often ground truth data is unavailable and cannot be simulated.
However, this method is ineffective for binary images, where it creates significant artifacts due to
the non-Poissonian nature of photon statistics in 1-bit data [10, 11]. This inspired us to develop
bit2bit, a new method that specialized for binary data. Our key new insight is a masking strategy
that hides the complementary dependency within the training pairs, which effectively addresses the
problem. We further extend our method to 3D to leverage the information in both space and time,
substantially improving the reconstruction quality. In addition to these measures, we also explored
different architectures and sampling parameter spaces to reduce the significant issue of overfitting.

Problem statement and claims. The goal of this work is to predict the underlying spatiotemporal
signal from a stack of quanta raw data. Each frame in the stack is a 1-bit 2D array representing
locations where at least one photon is detected during the exposure period (Fig. 1a). Our method is
based on the following 2 assumptions: 1) Each detection event is independent and follows truncated
Poisson statistics. 2) The underlying signal exhibits some local and global spatiotemporal structures
that can be described by a model.

Given this challenging reconstruction problem, we claim the following main contributions:

1. Developing a self-supervised method that denoises photon-sparse binary quanta images,
which effectively handles the binary nature of the data through a novel masking strategy.

2. Enhancing the performance of reconstruction by leveraging the temporal information that is
readily available in most quanta image data.

3. Providing insights on stochastic sampling strategies, network designs, and regularization
techniques to manage overfitting and improve the reconstruction quality.

4. Presenting a novel dataset with real and simulated 1-bit SPAD data to support further
research and quantitative evaluation of quanta image processing.
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Figure 2: Example Results from Our Method Using Real SPAD Data The top row displays raw
SPAD data. The middle row shows the corresponding reconstructions using our method. CPU Fan +
motion: Imaged under camera motion. Additional paired raw data and reconstruction keyframes are
shown below. H&E slide: Moving under a microscope. Sonicating bubbles: Humidifier generates
bubbles, water droplets, and mist. USAF 1951 + drill: Resolution target spinning on a drill. Plasma
ball: Firing plasma. A color-coded accumulation of 50 frames is shown on the right. [More in supp]

2 Related Work

Quanta image reconstruction. A common quanta image reconstruction task is finding the optimal
transformations of individual 1-bit frames to minimize motion blur prior to applying binning [8, 12–
14]. Noise is another problem being addressed, especially in SPAD-based 3D reconstruction [15–17].
Some higher-level tasks address the motion deblur of the binned data using specially engineered
deep learning methods because the mixing of shot noise renders traditional debluring methods
ineffective [18]. Besides direct image reconstruction, there are also efforts to perform traditional
computer vision (CV) tasks directly to quanta image data (e.g., image classification) [19–21]. The
task described in this work - reconstructing single binary frames at original temporal resolution and
addressing both shot noise and motion blur - is challenging and has not been well explored. Only one
previous work explored a similar task using the supervised method with ground truth data [22], in
contrast to our self-supervised method.

Self-supervised denoising. Convolution neural networks (CNN) can be trained to denoise images
by minimizing the difference (e.g., mean squared error (MSE)) between the prediction and a reference
target [23, 24]. This is usually referred to as the minimal mean squared error (MMSE) denoising.
Noise2Noise (N2N) demonstrated that it is possible to minimize the MSE loss between a pair of noisy
images and still get quality denoising results without knowing the noise-free prior [25]. However,
N2N still requires real data pairs with the same underlying signal, which are often not obtainable.
More recently, self-supervised denoising methods have been introduced to perform denoising from a
single noisy image. The methods create input and target training pairs from the original noisy image
by assuming the augmentations minimally affect the underlying signal. Noise2Void (N2V)(2) predicts
the value of random pixels in a noisy image by hiding these pixels during training and only using
the surrounding context to minimize loss only from the hidden pixels [26, 27]. Noise2Self (N2S)
presented a similar concept that uses a moving grid mask [28]. Noisier2Noise adds more noise to
the input to alter the original noise [29]. Neighbour2Neighbour, Noise2Fast, etc., assume pixel-wise
independence of noise and create image pairs from neighboring pixels [30, 31].

However, the binary, sparse nature of quanta image creates a special, challenging case. A recent
self-supervised denoising method, GAP [9], effectively addressed shot noise corruption in photon
counting images by Poisson-statistic-based resampling. GAP introduced the idea of splitting the
data by pixel-wise binomial sampling to create nearly unlimited training pairs, which inspired our
work. However, implementing GAP directly on binary quanta images resulted in extremely poor
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Figure 3: Overview of the sampling/masking strategy. The raw data is processed in 3D to use
space and time similarly. Data pairs are created by random 3D crop from the raw data, then randomly
split the positive values into an input or a target matrix. The split ratio is controlled by a parameter p.
A mask is created by flipping the bits in the input image, which prevents gradient back-propagation
from locations of 1s in the input. This process is repeated indefinitely, each time creating a new pair
of data equivalent to independent observations from the underlying signal.

reconstructions. This motivated us to identify the root cause of the problem and develop a specialized
self-supervised method for sparse binary image reconstruction.

3 Theories and methods

Brief review of GAP. Here, we summarize the self-supervised denoising approach described in
GAP [9]. GAP is based on the assumption that observed image x is a shot noise corrupted version of
the clean image s, with each pixel xi drawn from a Poisson distribution parameterized by the clean
signal at the pixel si, where i indicates the pixel index. GAP proposes to split the noisy image x
by sampling from a binomial distribution randomly assigning photons to an input image xk

inp and a
target image xk

tar. The images are conditionally independent given the underlying signal s, so can be
treated as two independent observations, which can then be utilized in a N2N-style training procedure
[25] to train a neural network f(x; θ) with parameters θ. By attempting to predict xtar from xinp, the
procedure trains a network to find the MMSE estimate for the clean signal. It uses a cross-entropy
loss over pixels

L(f(xt
inp; θ),x

t
tar) =

n∑
i

xt
tar ln

exp(f(xt
inp; θ)i)∑n

j exp(f(x
t
inp; θ)j)

, (1)

viewing the problem as a classification task, trying to predict the photon locations in the target image.
Here, f(xt

inp; θ)i corresponds to the logit output for pixel i. The authors show that in the limit, their
loss is equivalent to the MSE loss, which is more frequently used in N2N training.

Photon counting. While the assumption of the Poisson shot noise model in GAP seems reasonable
for photon counting, it often does not accurately hold for truncated QIS data such as SPAD. We can
understand this by modeling photon counting as a Poisson point process and considering each counted
photon as an element of a set defining this process. Subsequently, we can model the compound
processes and the sub-processes within the framework of point process statistics and differentiate
between photon counting and sector activation events (e.g., binary activations in each frame). This
broader insight is discussed in the Appendix. This section focuses on the practical implementation of
this insight in self-supervised denoising.

Quanta image generation. Instead of truly counting photons, SPAD (and other quanta imaging
methods) acquire a series of binary images xt, with each pixel xt

i ∈ {0, 1} indicating whether
photons have been detected or not. Unfortunately, this means that the number of photons hitting
the pixel is not recorded in a unit detection window, and we cannot know if an active pixel xt

i = 1
receives single or multiple photons during one exposure. Formally, pixel values xt

i are drawn from a
Bernoulli distribution with parameter ρ = 1− e−si , with e−si corresponding to the probability of
zero photons hitting a pixel according to the underlying Poisson distribution (Appendix A.1). For
small si, individual pixels rarely receive multiple photons during an exposure. Thus, it is convenient
to consider ρi = 1− e−si ≈ si [11].

In order to generate images that are visually pleasing and easier to analyze, the sparse binary data
is usually processed by summing multiple frames xt, effectively counting the number of detection
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Figure 4: Real data examples of photon splitting and the effect of the masked loss a. Example of
splitting a randomly selected quanta image raw data frame. The Raw data consists of only binary
pixels indicating the location of the photon counting event. The Split indicates the Input (black) and
Target (white) of the split. The Mask is calculated by inverting the Input and is applied to the loss.
b. Comparison of the training results with unmasked and masked loss. Without the masked loss, the
network learns that whenever a pixel location has a photon in the input, it never has a photon in the
target. The deterministic relationship leads to the artifacts. The pixel locations where the input is 1
appear dark in the network output. The masked loss effectively addresses the problem.

events for each pixel [7]. Unfortunately, this aggregation over time leads to an inevitable loss of
temporal resolution, as information about the time in which a photon hit is lost. It is important to
note that the noise in such data is not Poisson distributed but instead follows a binomial distribution.
Unfortunately, this means GAP, which relies on this assumption, cannot be directly applied to
SPAD data. In the Appendix (Photon detection), we give an alternative theoretical perspective on
this phenomenon by modeling photon counting as a Poisson point process with sub-processes to
understand the difference between photon counting and the counting of photon detection events.
While it is true that we can produce approximate Poisson statistics by summing a large number of
frames, this comes at the cost of significantly reduced time resolution.

Splitting of 1-bit quanta data. This work explores an alternative approach, attempting to directly
split the recorded binary images without temporal aggregation. We split the recorded binary image
according to GAP [9], randomly assigning each photon detection event in xt to xt

inp or xt
tar with a

probability p (Fig. 3). Assuming low light intensity si this means that the probability for finding
a photon detection event at a pixel is ρi,inp ≈ psi and ρi,tar ≈ (1 − p)si. In order to enable the
use of temporal information, we apply the same not to 2dimensional images but to 3D space-time-
volumes X = (x1, . . . ,xT ), splitting them into input Xinp = (x1

inp, . . . ,x
T
inp) and target volumes

Xtar = (x1
tar, . . . ,x

T
tar).

However, unlike for true Poisson distributed photon counts, xt
inp and xt

tar cannot be considered
conditionally independent. Since a photon detection event in xt

i = 1 can only be assigned to either xt

to xt
inp or xt

tar, an event xt
i,inp = 1 in the input image must necessarily mean that corresponding pixel

in the target image does not contain an event xt
i,tar = 0. As a consequence, naively using xt

inp and xt
tar

as training pairs for a denoiser, will lead to the artifacts, with the network predicting dark values for
any pixel which has a photon detection event in its input.

Masked loss function photon prediction for quanta images. To remedy this effect of correlated
input and target images, we propose an adapted loss function. Considering that our data is sparse,
that is, only very few pixels contain photon detection events, we avoid the problem by excluding
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pixels that contain a photon detection event in the input image using the loss

L
(
f(Xinp; θ), Xtar

)
=

n,T∑
i,t

(1− xt
i,inp)x

t
i,tar ln

exp(f(Xinp; θ)
t
i)∑n,T

j,τ exp(f(Xinp; θ)τj )
, (2)

with f(Xinp; θ) referring to the logit output of the denoiser network and f(Xinp; θ)
t
i referring to the

value at the pixel/time index i, t of the output. Note that, while the masking is achieved by multiplying
(1− xt

i,inp) the remainder of the function corresponds exactly to the cross entropy loss over pixels
from Eq. 1.

Implementation details. We view each binary quanta image dataset as a 3D array with two spatial
dimensions and a temporal dimension. We randomly crop each sample x from the volume (Fig. 2).
xinp is sampled from a volume x by Bernoulli sampling with dropout probability p defined based on
desired strategy. We then calculate the target xtar by subtracting the input xinp from x. The mask xmask

is computed from the input by xmask = 1−max{xinp, 1} at runtime. In the binary case, the mask is
equivalent to the bitwise complement of the input ¬xinp (Fig. 3). We multiply the mask by the output
of the network and the target before the cross entropy loss is calculated, which is equivalent to the
loss function discussed in the previous section.

Selecting photon splitting variable p. The Bernoulli sampling probability p is an important new
hyperparameter introduced in the sampling process. Its value and selection strategy can drastically
impact the performance of production. We will demonstrate this in our experimental section. If we
only work at a fixed input signal level (e.g., mean photon count), we can use a fixed p to generate
training pairs. However, it is necessary to reduce the photon count to the same signal level for
inference. A fixed large or small p can lead to over-fitting and slow training. In extreme cases, the
model will recreate the target if p = 1, and the target is always empty if p = 0. A single input at
the reduced signal level does not contain all the available information. We could resample multiple
copies of the input and combine the inference results, but this strategy requires a longer inference
time. Alternatively, we can randomly pick p from a desired range, which allows the model to adapt to
different signal levels and produce acceptable results from all the inputs within the range. If we use a
large p close to 1 as the upper limit (e.g., 1− 10−6), we should be able to use raw data directly as the
input, which is more efficient in practice.

4 Experiments

Network architecture. We used a 3D ResUNet [32] with an option to switch the network to 2D
at a specific depth. The primary reason for this design choice is to handle the rapid increase of the
receptive field as the depth increases, which eventually becomes bigger than the sampled area. The
network will learn a lot from the padded areas during training. In the photon sparse binary case, this
problem is more prominent, as the 0 padding is not different from the real data. To avoid significant
weight from the padded area, a large crop window size is necessary to achieve better results. However,
this can easily lead to memory issues. We can prevent the receptive field from growing in the temporal
dimension by switching from 3D to 2D at the desired depth. This allows us to use a smaller window
size in the temporal dimension and a larger window size in the spatial dimension. A detailed diagram
of the network architecture is shown in Fig. S1. For most experiments, we set the network depth at
5, with only the first 2 levels being 3D to control the size of the receptive field. We used 32 initial
input features, which provide a balance between performance and memory efficiency. The number of
features doubles at each depth. Group normalization of 8 is applied at each convolution [33]. We use
GeLU for the activation function and pixel shuffling for up-sampling [34, 35].

Training. Models were trained using the ADAMW optimizer for 150 epochs, with 250 steps per
epoch and 4 batches of random crops of 32x256x256 (TXY) per step [36]. The large patch size
is desired to prevent performance degradation due to substantial padding weights. However, 3D
UNet with a large patch size is not memory-efficient, and data transfer is a bottleneck. Sometimes,
only 2 batches of the crop size can be trained at a time while leaving a substantial memory unused
with 24GB VRAM. Therefore, we implemented gradient check-pointing [37], which allowed us to
double the batch size and utilize the majority of the VRAM. We primarily used Nvidia 3090/4090 for
training, and each training takes about 6-10 hours until the loss curve stabilizes.
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Inference. We run patch-based inference on a GPU using the original image width and height,
maximizing the frame count for each inference. With 24GB VRAM, we can use a 48x512x512
volume for each inference with the typical 5-depth ResUNet mentioned above. The inference speed
is above 3 volumes per second (150 fps) on a NVIDIA RTX 4090 GPU. If the training uses pmax ≈ 1,
the raw data is used directly as input. Otherwise, we randomly reduce the photon count in the data by
a factor of pmax through photon splitting. For a 10-shot inference, we Bernoulli sample 10 times from
the raw input at a fixed p value, run inference independently using the model trained at the p value,
and calculate the mean of all the outputs.

Data. To evaluate our method quantitatively and qualitatively, we use a synthetic video with
simulated noise consisting of 3990 frames and a total of 7 real SPAD videos, each containing
100k-130k frames. Additionally, we use a real video with 100k frames published in [8]. Simulated
data is essential for quantitative assessment as QIS ground truth is impractical to get. Assuming
reference images/videos are ground truth with no shot noise and the pixel values ni are proportional
to the Poisson rate λi, we calculate a variable q based on the selected mean counting rate λ =

q( 1
M

∑M
i=1 ni), where 1

M

∑M
i=1 ni is the mean of the reference. We then run pixel-wise Poisson

sampling with λi = nip and clip between 0 and 1 to simulate the 1-bit quanta data. A ground truth
reference video of a person shaking a ThorLab’s box was acquired from iPhone 15 slow motion
mode at 240 fps (Fig. S2). The simulation was using λ = 0.0625. After the clipping, the resulting
simulation has 0.0590 photons per pixel. Real QIS data were acquired using a SPAD512S camera (Pi
Imaging Technology, Switzerland)[2]. Each dataset has 100k-130k binary frames. We created scenes
to represent a combination of different imaging conditions, including low-signal, high-signal, high-
contrast, high-ambient-light, moving camera, moving object, linear movement, random movement,
combined movement, ultra-fast events, and stochastic events (Fig.S6, S7, S8, S9, S10, S11, S12). We
made the simulated data, real SPAD data, and reference results available to the community*.

Comparisons of different methods. We tested supervised training, N2N, N2V, and the original
GAP with simulated data. To ensure fair comparisons, we incorporated the same network architec-
tures, hyperparameters, and training steps into individual baselines. All implementations are in 3D
except for GAP. Inference was conducted on the first 512 frames, and the data was normalized by the
mean. PSNR and SSIM were calculated frame-wise, and the statistics were derived from the entire
output stack. We tested N2N in three different ways: Using two independent simulated samples
for training. Sampling two independent image stacks using the proposed splitting method (with
p = 0.5, just once before training). Using the same samples but applying the masking strategy during
training. We tested N2V using the original masking strategy. The N2V masks were created from
1000 random points in space. A median filter was applied to these points in the input. The minimum
distance between the points was smaller than the median filter size, and loss was only computed from
these points. We tested the original GAP in 2D with and without masking. Finally, we evaluated our
method with and without masking.

5 Results and discussions

Findings from the comparisons. Tab. 1 summarizes key numerical and visual results. The
supervised methods perform the best, which reflects the approximate upper limit of the network’s
performance. In reality, the ground truth is often not available, and high SNR data is only available
from binning, which degrades time resolution and blends dynamics. N2N with 2 independent samples
created a granular pattern on the images, as well as increasing validation loss since the beginning of
the training (Fig. S16). Besides, two independent quanta data with the same underlying signal do not
exist. One way the address this with N2N is to use adjacent frames, but this reduces the temporal
resolution and introduces motion artifacts (e.g., Fig. S3: Interframe N2N). Without the mask, the
image shows a strong pepper noise. After implementing the mask, it generates a smooth image, but
the granular pattern persists. We also tested our method, which is similar to GAP in 3D. Masking
addresses the image artifact problem. The 3D implementation led to substantially improved PSNR
and image quality. N2V also produced poor reconstruction results. The result from the original 2D
GAP produced also has the presence of pepper noise, similar to our implementation with large fixed
p values. Implementing the mask in the GAP resolved the problem. The images are smooth but lack

*https://drive.google.com/drive/folders/1M5bsmsaLBkYmO7nMUjK5_m71RonOp-P9
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Table 1: Results from comparison experiments.

Method Mask 2D\3D PSNR SSIM Denoised patch

Raw n/a n/a 4.81/0.55 0.017/0.006

Supervised N 3D 36.51/1.56 0.976/0.006

N2N
(2-sample) N 3D 32.15/1.16 0.931/0.009

N2N N 3D 23.14/0.73 0.651/0.027

N2N Y 3D 28.83/0.58 0.843/0.010

N2V N 3D 26.16/0.97 0.804/0.028

GAP N 2D 20.54/0.64 0.588/0.059

GAP Y 2D 29.09/0.57 0.911/0.015

bit2bit N 3D 20.89/0.84 0.599/0.062

bit2bit Y 3D 33.93/0.99 0.959/0.007

fine details. Our method also shows the pepper noise and the fine details are missing when the mask
is not applied. Implementing the mask substantially improved the reconstruction quality.

Inference strategies. We achieved a PSNR of 33.93 using a network with p ∈ [0, 1− 10−6] that
takes the original raw data as input and performs inference in one shot. Further, training a network
in a less extreme p range [0.3, 0.7] to avoid residual overfitting, then running inferences using 10
different samples sampled from the original data with p = 7, and finally combining the data by simple
averaging, improved the PSNR to 34.35 (Table. S8). It is worth noting that it should be assumed that
the result is specific to this simulated dataset and model configurations.

1-bit self-resampling. We noticed that different self-supervised resampling strategies become very
similar across different methods in 1-bit. When we create a training pair and largely preserve the
original information, we could either keep a positive in one image or move it to another image.
Then, the sampling method essentially describes the spatial rule of splitting. For example, GAP uses
binomial sampling to randomly drop out some photons. Self2Self [38] uses random binary masks to
drop out some pixels, which is equivalent to GAP in 1-bit. N2S and N2V both select some pixels
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Figure 5: Results of ablation studies. a. Group normalization substantially improved the PSNR.
b. The choice of lower and c. upper bound of the thinning probability p affects the reconstruction
quality. (.9x6:1− 106, etc.) d. Fixed large p led to performance degradation despite the proposed
single photon prediction suggested in GAP. e. Large model size could negatively impact PSNR.
Rome numbers indicate the corresponding images in Fig. S3. Numerical values in Table S2-6.

in the input and use them as a target [28, 27]. The pixels are replaced by a new value using various
strategies, such as median, random, and random dropout, which usually remove the selected positive
pixel and very occasionally create new positive pixels. If a fixed grid is used, the operation becomes
spatial-dependent. In the cases of neighboring pixel-based methods [30, 31], image pairs are created
by sub-sampling from a 2x2 grid, equivalent to a balanced spatial-dependent selection followed by
downsampling.

Group normalization. We noticed that group normalization is critical to for this task. Fig. 5a
and Table. S2 shows that PSNR increased from 30.9 to 33.5 by using group normalization of 2.
In creating the group number to 8 further increased the PSNR to 33.9. We could not implement
batch normalization [39], as 24GB VRAM is only sufficient for 1 batch in some use cases (e.g.,
512x512x32 window size).

Over-fitting, stochastic splitting and choices of p. Overfitting is often unavoidable in self-
supervised denoising because the model can learn to fit the noise patterns specific to the finite
training data. We noticed granular image artifacts in N2N, N2V, and GAP with large, fixed p-values,
which resulted in substantially reduced reconstruction quality (fig. 3). Further analysis indicates that
these three examples share a common issue: the input of the model is approximately a fixed binary
pattern. In N2N, there is no variation between the input and target data. In N2V, we used a random
grid to select the training target, but the grid size was relatively small, and most selected pixels were
0. The input data was very similar to the raw data, with a few photons removed, making the process
similar to GAP with a large, fixed p-value.

To analyze the problem, we conducted an experiment using randomly Poisson noise with a small λ
(Fig. S4). Ideally, the method should produce a uniform plane image with small pixel value variations.
Our results show that if a new random input is used for every training step, the output of the network
converges to a uniform image as expected, regardless of whether a fixed output is used. If we fix
the input and randomize the output, the result is also uniform. However, if we fix both the input
and output or if the output contains few photons (e.g., GAP with fixed large p), granular patterns
similar to the N2N results start to appear, also reflected by substantially higher standard deviation.
Increasing the photon counts in the input reduces shot noise and mitigates the problem. This suggests
that diversity in the training pairs is crucial to mitigate overfitting in photon-sparse quanta image data.

Model size selection. Increasing model size can negatively impact the performance, potentially
due to overfitting. We found a smaller 5-depth network with 24 startup filters outperformed a larger
network with 48 filters (Fig. 5e), along with non-significant decaying from 24 to 40 filters. In another
comparison, a network with depth 4 and 40 startup filters can achieve comparable performance
(PSNR=33.83) as our best 5-depth network with 32 startup filters (33.93) (Table. S7). A 6-depth
network (32.55) has a similar performance as a 3-depth network (32.42). The model size parameter
space should be explored to balance overfitting and under-representation for different tasks.

Comparison to QBP. Quanta burst photography (QBP) is a recognized state-of-the-art quanta
image reconstruction method based on spatial-temporal hierarchical alignment and frequency domain
combination [8]. We selected a challenging non-static scene from the original work for comparison,
where a person is playing the guitar. The results are shown in Fig. 6 and Video S2. It is important to

9

88451 https://doi.org/10.52202/079017-2806



Raw (1 out of 130k frames) Long bin (2k → 1 frame) Short bin (100 → 1 frame) QBP (2k → 1 frame / 1E-4 fps) Ours (20k → 20k frames / 1 fps)
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Figure 6: Comparison of our method to QBP with real SPAD data presented in the paper. a)
Different rendering of the data. The data is from the original QBP, indicating a dynamic scene with a
person playing guitar. Our result is shown on the right. b) Height-time slicing of the raw data and our
reconstruction. Top: raw data. Middle: our reconstruction, showing the top 3 strings. Bottom: the
difference between adjacent frames, indicating sub-pixel movements of the string.

note that QBP reconstructs 1 image from 100-10,000 frames in relatively static scenes, each taking 30
minutes as reported (not optimized) [8]. In contrast, our method can start to produce quality results in
less than 1 hour on a 100k-frame dataset. Longer training further improves the results. Our method
achieves over 150 fps inference on this dataset, equivalent to processing the entire 100k frames in
less than 30 minutes with 50% patch overlap.

6 Conclusions

We demonstrated a versatile method for predicting the underlying signal of binary quanta image data,
offering a practical solution for quanta image reconstruction where high SNR data and ground truth
are unavailable. However, it is necessary to consider the limitations of the method when applying it
to real data. Our method assumes a simple Poisson point process model, where the observation is
sampled from a noise-free signal. Thus, it is not intended to restore the signal from other types of
noise. From a different perspective, the method removes the Poisson noise component from the data,
making it easier to identify and correct other noise components. For example, hot pixels on SPAD
can be revealed and corrected with median filtering.

A fundamental limitation of self-supervised denoising is the lack of ground truth data, making it
difficult to evaluate performance and accuracy in specific cases. In our case, performance could be
evaluated by simulating the Poisson process, though these simulations should be based on reasonable
assumptions and approximations. Additionally, the method requires offline training for each dataset.
While there is potential for real-time reconstruction, the model should be trained on similar scenes.

Our approach can potentially be effective on any binary higher-dimensional spatial data created from
Poisson point processes. For example, any data represented by an n-dimensional scatter plot, where
points are independent measurements, can be analyzed with this method. Fig. S14 and S15 show the
application and benchmark of the method to real and simulated 3D stacks of confocal microscope
data with extremely high shot noise, which also demonstrates the performance advantage in 3D.

We also see the task could be generalized for all spatial event point processes as follows [40]. For
an n-dimensional signal in spacetime, a finite amount of measurements can be made from disjoint,
uniform, and bounded sub-regions. Their collection can be viewed as a Poisson point process. The
measurements are clipped between 0 and 1, and the process becomes a Bernoulli process. Given a
finite number of such measurements, the task is to predict the distribution of the underlying signal
measured by the Poisson rate. We envision that the core concept of creating data pairs by randomly
splitting a point process and then hiding their complementary dependencies can potentially be used
in other relevant regression models.

Finally, it is worth noting that the method can be misused in research if inappropriate data or statistical
assumptions about the noise are made (e.g., the data points are not independent). In such cases, the
prediction results can be misinterpreted, leading to incorrect scientific conclusions and potential
negative societal impact.
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7 Data and code availability

Simulated and real SPAD data:
https://drive.google.com/drive/folders/1M5bsmsaLBkYmO7nMUjK5_m71RonOp-P9

Python raw data loader and cleaner:
https://github.com/lyehe/spadtools

SPAD data simulator:
https://github.com/lyehe/spadsampler

Source code of the parameterized model with bit2bit:
https://github.com/lyehe/ssunet
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A Appendix / Supporting documents

A.1 Photon counting statistics

Photon detection. Here, we are looking at the photon counting from the point process perspective.
Imagine an underlying signal indicated by a rate parameter λ describing the expected number of
photons hitting the detector over a unit of time. Light is quantized, so a hypothetical detector with
infinite depth will record k ∼ Poisson(λ) photons over each detection window, with p(k = n) =
λne−λ/n!, where n ∈ N0 is the number of the detected photons. Real detectors can only activate
once in each detection window (e.g., n ∈ {0, 1}). Therefore, the Poisson point process is reduced to
a Bernoulli lattice process with p(k = 0 | λ) = e−λ and p(k = 1 | λ) =

∑∞
n=1

λne−λ

n! = 1− e−λ.
With small λ (e.g., < 0.01), it is convenient to consider p(k = 0) ≈ 1 − λ and p(k = 1) ≈ λ in
photon-sparse binary data because the chance of missed counts p(k > 1) is negligibly small.

Photon counting. From the insight above, it is clear that the "photons" are just "activation events"
over some finite detection windows in spacetime. In practice, it is often assumed that λ changes
minimally across a few windows [11]. The superposition of n′ such windows is also a Poisson
point process with λ′ = n′λ, assuming this homogeneity. If detection is modeled as a more realistic
Bernoulli lattice process with p′ = p(k = 1) = 1 − e−λ, summing n′ windows is equivalent to
binomial sampling k′ ∼ Binomial(n′, p′), which can be approximated by a Poisson distribution
with λ′ = n′p′ = n′(1 − e−λ). Both λ and λ′ describe the underlying signal. It is more trivial to
determine λ′ from multiple windows than λ from a single binary image. However, λi is constantly
varying in reality. Through λ′ =

∑
i λi or

∑
i(1− e−λi), we lose the information of individual λi.

Photon splitting. Since all points in N t and N ′ are independent, we can apply basic point process
operation p-thinning to randomly remove some points and create new independent sub-processes.
The thinning probability p can be selected either manually or randomly to control the size of the
new process Np. For Λ denoting the original expected count rate, the rate of the thinned process is
proportionally reduced to pΛ. Similarly, the removed points can form another subprocess N1−p with
rate (1− p)Λ. The new processes Np and N1−p are independent Poisson processes. Therefore, if we
observe a process N over an exposure τ , we can view each split as two real experiments where we
observe a first process Np during τp from pΛ and, right after, a second process N1−p during τ(1− p)
from (1− p)Λ. GAP originally implemented photon splitting by sampling X ′

p ∼ Binomial(X ′, p) in
the binned frames. Similarly, we use a special case Xt

p ∼ Bernoulli(p · 1(Xt = 1)) in binary frames.

Independence of the photon splitting pairs. Np and N1−p are both independent Poisson processes.
However, they exhibit a complementary dependency due to their definition from the original process,
specifically:

Np ∪N1−p = N & Np ∩N1−p = ∅ (3)

This implies that for any x′
i,p, if x′

i,p = n′, then x′
i,1−p = 0. For small λi and large n′ (even for

n′ = 2), this is an extremely rare event as p(x′
i = n′) =

∏n′

t=1 λ
t
i and p(x′

i,p = n′ | x′
i = n′) = pn

′
.

Therefore, this was ignored by GAP where the data are accumulations of multiple frames. However,
in 1-bit data, all the photons in Np meet this criteria, as ∀Xp : Xp = 1−X1−p. This also applies to
extremely photon-sparse observation when very few photons are detected over a large n′ because
even with frame bins, we rarely encounter a photon count above 1. We will show this is a crucial
problem in binary data, which renders GAP ineffective, and our masking strategy is an effective
solution.

MMSE denoising. Different underlying signals can lead to an observed value denoted by N . Our
goal is to predict the signal, described in the compound rate Λ = {λi | i ∈ Nk}. We assume a prior
distribution p(Λ) for the signal and a likelihood function p(N | Λ) representing the probability of
observing N given the signal Λ. Using Bayes’ theorem, we can express the posterior probability and
the expected rate of the signals as:

p(Λ | N) =
p(N | Λ)p(Λ)∫

p(N | Λ′)p(Λ′) dΛ′ , Λ̂ =

∫
p(Λ | N)Λ dΛ (4)
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To estimate the signal from the observation in the sense of MMSE denoising, we look for a function
fθ(N) and optimal parameter θ that maps the observation N to the signal Λ for each individual
dataset. Previous works have shown CNN is effective for this regression task [].

Signal prediction. As shown in GAP, we can randomly remove single photons ϕi from the process
N one at a time. The relationship between the removed photons and remaining processes N ′

i = N \ϕi

can be used to predict the distribution of upcoming photons. Recall that ϕi is sampled from a Poisson
process with expected rate λi ∈ Λ and p(ϕi ∈ N | λi) ≈ λi. We can write:

p(ϕi ∈ N | N ′
i) =

∫
p(ϕi ∈ N | Λ, N ′

i)p(Λ | N ′
i) dΛ =

∫
p(Λ | N ′)λi dΛ (5)

If we go over all possible locations i and normalize the signal, it becomes clear that predicting the
distribution of the next photon is just predicting Λ̂ in the MMSE sense. We can train model fθ(N)
to predict this distribution by reducing the cross entropy loss L(θ) = −

∑
i ln fθ(N

′
i)ϕi. Assuming

N ′
i ≈ N in the case of a single photon is negligible in the data, we can apply fθ(N) directly.

Training with one photon at a time is time-consuming. And the high similarity between different
N ′ can lead to over-fitting. In practice, we could predict multiple photons at a time using data from
photon splitting if we normalize the target:

p(Np | N1−p) =

∫
p(Np | Λ, N1−p)p(Λ | N1−p) dΛ =

∫
p(Λ | N1−p) pΛ dΛ (6)
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B Appendix / Supplementary tables

Table S1: The baseline hyperparameters used in training. This produces the PSNR 33.93/0.99
and SSIM 0.959/0.007 with the simulated data. More details on hyperparameters are included in the
supplemental materials in the hp.CSV file.

Model

Start features Depth Depth scale 3D conv layers
32 5 2 2
Group norm Up mode Down mode Activation
8 pixelshuffle maxpool gelu

Data

XY_size Z_size Stack_size Min_p
256 32 1000 0
Max_p p sampling Flip/Transpose Rotation
0.999999 uniform FALSE 0

Training

Batch size Epochs Optimizer Learn Rate
4 150 adamw 0.00032
Patience Loss function Masked VRAM
20 Cross entropy TRUE 24GB
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Table S2: Numerical results correspond to Fig. 5a. The result indicates group normalization is
essential for better PSNR and SSIM.

Group norm size PSNR std min max SSIM std min max
32 31.83 1.03 29.26 35.66 0.940 0.009 0.917 0.962
16 32.29 1.12 28.24 36.20 0.956 0.007 0.921 0.972
8 33.93 0.99 29.31 36.57 0.959 0.007 0.924 0.973
4 33.50 1.06 28.93 36.51 0.957 0.007 0.923 0.973
2 33.48 1.09 28.96 36.55 0.957 0.008 0.921 0.974
1 30.85 0.93 27.91 33.76 0.917 0.013 0.876 0.947

Table S3: Numerical results correspond to Fig. 5b. Showing the effect of the lower bound of p.

p range PSNR std min max SSIM std min max
[0.0, 1 - 1E-6] 33.93 0.99 29.31 36.57 0.959 0.007 0.924 0.973
[0.2, 1 - 1E-6] 33.69 1.07 29.31 36.78 0.957 0.007 0.924 0.974
[0.5, 1 - 1E-6] 33.34 1.02 29.09 36.43 0.955 0.008 0.922 0.972
[0.6, 1 - 1E-6] 33.11 1.01 28.73 36.04 0.953 0.008 0.915 0.970
[0.8, 1 - 1E-6] 32.55 0.97 28.66 35.57 0.946 0.009 0.914 0.966
[0.9, 1 - 1E-6] 32.05 0.90 28.54 34.81 0.941 0.009 0.905 0.962

Table S4: Numerical results correspond to Fig. 5c. Showing the effect of the upper bound of p.

p range PSNR std min max SSIM std min max
[0-1] 33.50 1.06 28.93 36.33 0.956 0.008 0.920 0.972
[0, 1 - 1E-6] 33.93 0.99 29.31 36.57 0.959 0.007 0.924 0.973
[0, 1 - 1E-4] 33.66 1.07 29.00 36.48 0.958 0.008 0.920 0.974
[0, 1 - 1E-2] 32.62 0.99 28.54 35.48 0.938 0.010 0.895 0.960

Table S5: Numerical results correspond to Fig.5d. Showing the effect of the fixed p.

fixed p PSNR std min max SSIM std min max
[1 - 1E-5, 1 - 1E-5] 26.12 0.86 25.23 29.52 0.789 0.026 0.748 0.872
[1 - 1E-4, 1 - 1E-4] 27.10 0.94 25.93 30.34 0.812 0.031 0.768 0.896
[1 - 1E-3, 1 - 1E-4] 29.95 0.84 28.39 33.19 0.907 0.013 0.865 0.943
[1 - 1E-2, 1 - 1E-2] 30.99 0.86 28.33 34.08 0.926 0.011 0.886 0.954

Table S6: Numerical results correspond to Fig. 5e. Start filter size of 32 produced better PSNR
and SSIM in this case.

Startup filter size PSNR std min max SSIM std min max
48 32.17 0.51 30.91 33.47 0.925 0.008 0.902 0.938
40 32.66 0.60 31.07 34.89 0.945 0.007 0.928 0.959
32 32.98 0.58 31.65 35.09 0.942 0.007 0.925 0.956
28 33.04 0.52 31.58 34.64 0.945 0.006 0.929 0.955
24 33.09 0.54 31.69 34.96 0.947 0.006 0.929 0.959
16 32.14 0.71 30.65 34.97 0.940 0.008 0.920 0.961
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Table S7: Results of PSNR and SSIM from different model sizes. d: Model depth. sf: Start
feature size. zc: Number of z(3D) convolutions.

Model size PSNR std min max SSIM std min max
d=3, sf=48, zc=2 32.42 0.90 28.55 35.01 0.943 0.009 0.911 0.963
d=4, sf=32, zc=1 32.85 0.93 29.11 35.29 0.950 0.008 0.921 0.967
d=4, sf=40, zc=2 33.83 1.13 29.08 36.70 0.958 0.008 0.924 0.974
d=4, sf=32, zc=2 33.46 1.12 28.90 36.58 0.955 0.009 0.921 0.972
d=4, sf=32, zc=3 33.36 1.11 28.86 36.61 0.955 0.009 0.922 0.972
d=5, sf=32, zc=1 33.11 1.02 29.19 36.54 0.954 0.008 0.925 0.970
d=5, sf=32, zc=2 33.93 0.99 29.31 36.57 0.959 0.007 0.924 0.973
d=6, sf=32, zc=3 32.55 0.96 28.56 35.62 0.947 0.009 0.917 0.967

Table S8: Effect of p range on 10-shot inference. The results demonstrate that multi-shot inference
improves reconstruction quality. Within a limited number of trials, the p range within [0.3, 0.7]
produced the best results.

p range Inference type PSNR std min max SSIM std min max

[0.5, 0.5]
0.5 x 10 34.00 1.61 28.39 37.61 0.959 0.011 0.904 0.974
0.5 x 2 (same split) 34.00 1.62 28.35 37.52 0.959 0.011 0.903 0.974
0.5 x 1 33.49 1.57 28.31 37.28 0.954 0.011 0.900 0.970

[0.3, 0.7]

0.7 x 10 34.35 1.72 29.49 38.19 0.961 0.010 0.919 0.975
0.7 x 10 (median) 34.33 1.72 29.48 38.16 0.961 0.010 0.919 0.974
0.7 + 0.3 34.24 1.72 29.49 38.16 0.961 0.010 0.919 0.975
0.7 x 1 34.08 1.68 29.22 37.83 0.958 0.010 0.914 0.973

[0.25, 0.75] 0.75x 10 34.34 1.20 29.33 36.96 0.960 0.007 0.927 0.975
[0.2, 0.8] 0.8 x 10 34.09 1.18 29.08 36.71 0.959 0.008 0.921 0.974
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Figure S1: The network diagram showing the primary ResUNet components used in this work.
The down convolution block has 3 convolutions, with a residual connection between the first two
layers. The up-convolution block has a similar structure with the up-sampling performed using a
pixel shuffle layer followed by a convolutional layer.
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Figure S2: Example key frames. Top: The ground truth. Middle: The simulated 1-bit quanta data.
Bottom: our reconstruction.
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Figure S3: Visualization of selected training experiments under conditions indicated by the title.
The Rome numbers correspond to experiments in Fig. 5. The hyperparameters and the PSNR/SSIM
of most of these images and additional experiments are provided in the HP.CSV in the supplemental
materials for reference. (Zoom in for detail)
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Random Target p=0.0001

Both fixed p=1Both fixed p=0.01

Both random p=0.01 Random Target p=0.01Random input p=0.01

GAP p=0.01 Both fixed p=10

Std = 0.010 Std = 0.121 Std = 0.031 Std = 0.009

Std = 0.0013 Std = 0.0012 Std = 0.0013 Std = 0.0045

Figure S4: Results from fixed and randomized training pairs of Poisson random noise. An ideal
training method and model should produce a pure blank image with a low standard deviation. Top
Row: The input is randomly generated noise sampled from a white image using a constant Poisson
rate p. In GAP, a large fixed thinning parameter (0.99) is used to split only a few photons to the target,
resulting in mostly blank images with a few random photons. In all cases on the top row, the granular
pattern is obvious in the image. Bottom Row: The problem is less prominent when either or both
input and target are random. Reducing the number of photons in the target by 100 times increases the
standard deviation but is not as significant as seen in the cases above.

23

88465 https://doi.org/10.52202/079017-2806



Figure S5: Example real SPAD data and reconstruction: Resolution target rotating on a drill bit.
This scene shows a USAF 1951 resolution target spinning in a dark room. The object is rotating. Top
right: the raw data. Middle: 50 frames of raw data, skipping 50 frames. Bottom: the corresponding
reconstruction.
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Figure S6: Example real SPAD data and reconstruction: Image rotating on the CPU fan. This
scene is shown in Fig 1, showing a sticker of a mandrill image rotating on a CPU fan acquired in a
dark room. The scene is in low light. The camera is static. Part of the scene is rotating. The speed
of the CPU fan is 1500 RPM. The light intensity of the scene is in the order of 1-10 lux. This is a
scene in a dark room with the room light turned off, with the only light source the computer monitor
pointing towards the wall and some small LEDs on the motherboard. It is worth noting that even at
this low light condition, the imaging is not photon-limited because the hardware is highly sensitive.
We had to reduce the aperture of the camera lens to ensure the sensor was not over-saturated. Top
left: The raw data. Top right: the reconstruction. Middle: 50 frames of raw data, skipping 50 frames.
Bottom: the corresponding reconstruction.
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Figure S7: Example real SPAD data and reconstruction: Plasma ball. This scene shows a plasma
ball, which produces plasma in a vacuum sphere. Plasma is triggered by high voltage generated
through a buck converter circuit, with a measured frequency of 28 kHz. The plasma is released in
a pulsed fashion at this frequency, following similar paths between adjacent events. The camera is
triggered at a similar frequency to capture each image, representing a 6 ns snapshot of the event.
Adjacent frames indicate the flow of the plasma, capturing this photo-sparse scene with extremely
high-speed events. Top left: The raw data. Top right: the reconstruction. Middle: 50 frames of raw
data, skipping 500 frames. Bottom: the corresponding reconstruction.26
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Figure S8: Example real SPAD data and reconstruction: Sonicator and bubbles. This scene
shows a piezo transducer sending a 3 MHz sound wave through a detergent liquid, creating bubbles,
mist, and water droplets. It is a highly dynamic, complex, and chaotic scene with random high-speed
movement. The high background signals from the mist pose a challenge. Despite this, our method
demonstrated reasonable performance. Top left: The raw data. Top right: the reconstruction. Middle:
50 frames of raw data, skipping 500 frames. Bottom: the corresponding reconstruction.
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Figure S9: Example real SPAD data and reconstruction: Moving H&E microscope slide. This
scene was taken using a bright field microscope under 20x. The sample is a H&E staining histology
slide of mouse lung tissue. The sample is dynamically moved in a square pattern on a motorized
stage. Most pixels are saturated in this case. Top left: The raw data. Top right: the reconstruction.
Middle: 50 frames of raw data, skipping 500 frames. Bottom: the corresponding reconstruction.
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Figure S10: Example real SPAD data and reconstruction: dynamic focusing on cells. This scene
was captured using a wide-field fluorescence microscope at 100x magnification, showing the nuclei
of cultured cells. The focus of the microscope was dynamically shifted with an electronically tunable
lens. A fixed pattern noise is present in this dataset, potentially due to hardware issues. While the
pattern is not obvious in a single binary frame, it becomes clearly visible after reconstruction at a
single-pixel width. This is a relatively low-light condition with dynamic motion. Top left: The raw
data. Top right: the reconstruction. Middle: 50 frames of raw data, skipping 500 frames. Bottom: the
corresponding reconstruction. 29
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Figure S11: Example real SPAD data and reconstruction: CPU fan with camera motion. This
scene was taken in a dark room, showing a running CPU fan. The exposure was 6 ns for each image.
The camera is moving up and down. Individual fan blades and the characters on the fan were both
resolved after reconstruction. This is a very low-light scene with dynamic motion on both the object
and the camera. Top left: The raw data. Top right: the reconstruction. Middle: 50 frames of raw data,
skipping 500 frames. Bottom: the corresponding reconstruction.
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Model applied 
to the data 
used in 
training

Model applied 
to data from a 
similar scene 
but NOT used 
in training

Figure S12: The result from a model applied to data not used in the training. The model used in
SF11 was applied to data taken in the same scene. The data used in inference was not used in the
training. No qualitative difference was noticed.
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Figure S13: Selected crops of selected keyframes from our reconstructions in Fig. 6. Showing
the consistent quality and the movement of the hand.
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High SNR reference OursInput data GAP 2D

Figure S14: Example results from photon-sparse confocal 3D volume. The data was acquired
using a Leica SP8 confocal microscope in photon counting mode, showing the auto-fluorescence of a
mouse brain tissue. Input data, high SNR reference, the result from the original GAP open source
code, and our results are shown on the top row for qualitative comparison. The high SNR reference is
scanned separately in a different imaging session. There are small differences between the images
due to repositioning. Thus, no numerical comparison is available. Raw data and our reconstruction of
key z-slices through the volume are shown below.
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PSNR: 19.9 / 0.485   
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Resampled image
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Figure S15: Example results from simulated photon-sparse confocal 3D volume. The data was
acquired using a Leica SP8 confocal microscope in normal mode, showing the DAPI-stained cell
nuclei in mouse heart tissue. The data was then sampled into different levels of photon counts and
truncated at 1 to simulate the SPAD data. PSNR and SSIM are computed for different input photon
levels.
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Figure S16: Example learning curve from N2N training. The validation loss increases since a
very early stage of the training. The X-axis indicates trainning steps.
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D Appendix / acronyms

SPAD single-photon avalanche diode
QIS quanta image sensor
CV computer vision
CNN convolution neural networks
MSE mean squared error
MMSE minimal mean squared error
GAP Generative Accumulation of Photons
N2N Noise2Noise
N2V Noise2Void
N2S Noise2Self
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction both state the contributions. The assumptions are
clarified in the introduction/claims section. The limitations are discussed in the conclusion
section. Our theoretical and experimental results support our claims. The specific task and
its generalization are discussed in the introduction/problem statements section.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Most of the Conclusion section discusses limitations. The more general
limitations of self-supervised denoising, particularly in 1-bit data, are covered thoroughly
throughout the manuscript. We made it clear that the method only applies to Poisson noise
but not other types of noises (e.g., fixed pattern noise), which could be better revealed by
the method. Factors that influence the performance of the approach and the specific task are
key elements of this manuscript. The computational efficiency of the proposed algorithms is
covered in the Experiments section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Our assumptions are discussed in the Introduction/Problem statements. Our
proofs are covered in the Theories and Methods section.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The code is included in the supplemental materials. The raw data files are too
large to be included. They will be released after the review period. Simulations and public
data from QBP can be used for evaluation.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Anonymized code is provided in the supplemental materials. Full code and
data will be released after the review period.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All training details and metadata, including all hyperparameters, are provided
in the supplemental materials.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
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Answer: [Yes]
Justification: We included the mean, standard deviation, and range for PSNR/SSIM.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We discussed computer resources in the manuscript. The method does not
require advanced computing resources beyond consumer GPUs. The range of training time
is in the order of hours.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have reviewed the NeurIPS Code of Ethics. Our research in the paper
conform with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
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10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: The work has no direct societal impact.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Licenses are cited in the code.
Guidelines:
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• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: New assets are not a primary focus of this paper, although data and documen-
tation will be released for public access after the anonymization period.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No crowdsourcing nor research with human subjects
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
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Justification: No crowdsourcing nor research with human subjects
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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