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Abstract

Processing multidomain data defined on multiple graphs holds significant potential
in various practical applications in computer science. However, current meth-
ods are mostly limited to discrete graph filtering operations. Tensorial partial
differential equations on graphs (TPDEGs) provide a principled framework for
modeling structured data across multiple interacting graphs, addressing the limita-
tions of the existing discrete methodologies. In this paper, we introduce Continuous
Product Graph Neural Networks (CITRUS) that emerge as a natural solution to
the TPDEG. CITRUS leverages the separability of continuous heat kernels from
Cartesian graph products to efficiently implement graph spectral decomposition.
We conduct thorough theoretical analyses of the stability and over-smoothing
properties of CITRUS in response to domain-specific graph perturbations and
graph spectra effects on the performance. We evaluate CITRUS on well-known
traffic and weather spatiotemporal forecasting datasets, demonstrating superior
performance over existing approaches. The implementation codes are available at
https://github.com/ArefEinizade2/CITRUS,

1 Introduction

Multidomain (tensorial) data defined on multiple interacting graphs [[1H3]], referred to as multidomain
graph data in this paper, extend the traditional graph machine learning paradigm, which typically deals
with single graphs [2}/4]. Tensors, which are multi-dimensional generalizations of matrices (order-2
tensors), appear in various fields like hyperspectral image processing [5]], video processing [6]],
recommendation systems [[7]], spatiotemporal analysis [8]], and brain signal processing [9]]. Despite the
importance of these applications, learning from multidomain graph data has received little attention
in the existing literature [2l|10]]. Therefore, developing graph-learning strategies for these tensorial
data structures holds significant promise for various practical applications.

The main challenge for learning from multidomain graph data is creating efficient frameworks
that model joint interactions across domain-specific graphs [[10,/11]]. Previous work in this area
has utilized discrete graph filtering operations in product graphs (PGs) [10}|12] from the field of
graph signal processing (GSP) [13]]. However, these methods inherit the well-known issues of over-
smoothing and over-squashing from regular graph neural networks (GNNs) [14-16]], which restricts
the graph’s receptive field and hinders long-range interactions [17]]. Additionally, these methods often
require computationally intensive grid searches to tune hyperparameters and are typically limited to
two-domain graph data, such as spatial and temporal dimensions [[10L{12}|18}|19].
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In regular non-tensorial GNNs, continuous GNNs (CGNNs) emerge as a solution to over-smoothing
and over-squashing [20]. CGNNs are neural network solutions to partial differential equations
(PDEs) on graphs [20L21], like the heat or wave equation. The solution to these PDEs introduces
the exponential graph filter as a continuous infinity-order generalization of the typical discrete graph
convolutional filters [20]. Due to the differentiability of exponential graph filters w.r.t. the graph
receptive fields, CGNNs can benefit from both global and local message passing by adaptively
learning graph neighborhoods, alleviating the limitations of discrete GNNS [[17,/20,22]]. Despite these
advantages, CGNNs mostly rely on a single graph and lack a principled framework for learning joint
multi-graph interactions.

In this paper, we introduce tensorial PDE on graphs (TPDEGs) to address the limitations of existing
PG-based GNN and CGNN frameworks. TPDEGs provide a principled framework for modeling mul-
tidomain data residing on multiple interacting graphs that form a Cartesian product graph heat kernel.
We then propose Continuous Product Graph Neural Networks (CITRUS) as a continuous solution
to TPDEGs. We efficiently implement CITRUS using a small subset of eigenvalue decompositions
(EVDs) from the factor graphs. Additionally, we conduct theoretical and experimental analyses of the
stability and over-smoothing properties of CITRUS. We evaluate our proposed model on spatiotem-
poral forecasting tasks, demonstrating that CITRUS achieves state-of-the-art performance compared
to previous Temporal-Then-Spatial (TTS), Spatial-Then-Temporal (STT), and Temporal-and-Spatial
(T&S) frameworks. Our main contributions are summarized as follows:

* We introduce TPDEGs to handle multidomain graph data. This leads to our proposal of a
continuous graph filtering operation in Cartesian product spaces, called CITRUS, which naturally
emerges as the solution to TPDEGs.

* We conduct extensive theoretical and experimental analyses to evaluate the stability and over-
smoothing properties of CITRUS.

* We test CITRUS on spatiotemporal forecasting tasks, demonstrating that our model achieves
state-of-the-art performance.

2 Related Work

We divide the related work into two parts covering the fundamental and applicability aspects.

Fundamentals. The study of PGs is a well-established field in mathematics and signal processing
[23L124]. However, to the best of our knowledge, the graph-time convolutional neural network
(GTCNN) [10,|18] model is the only GNN-based framework addressing neural networks in PGs.
GTCNN defines a discrete filtering operation in PGs to jointly process spatial and temporal data
for forecasting applications. Due to the discrete nature of the graph polynomial filters in GTCNN,
an expensive grid search is required to correctly tune the graph filter orders, leading to significant
computational overhead. Additionally, this discrete aspect restricts node-wise receptive fields, making
long-range communication challenging [[17,20]. Furthermore, GTCNN is limited to two factor
graphs (space and time), limiting its applicability to general multidomain graph data. In contrast,
CITRUS overcomes these limitations by i) employing continuous graph filtering, and ii) providing a
general framework for any number of factor graphs.

Applicability. We explore spatiotemporal analysis as a specific application of PG processing. Early
works in GSP for spatiotemporal forecasting, such as the graph polynomial vector auto-regressive
moving average (GP-VARMA) and GP-VAR models [25]], do not utilize PGs. Modern GNN-
based architectures can be broadly classified into TTS and STT frameworks. TTS networks, due
to their sequential nature, often encounter propagation information bottlenecks during training
[8]. Conversely, STT architectures enhance node representations first and then integrate temporal
information, but the use of recurrent neural networks (RNNs) in the aggregation stages leads to
high computational complexity. Additionally, there are T&S frameworks designed for simultaneous
learning of spatiotemporal representations [|8,[26], where the fusion of temporal and spatial modules is
crucial. However, similar to STT networks, T&S frameworks also face challenges with computational
complexity [8]] and their discretized block-wise nature, which can limit adaptive graph receptive
fields [20,26].

CITRUS leverages joint multidomain learning by exploiting continuous separable heat kernels as
factor-based functions defined on a Cartesian product graph. The continuity and differentiability
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(a) Cartesian product graph. (b) Continous product graph function in (3).

Figure 1: Illustration of key concepts of CITRUS. a) Cartesian product between three-factor graphs.
b) Continous product graph function (CITRUS) operating on the multidomain graph data U.

of these filters allow the graph receptive fields to be learned adaptively during the training process,
eliminating the need for a grid search. Additionally, CITRUS maintains low computational complexity
by relying on the spectral decomposition of the factor graphs [[17,22]]. Furthermore, unlike non-graph
approaches, the number of learnable parameters in CITRUS is independent of the factor graphs,
ensuring scalability.

3 Methodology and Theoretical Analysis

Preliminaries and notation. An undirected and weighted graph G with IV vertices can be stated
as G = {V,E,A}. V and € denote the sets of the vertices and edges, respectively. A € RV*V jg
the adjacency matrix with {A;; = Aj; > O}ﬁ\fj:1 representing the connection between vertices, and
{A;; = 0}, states that there are no self-loops in G. The graph Laplacian L € RY*¥ is defined
asL =D — A, where D = diag(A1) is the diagonal degree matrix and 1 is the all-one vector. A
graph signal is a function that maps a set of nodes to the real values  : VV — R, and therefore we can
represent it as x = [x1,...,7y| . Foravectora = [ay,...,ay]T € RVX1 e 1= [em ... V|7,
The vectorization operator is shown as vec(.). Using the Kronecker product ®, Kronecker sum
(aka Cartesian product) &, and the Laplacian factors {L,, € RY»*Ne}P” | we have the following

p=1>
definitions:
lef Ly=Lp&..oL, ® _L,:=Li®...0Lp, |®_ L,:=Lp®...@L;, (1)
where the Laplacian matrix of the Cartesian product between two factor graphs can be stated as:
@r_ Ly =L1 &Ly =Ly ® Iy, + Iy, ® Lo, (2)

with I,, the identity matrix of size n. See Figure |la|for an example of a Cartesian graph product
between three factor graphs. A similar relationship to (2)) also holds for adjacency matrices [24,27].
We define a D-dimensional tensor as U € RN X--XND ' The matrix Q(i) € RNiX[H?:Lr#i N, ]
is the ¢-th mode matricization of U [28]]. The mode-: tensorial multiplication of a tensor U by a
matrix X € R™*i is denoted by G = U x; X, where G € RN1 XX NiixmxNiy1X...XNp [0g]]
For further information about the tensor matricization and mode-n product, please refer to [2829]]
(especially Sections 2.4 and 2.5 in [28]]). All the proofs of theorems, propositions, and lemmas of this
paper are provided in the Appendix [A]

3.1 Continuous Product Graph Neural Networks (CITRUS)

We state the generative PDE for CITRUS as follows:

Definition 3.1 (Tensorial PDE on graphs (TPDEG)). Let U, € RN *N2%--xNF be 3 multidomain
tensor whose elements are functions of time ¢, and let {L,, € RV»*Ne }5:1 be the domain-specific
factor Laplacians. We can define the TPDEG as follows:

ou .
—t = —th Xp Lp. (3)
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Theorem 3.2. Let QO be the initial value of Qt. The solution to the TPDEG in () is given by:

U, =U, x; e ™ xge ™2 x5, xpe e, 4)

Using Theorem [3.2] we define the core function of CITRUS as follows:
fU) =0, xye M 5y oxpe P xp W Q)

where U, € RN1X--xNexFi jg the input tensor, W; € RF1*Fi+1 i a matrix of learnable parameters,
t; is the learnable graph receptive field, and f(U,;) € RN > XNexFii1 jg the output tensor. Figure
illustrates a high-level description of f(U,;). The next proposition formulates (5) as a graph
convolution defined on a product graph.

Proposition 3.3. The core function of CITRUS in (B) can be rewritten as:
T _
[f(gl)(P—H)] = e ke [HZ(P-H)}TWI» (6)
where L, :=| @f;le is the Laplacian of the Cartesian product graph.

Proposition [3.3]is the main building block for implementing CITRUS. More precisely, we use the
spectral decompositions of the factor graphs {L, = V,A,V } | and product graph {L, =
VoAV ]}, where Vo = @F_ V), and A, =] @) A, [23]. Let K, < N, be the number
of selected eigenvalue-eigenvector pairs of the p-th factor Laplacian. When K, = N, it can be
shown [1722] that we can rewrite (6)) as follows:

F7 times

—_—— T T
. ——
[FU) 0] = VE | A Ao (VI U, Wi, ™
( )
A,
~ (Kp)
with A=l e VI — gf Vi), ®)

where A\E7P) ¢ RE»x1 apnd VZ(,K") € RVo*Ep are the first K, < N, selected eigenvalues and
eigenvectors of L, based on largest eigenvalue magnitudes, respectively, and © is the point-
wise multiplication operation. Finally, we can define the output of the [/-th layer of CITRUS as
Uipiy =0 (f(U,)(p+1)), where o(-) is some proper activation function.

Remark 3.4. We can consider factor-specific learnable graph receptive fields {tl(p ) 5:1 for formulating

< 3 p) 3 (Kp) . .
Arin @) as A\, =) ®5:1€_t§ e to make CITRUS more flexible for each factor graph’s receptive

P,Fy
p=1,c=

field. This technique can be expanded to the channel-wise graph receptive fields {tl(p ’C)}
that the c¢-th column of Al in is obtained by 5\“ =] ®5:1€
Remark 3.5. Computing the EVD in the product graph L, in (6) has a general complexity of
O([H5:1 N,]3). However, we obtain a significant reduction in complexity of O([Z§:1 N3]) in
by relying upon the properties of product graphs since we perform EVD on each factor graph
independently. Besides, if we rely only on the K, most important eigenvector-eigenvalue pairs [[17]]
of each factor graph, we can reduce the complexity of the spectral decomposition to (’)(Nng),

1 Such
,e) y (Kp)
—tl(p C))\p P A

obtaining a general complexity of (’)([Z;::l NKp)).

3.2 Stability Analysis

We study the stability of CITRUS against possible perturbations in the factor graphs. First, as defined
in the literature [30]], we model the perturbation to the p-th graph as an addition of an error matrix E,
(with upper bound ¢, for any matrix norm ||-|||) to the adjacency matrix A, as:

A, =A, +E,; B <ep. ©)

Proposition 3.6. Let A and A be the true and perturbed adjacency matrix of Cartesian product
graphs with the perturbation model for each factor graph described as in (9). Then, it holds that:

P
A=A+E; Bl <) e, (10)
p=1

where the perturbation matrix E also follows the Cartesian structure EE = @5=1Ep-
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Finally, let p(u, t) and @(u, t) be the true and perturbed output of the CITRUS model with normalized
Laplacian L,, being responsible for generating U, (P+1) in a heat flow PDE with normalized Laplacian
L, as w = —Log(u,t) in (@) [30], respectively. Then, the following theorem states that the

integrated error bound on the stability properties of CITRUS is also separable when dealing with
Cartesian product graphs:

Theorem 3.7. Consider a Cartesian product graph (without isolated nodes) with the normalized

A, = A, + E, with factor error bounds {||E,|| < e,}]_, in Proposition Then, the stability
bound on the true and perturbed outputs of CITRUS , i.e., o(u,t) and $(u,t), respectively, can be
described by the summation of the factor stability bounds as:

true and perturbed Laplacians Lo and Ly in (6). Also, assume we have the perturbation model
X

.
lp(u,t) = @(u, )| =Y Oey). (11)

Theorem [3.7] states that the solution of the TPDEG () is robust w.r.t. the scale of the factor graph
perturbations. This is a desired property when dealing with erroneous factor graphs, and will be
numerically validated in Section 4.1}

3.3 Over-smoothing Analysis

There is a prevalent notion of describing over-smoothing in GNNs based on decaying Dirichlet
energy against increasing the number of layers. This has been theoretically analyzed in related
literature [20,31}/32]] and can be formulated [20] for the output of a continuous GNN. Precisely, it
can be defined on the GNN’s output U = [u(t)1, ..., u(t)y] ", with u(t); being the feature vector
of the i-th node with the degree deg,, as:

lim E(U,;) — 0, (12)

t—o0

2
= tr(UTLU). (13)

1 : :
where E(U) := 3 Z s )

(el /deg;  ,/deg;

Inspired by (T3], we extend the definition of Dirichlet energy to the tensorial case as follows:

Definition 3.8. (Tensorial Dirichlet energy). By considering the normalized factor Laplacians
XNpxF

{L,}_,. we define the Tensorial Dirichlet energy for a tensor U € RN % as:
L FLP
. ST f T
EU) = P Z Z (U, Lo U (14
f=1p=1
where ﬁf(p) =U[,...,., flp € RV I Ni e the p-th mode matricization of the f-th slice

of Uinits (P + 1)-th dimension.

Based on the previous research in the GSP literature [27,/33}|34], it follows that F(U) in @]) can
be rewritten as E(U) = tr(UTLU), where U R =1 NplxF U[;, f] = vec(U[;,...,:, f]), and
L:= + @ L, = ol (%) The next lemma shows interesting and applicable properties of L.
Lemma 3.9. Consider P factor graphs with normalized adjacencies {Ap}§:1 and Laplacians
{ﬁp}le. By constructing the product adjacency as A := % @11;1 Ap = @5:1 (%), a similar

Cartesian form for the product Laplacian L=I-A (with 1 € RIT= Nolx 121 Ny | being the
identity matrix) also holds as the following:

1 . L
L= of_ L, =0, <Pp> (15)

Besides, the spectrum of L is spanned across the interval of [0, 2.
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We observe in (T4)) that the kernel separability of Cartesian heat kernels also leads to the separability
of analyzing over-smoothing in different modes of the data at hand. This is useful in cases of facing
factor graphs with different characteristics. Next, we formally analyze over-smoothing in CITRUS.
In our case, for the [-th layer with H; hidden MLP layers, non-linear activations o(+) and learnable

weight matrices {Wlh}hH; 1» we define:

X1 = fiX), filX) :== MLP;(e %" X), MLP/(X) := o(...0(c(X)Wi1)Wis... Wig),

(16)
with X being the initial node feature matrix, f;(-) is a generalized form of @ and e*Lm =]
®5:16*t<p) LTP, where t() is the receptive field of the i-th factor graph. Then, the next theorem

describes the over-smoothing criteria.

Theorem 3.10. For the product Laplacian L= % 695:1 I;p with domain-specific receptive field t(*)
Jfor the i-th factor graph and the activations o(-) in (16) being ReLU or Leaky ReLU, we have:

2i2
P

Bx)) < %) prx,), (17

where s := SUp;e, St and s; ‘= Hf;l Sip, With sy, being the square of maximum singular value
oleTh. Besides, A = \™) and t = ™) with m = arg min;, tOXD | where A\ is the smallest
non-zero eigenvalue of L,

Corollary 3.11. When | — oo, E(X;) exponentially converges to 0, when:
2 -
Ins — =tA < 0. 18
ns P < (18)

Theorem [3.10] shows that the factor graph with the smallest non-zero eigenvalue (spectral gap)
multiplied by its receptive field dominates the overall over-smoothing. The less the spectral gap, the
less probability the factor graph is connected [14]]. So, we can focus on the (much smaller) factor
graphs instead of the resulting massive product graph. These theoretical findings are experimentally
validated in Section

4 Experimental Results

In this section, we experimentally validate the theoretical discussions regarding the stability and
over-smoothing analysis and use CITRUS in real-world spatiotemporal forecasting tasks. Similarly,
we conduct ablation studies regarding CITRUS in spatiotemporal forecasting. We compare CIT-
RUS against several state-of-the-art methods in forecasting. The results on the case of more than two
factor graphs and descriptions of the state-of-the-art are provided in Appendix [BJand|[C] respectively,
alongside the additional theoretical and experimental discussions in Sections[DHI| The implementation
codes are available at jhttps://github.com/ArefEinizade2/CITRUS.

4.1 Experimental Stability Analysis

We generate a 600-node product graph consisting
of two connected Erdds-Rényi (ER) factor graphs

with N3 = 20, Ny = 30, and edge probabilities 0.20
p,E}R) = pé}? = 0.1 for node regression. We utilize = \
15% of the nodes in the product graph as the test set, 2! — SNRa=inf

= SNR,=20

15% of the remaining nodes as validation, and the SNRo10
. 0.10 2=

rest of the nodes for training. We use a three-layer  SNRy=0

generative model to generate the outputs based on (6)). 005/ — SNR:=10

The continuous parameters for the factor graphs are =0 5 o o =
setas t() = 2and ¢t(2) = 3. The initial product graph SNR;
signal X(©) € RV*o is generated from the normal

distribution with Fy = 6. Each layer’s MLP of the l:éiﬁ;iig:s Srgzigaytﬁgilg’:&i:;q;g:éi;tnsé\l $
generation model has only one layer with the number ’

of hidden units {5, 4,2}. We add noise to the factor adjacency matrices with signal-to-noise ratios

Synthetic Data
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(SNRs) (in terms of db) of {00, 20, 10,0, —10}. Therefore, we construct a two-layer CITRUS and
use one-layer MLP for each with Iy = F5 = 4 to learn the representation in different SNRs to study
the effect of each factor graph’s noise on the stability performance of the network.

Figure 2] shows the averaged prediction error in MSE between the true and predicted outputs over
10 random realizations. Firstly, we notice that increasing the SNR for each factor graph improves
performance, illustrating the stability properties of CITRUS. Therefore, the effect of each factor
graph’s stability on the overall stability is well depicted in this figure, confirming the theoretical
findings in Theorem [3.7] For instance, in SNR=10 for the first graph, the performance is still severely
affected by the stability for the second graph, shown by color in Figure 2] Finally, we observe that
the standard deviation of the predictions is smaller for larger values of SNR, illustrating CITRUS’s
robustness.

4.2 Experimental Over-smoothing Analysis

For experimentally validating Theo-

pEg: 10.05, 0.95], A: 0.06, 5: 0.004 g 0.1, 0.1, A: 0.07, s: 7.691
rem [3.10] we first generate a initial gy 0 g 20
graph signal X, € RYV*F0 with Fy = 3 s 30
=) =)
12 on a 150 node Cartesian product 2 5 2 0 \
graph with N; = 10, N, = 15. K 2 0
Therefore, we consider a 10-layer gen- 5 75| T Al 5 | T Al
. 4 3 Theorem S-20 Theorem
eration process based on () with only ~100
0 5 10 0 5 10
one- layel‘ MLP for each layer and Number of layers Number of layers

F=12-1 , where the weight
r{naltrlces are générated from norriélal Figure 3: Over-smoothing analysis using Theorem left:

distribution. We select ReLU as the Ins — 2T\ < 0, right: Ins — 2\ > 0.

activation function and {;, = 1}}%

The over-smoothing phenomenon strongly depends on the smallest spectral gap of the factor graphs
as stated in Theorem - We consider two scenarios of In s — Ft/\ <0OandIns— %t)\ > 0. The
first scenario relates to a well-connected product graph obtained from two factor ER graphs with
pélR) = 0.05 and p](;R) = 0.95 and, while in the other, p}gR) = p(2) = 0.1. So, we scale the MLP weight
matrices by 100 and 2.5 to limit their maximum singular values. These settings result in A = 0.06
and s = 0.004 4+ 10~ for the first scenario; and A = 0.07 and s = 7.691 4 10~ for the other.

We depict the outputs y(I) = log g((;(é)) and the theoretical upper bound y(I) = I(lns; — %fl:\)

across the number layers [ in Figure We observe that in the left plot where {In s; — %515\ <032,
the theoretical upper bound approximates well the actual outputs during over-smoothing as stated in

Theorem On the opposite, on the right plot, in which {ln s; — %flj\ > 0}1121, the theoretical
upper bound is loose. We leave for future work finding a tighter upper bound.

4.3 Experiments on Real-world Data

We evaluate and compare CITRUS on real-world traffic and weather spatiotemporal forecasting tasks,
where we follow the settings in [[10] for pre-processing and training-validation-testing data partitions.
All hyperparameters were optimized on the validation set with the details in Section[l} We use Adam
as optimizer.

Traffic forecasting. Here, we work on two well-known datasets for spatiotemporal forecasting:
MetrLA [35]] and PemsBay [36]. MetrLA consists of recorded traffic data for four months on 207
highways in Los Angeles County with 5-minute resolutions [35]]. PemsBay contains 5-minute traffic
load data for six months associated with 325 stations in the Bay Area by the same setting with [36].
The spatial and temporal graphs are created by applying Gaussian kernels on the node distances [37]]
and simple path graphs, respectively. The task for these datasets is, by having the last 30 minutes
(T = 6 steps) of traffic recordings, we need to predict the following 15-30-60 minutes, i.e., H = 3,
H =6, and H = 12 steps ahead horizons. Our model first uses a linear encoder network, followed
by three CITRUS blocks with 3-layer MLPs for each, where { FMIP = 64}2_ . Therefore, the output
node embeddings are concatenated with the initial spatiotemporal data. Finally, we use a linear
decoding layer to transform the learned representations to the number of needed horizons. We exploit
residual connections within each CITRUS block to stabilize the training process [|17]]. We use the
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Table 1: Traffic forecasting comparison between CITRUS and previous methods.

MetrLA
H=3 H=6 H=12
MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

ARIMA [35]  3.99  9.60% 8.21 5.15 12770% 1045 690 17.40%  13.23
G-VARMA [25] 3.60 9.62% 6.89 405 1122% 7.84 512 14.00% 9.58
GP-VAR [25] 3.56  9.55% 6.54 398 11.02%  7.56 4.87 13.34% 9.19
FC-LSTM [35] 344 9.60% 6.30 377 1090%  7.23 4.37  13.20% 8.69
Graph Wavenet [38] 2.69 6.90% 5.15 3.07 837% 6.22 3.53 10.01% 1.37

Method

GMAN [39] 294 7.51% 5.89 322 892% 6.61 3.68 10.25% 7.49
STGCN [40] 2.88  7.62% 5.74 347  9.57% 7.24 4.59  12.70% 9.40
GGRNN [41] 273 7.12% 5.44 331 897% 6.63 3.88 10.59% 8.14
GRUGCN [26] 2.69 6.61%  5.15 3.05 7.96% 6.04 3.62  9.92% 7.33
SGP [42] 3.06 7.31% 5.49 343 8.54% 6.47 4.03  10.53% 7.81
GTCNN [10)18] 2.68 6.85%  5.17 3.02  8.30% 6.20 3.55 1021% 7.35

CITRUS (Ours) 2.70  6.74% 5.14 298 7.78% 5.90 344 9.28% 6.85

PemsBay
H=3 H=6 H =12
MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

ARIMA [35] 1.62  3.50% 3.30 233 5.40% 4.76 338  8.30% 6.50
G-VARMA [25] 1.88 4.28% 3.96 245 542% 4.70 3.01  7.10% 5.83
GP-VAR [25] 1.74 3.45% 3.22 2.16  5.15% 441 248  6.18% 5.04
FC-LSTM [35] 2.05 4.80%  4.19 220  5.20% 4.55 237  5.70% 4.74
Graph Wavenet [38] 1.30 2.73%  2.74 1.63  3.67% 3.70 195  4.63% 4.52
GMAN [39] 134 281% 2.82 1.62  3.63% 3.72 186 4.31% 4.32
STGCN [40] 136  2.90% 2.96 1.81  4.17% 4.27 249  5.79%% 5.69
GGRNN [41] 133 2.83% 2.81 1.68  3.79% 3.94 234 521% 5.14
GRUGCN [26] 121 249%  2.52 154  332% 3.46 201 4.72% 4.65
SGP [42] 133 271% 2.84 1.70  3.61% 3.83 224 5.08% 5.19
GTCNN [10418] 125 2.61% 2.66 1.65 3.82% 3.68 227 5.11% 4.99

CITRUS (Ours) 1.21 2.51%  2.61 148  3.23% 3.28 1.78  4.08% 3.99

Method

Table 2: Weather forecasting comparison (by INMSE) between CITRUS and previous methods.

Molene NOAA
H=1 H=2 H=3 H=4 H=5 H=1 H=2 H=3 H=4 H=5

GRUGCN [26] 049 056 063 070 075 015 018 024 030 037
GGRNN [4T] 029 042 054 065 075 019 020 027 038 048
SGP[42] 024 037 049 059 069 039 041 043 046 049
GTCNN [I0/T8] 039 045 052 060 068 017 019 025 031 037

CITRUS (Ours)  0.23 0.35 0.47 0.58 0.67 0.04 0.12 0.20 0.29 0.36

Method

mean absolute error (MAE) as the loss function and consider a maximum of 300 epochs. The best
model on the validation set is applied to the unseen test set. We compare CITRUS against previous
methods using MAE, mean absolute percentage error (MAPE), and root mean squared error (RMSE).

Table|[T] presents the forecasting results on the MetrLA and PemsBay datasets. We observe that, given
the abundant training data in these datasets, the NN-based methods outperform the classic GSP-based
methods like ARIMA [35]], G-VARMA [25], and GP-VAR [25]]. Similarly, the GNN-based models are
superior compared to non-graph algorithms like FC-LSTM. More importantly, CITRUS outperforms
state-of-the-art baselines in most metrics, especially in larger numbers of horizons (H > 3).

Weather forecasting. We also test CITRUS for weather forecasting in the Molene [43]] and NOAA
[44] datasets. The Molene dataset provides recorded temperature measurements for 744 hourly
intervals over 32 measurement stations in a region in France. For the NOAA, which is associated
with regions in the U.S., the temperature measurements were recorded for 8, 579 hourly intervals
over 109 stations. The pre-processing and data curation settings were similar to prior works on these
datasets [10,]25]]. The task here is by having the last 10 hours of measurements, we should predict the
next {1 : 5} hours. For the Molene dataset, the embedding dimension and the initial linear layer of
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Table 3: Ablation study on comparison between the proposed CITRUS and typically ST pipelines.

MetrLA
H=3 H=6 H =12
MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

TTS 273  6.78% 5.21 3.10  8.02% 6.15 3.67 10.05% 7.46
STT 272 6.74% 5.19 3.07 794%  6.08 3.65 1097% 7.37

Method

CTTS 270 6.69% 5.20 3.05 7.93% 6.18 3.61 9.75% 7.51
CSTT 270  6.66% 5.22 3.06 7.92% 6.19 3.63 9.92% 7.48

CITRUS (Ours) 270 6.74%  5.14 298 778%  5.90 344 9.28% 6.85

Table 4: Training time (per epoch) and forecasting results vs. number of selected eig-eiv on MetrLA.

k=2 k=5 k=10 k=50 k=100 k=150 k=200

MAE 2.80 2.74 2.72 2.71 2.71 2.70 2.70
Training time (seconds)  2.52 291 2.96 3.86 5.28 6.36 7.78

the CITRUS blocks are 16, while no MLP modules have been used. Regarding NOAA, we set the
dimension and the initial linear layer of the CITRUS blocks as 16, and use 3-layer MLPs for channel
mixing in each block. The CITRUS blocks have the last activation as a Leaky ReLU. We use MSE as
the loss function and consider root-normalized MSE (rNMSE) as the evaluation metric.

Table [2)illustrates the results of the weather forecasting task. We observe that CITRUS show superior
forecasting performance compared to previous methods in all forecasting horizons. We note that the
SGP model [42]], which is a scalable architecture, is the second-best performing method in Molene,
possibly due to the small scale of this dataset. On the contrary, the NOAA dataset is larger, so models
with higher parameter budgets perform better.

4.4 Ablation Study and Hyperparameter Sensitivity Analysis

Ablation study. The ablation study concerns the CITRUS modules responsible for jointly learning
spatiotemporal couplings. To this end, we use two well-known architectures: TTS and STT. Therefore,
we evaluate four possible configurations: i) TTS, where we first apply an RNN-based network (here,
GRU), and then the outputs are fed into a regular GNN; ii) STT, which is exactly the opposite of
the TTS; iii) Continuous TTS (CTTS), where we replace the GNN in TTS with a CGNN; and iv)
Continous STT (CSTT), which is the opposite of CTTS. We report the results of this ablation study
on the MetrLA dataset in Table[3] We observe that CITRUS has superior results probably due to
learning joint (and not sequential) spatiotemporal couplings by modeling these dependencies using
product graphs with learnable receptive fields. We also observe that CTTS and CSTT outperform their
discrete counterparts TTS and STT, probably due to the learning of adaptive graph neighborhoods
instead of relying on 1-hop connections in regular GNNs.

Hyperparameter sensitivity analysis. The sensitivity analysis is related to the number of selected
eigenvector-eigenvalue (eig-eiv) pairs of the factor Laplacians. We select eigenvector-eigenvalue pairs
in k € {2,10,50, 100, 150, 200} out of 207 components in the MetrLA dataset. TableE]presents the
forecasting results in MAE along with the training time (per epoch) of this ablation study. We observe
that selecting 50 eigenvector-eigenvalue pairs is enough to get good forecasting performance while
having a fast training time. This experiment illustrates the advantages of CITRUS for accelerating
training and keeping the performance as consistent as possible.

5 Conclusion and Limitations

In this paper, we proposed CITRUS, a novel model for jointly learning multidomain couplings
from product graph signals based on tensorial PDEs on graphs (TPDEGs). We modeled these
representations as separable continuous heat graph kernels as solutions to the TPDEG. Therefore,
we showed that the underlying graph is actually the Cartesian product of the domain-specific factor
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graphs. We rigorously studied the stability and over-smoothing aspects of CITRUS theoretically
and experimentally. Finally, as a proof of concept, we use CITRUS to tackle the traffic and weather
spatiotemporal forecasting tasks on public datasets, illustrating the superior performance of our model
compared to state-of-the-art methods.

An interesting future direction for our framework could involve adapting it to handle other types
of graph products, such as Kronecker and Strong graph products [23,24]]. Future efforts will
also focus on finding tighter and more general upper bounds in the stability and over-smoothing
analyses. For example, we will explore the possible relationships between the size of the factor
graphs and these properties, either in a general form or for specific well-studied structures, such
as ER graphs. Additionally, we plan to investigate more challenging real-world applications of the
proposed framework, especially in scenarios involving more than two factor graphs.
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Appendix

The appendix contains the proof of the claimed theoretical statements (Section[A]), descriptions of
the compared methods (Section [C)), the standard deviation of the results (Section [D), homophily-
heterophily trade-off (Section[E)), the case of inexact Cartesian product graphs (Section[F), how to
choose the appropriate number of eigenvalue-eigenvector pairs (Section[G]), the effect of graph recep-
tive fields on the over-smoothing (Section [H)) and hyperparameter details (Section[l), respectively.

A Proofs

A.1 Proof of Theorem 3.2]

—tL

Proof For obtaining the derivative of *’ from e~*r (forp = 1,..., P) in (@), we first express

3 tt from the claimed solution in (@) as follows.

P
o =2 Ui, (19)
p=1
where
U,, =10, x; ey Xy et ) (< Lpe T ) X e Tt x g o xp e r,
(20)
Now, by performing mode-p unfolding operation on U, ,,, we have:
_ _ _ _ _ T
Uy, = ~Loe ”‘PQO@) (eTtrgetrag. . erge . @e ™) . Q1)
On the other hand:
_ _ _ _ T
Uy =¢ Uy, (™o eriige ™o e ™) . (22)
Therefore, by combining and (22)), one can write:
Qt’p(p) -L,Uy (23)
which is the mode-p unfolding of the following equation:
U, =-U; xp Ly, (24)
and the proof is completed. O

A.2  Proof of Theorem

Proof. First, we prove the following lemma about the separability the heat kernels define on product
graphs w.r.t. the factor graphs:

Lemma A.1. The exponential graph kernel et on a Cartesian product graph Ly, := @[I;le can

be Kronecker-factored into its factor-based graph kernels as ete = ®5:1€t1‘7’.

Proof. Using the pairwise summation property of the factor eigenvalues in a Cartesian product, one
can write:

etLoze( PlL)

:( p=1Vp )et ( 5:1VP)T 25)
= (@51 V) (@€' )(®5:1VP)T
= ®F_etlr

where V,, /\Ep ), and A, are the eigenmatrix, 7th eigenvalue, and the diagonal eigenvalue matrix
corresponding to the pth Laplacian L,,. Note that, in the related literature, this property has also been
proved from different points of view, e.g., [34]. O
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Next, by performing mode-(P + 1) unfolding on both sides of (3], one can write:

_ T
(Lo(UD)(p+1) = Wi Uypy [L &g ]
e—tilo (26)

—_——
— [(Q(Hl))(PH)]T =l ®5:1e_tle] HZEFPH)VVl'

A.3  Proof of Proposition 3.6]

Proof. The proof is presented by construction. Therefore, we first show it is true for the case of
P =2as:

A=A 0L +T;®A,
=(A+E)L+1I ®(As + Ey)
A E (27)

=(AL+L @A)+ (E1 @ +1; @ Ey)
= A +E.

Then, by assuming the theorem holds for the case of P = K and the definitions of A’ := @fleAp
and A’K = @;leAp, we next show it also holds for P = K 4 1 as follows:
A
- Kl —_— - -
A =o' Ay = (9;01A,) DAk = Ak @ + L @ Agqy
= (A +E) 9L +1, ® (Agy1 + Exy1)

(28)
A:@f:ilAp Ez@f:ﬁl E,

=(Ax L +L @A)+ (Er L+ Egy1)
=A+E.

For proving the upper bound of the norm of E, in a similar approach to the previous proof, we first
prove for the case of P = 2 as:

Bl = Er © Tz + I © Eo| < [[By @ Lpf| + [|Ty © Eqf|

€1 1 1 €2 (29)

< Bl T+ T2l - B2l = &1 + e2.

Using a similar approach to the proof in (28], we assume the theorem holds for P = K as ||E|| <

25:1 €p, and, based on this information, then, we prove the theorem for the case of P = K + 1 as

follows:
IEIl = % @I + T @ Ex ]| < B @ L] + [|Ts @ Exqa]
X €p €
P . = (0)
< NEKI N+ N0 Bl = D e
p=1
which concludes the proof. O

A.4 Proof of Theorem 3.7

Proof. The poof can be straightforwardly obtained by applying Proposition 1 in [30]] based on the
obtained results in Proposition O
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A.5 Proof of Lemma[3.9]

Proof. By construction, we first prove the theorem for the case of P = 2. The defined Laplacian L
in (I3) can be rewritten as:

) A A A
L:I—A:1—<21®12+11®22>

%(2I—<A1®12+I1®A2))

%(1— (A1 @ T)] + T (I © As)))
= (oL -(Aion) + Lok - 0o 4y))) an
:%([Il—Al ®Iz}+[11®(12—A2)D
:%(f‘1®12+11®1‘2)
Z%(A1€BL2)

I Lo
(3)=(%)

where we used the following property of Kronecker products: (A ® B) = («¢A) ® B = A® (aB)
[45]. Next, by assuming that the theorem holds for P = K and the definition of A’ := % and

@leAp = @fle (%) we prove it for P = K + 1:

~ ~ 1 ~ ~

L:I—A:I—TH(KAIKGBAKH)
B KA}( AK+1
=I- <K+1®12+11®K+1

1 ~ ~
= e (E+ 11— (KAR 0L+ L@ A )

1 R “
= (K= (A 9 L) + [T - [ e Aj))

1 R ~
= =1 (heL- @A on)| + Lok - [eA)) )
:L(K [(II—A’ )@Ig} + [Il®(Ig—A2)D

K+1 K

1 x (L,

:I(H<K @p 1<K> ®IQ+II®L2>

1

Besides, by the addition rule for the eigenvalues of a product graph adjacency or Laplacian (Af; =
)\2(1) + )\;-2)), it can be easily seen that the eigenvalues of the normalized product adjacency (W) and

Laplacian (L) in (3T) are in the intervals of [—1, 1] and [0, 2], respectively, quite similar to the case
for the normalized factor graphs, which concludes the proof. O
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A.6  Proof of Theorem

Proof. First, Note that Using x as the Graph Fourier Transform (GFT) [[13|] of x w.r.t. L (with
eigenvalues {\;} ), one can write [15]:

N
E(x)=x"Lx = Z Nid2, (33)
=1

Next, by defining X as the smallest non-zero eigenvalue of the Laplacian L, the following lemma
characterizes the over-smoothing aspects of applying a heat kernel in the simplest case.

Lemma A.2. We have: .
E(e tx) < e B(x). (34)

Proof. By considering the EVD forms of L = VAV and e=X = Ve=AVT, one can write

E(eif‘x)
‘VE*A‘VT “A~xsT
VAV Ve 3 (35)

T ~

N N
=x' L L el x= Z NiZem i < 72 (Z )\25@2) = e P B(x).
i=1 i=1

Note that in the above proof, we ruled out the zero eigenvalues since they are useless in analyzing
Dirichlet energy. O

Then by considering the following lemmas from [[15]:
Lemma A.3. (Lemma 3.2 in [15]). E(XW) < [|[WT[3E(X).
Lemma A.4. (Lemma 3.3 in [|15]). For ReLU and Leaky-ReLU nonlinearities E(0(X)) < E(X).

Therefore, by combining the previous concepts and considering that the minimum non-zero eigenvalue
of LY in (T6) is 5¢t™A(™) with m = argmin; ¢ A", it can be said that:

Theorem A.5. Foranyl € N, we have E(f(X)) < sle_%f:\E(X), where s; 1= H,Ilil sin, and
Sin is the square of the maximum singular value of Wl—',—l Besides, \ = \™) and t = t(™) with
m = argmin, tOXND where XV is the smallest non-zero eigenvalue off_;,-.

Afterward, we can state our final corollary as follows:

Corollary A.6. Let s := sup;cy, si. We have:

E(X(l)) < Sle—%lf:\E(X) = el(lns_%fs‘)E(X). (36)

So, E(X(l)) exponentially converges to 0, when lim;_, o, 6l(1n37%5\) =0, ie,Ins — %EN < 0.

B Experiments on more than Two Factor Graphs

We consider the node regression task similar to the settings described in Section {. 1] but for three
ER graphs with p](;? = p}(ﬂl{) = 0.3, and varying pg) € {0.1,0.3} to monitor the performance in
two different connectivity scenarios. Note that here we do not perturb factor graphs but, to make
the experiment more challenging, the SNR on the graph data is set to SNR=0. Table 5| provides the

results across a varying number of layers, which shows that the proposed framework’s performance is

resistant to adding layers, especially in the case of more sparse graphs, i.e., pg) = 0.1. On the other
hand, the best results were obtained inl = 1, 2, 4, which are the nearest numbers to the actual number
of layers in the true generative process which was 3. These observations are validated by comparing
the results with the GCN, in which the over-smoothing and performance degradation happen severely
faster than CITRUS.
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Table 5: Experiments on more than two factor graphs (p&) = péi) =0.3).

=1 =2 =4 =8 =16 =32

GCN, p,(;‘;) =0.1 0.185+0.132 0.241£0.096 0.3714+0.132 0.458+0.132 0.494+0.147 0.552+0.118
CITRUS, pﬁ?ﬁ =0.1 0.141£0.075 0.137+0.082 0.1504+0.091 0.198+0.106 0.215+0.124  0.276+0.120
GCN, p](;;) =0.3 0.253£0.211 0.296+0.113  0.3654+0.123  0.429+0.097 0.517+0.143  0.67+0.153
CITRUS, p,(;? =0.3 0.188+0.094 0.182£0.095 0.193+0.096 0.230£0.089 0.242+0.096 0.336+0.107

Table 6: Standard deviation of traffic forecasting comparison in Tab]e

MetrLA
H=3 H=6 H=12
MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

Method

CITRUS (Ours) 0.015 0.009 0.008 0.007 0.012 0.003 0.002 0.005 0.004

PemsBay
MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

Method

CITRUS (Ours) 0.009 0.008 0.003 0.013 0.006 0.005 0.008 0.011 0.008

C Descriptions of the Compared Methods
* ARIMA [35]]: uses Kalman filter to implement auto-regressive integrated moving average
framework, but processes data in a timestep-wise manner.

* G-VARMA [25]): generalizes the vector auto-regressive moving average (VARMA) to the
case of considering graph-based data by imposing some statistical assumptions on the model
and relying on the spatial graph.

* GP-VAR [25]]: adapts AR model by spatial graph polynomial filters, with fewer number of
learnable parameters.

e FC-LSTM [35]]: a hybrid of fully connected MLPs and LSTM cells that considers each time
step separately by assigning one LSTM cell to them.

* Graph WaveNet [38]]: a hybrid adapted convolutional and attentional network with GNN’s
for ST forecasting.

* GMAN [39]]: exploits multiple ST attention layers within an encoder-decoder framework.
e STGCN [40]: a hybrid of typical GCNs and 1D convolutional blocks for ST forecasting.

* GGRNN [41]: generalizes the typical RNNs by adapting GCN blocks instead of linear
MLPs.

* GRUGCN [26]: a TTS framework, which first processes the temporal information by a
GRU cell and then learns spatial representations by applying typical GCN blocks.

* SGP [42]: a scalable graph-based ST framework for considerably reducing the number of
learnable parameters. Note that we used the version without positional embedding blocks.

D Standard Deviation of the Results

The standard deviation of traffic forecasting in Table[T|and weather forecasting regarding the proposed
framework in Table 2]are provided in Tables[6]and
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Table 7: Standard deviation of weather forecasting comparison in Table

Molene NOAA
H=1 H=2 H=3 H=4 H=5 H=1 H=2 H=3 H=4 H=5
CITRUS (ours) 0.0174 0.0155 0.0132 0.0107 0.0086 0.0034 0.0030 0.0026 0.0024 0.0023

Method

Table 8: Intra and Inter-homophily measures on the real-world graphs of MetrLA and PemsBay
datasets.

1 S . T
Dataset  htra-graph homophily 73 Inter-graph homophily 7,

Ds dp dn Ps dp dn

MetrLA  0.2273  0.4732 0.2995 0.3325 04920 0.1755
PemsBay 0.1073 0.5912 0.3015 0.2399 0.6863 0.0738
Molene 0.0148 0.6248 0.3602 0.0152 0.5545 0.4301
NOAA 0.1249 0.5345 0.3405 0.2862 0.4351 0.2786

E Homophily-Heterophily Trade-off across the Studied Real Datasets

Regarding the homophily-heterophily trade-off, first, we should mention that measuring the
homophily-heterophily indices is way more challenging in spatiotemporal settings rather than in
single-graph scenarios [46]], since we are facing two intra-graph (i.e., the spatial dimension) and inter-
graph (i.e., the temporal domain of changing time series characteristics) aspects. In this way, in the
recent pioneer literature, they considered MetrL A, PemsBay, and temperature datasets (like Molene
and NOAA used in our paper) as complicated in terms of homophily-heterophily behaviors. We
provided the measured homophily-heterophily metrics (full details in [46]) in Table|8] As observed
in this table, due to the wide range of variability across the used datasets, we have actually evaluated
our performance on various datasets in terms of homophily-heterophily levels. For instance, Molene
acts severely heterophilic in both intra and inter-graph domains, while NOAA acts more homophilic
than Molene in the inter-graph domain.

F The Case of Inexact Cartesian Product Modeling

This scenario lies under the general umbrella of inaccurate adjacencies [30], which has been rigorously
studied in the stability analysis in Section [3.2] However, in a simplified and insightful case of facing
graph products other than Cartesian, we consider two well-known graph products, i.e., Strong and
Kronecker products [23}24]]. Consider the true graph is actually a Strong product graph A = A; ®
As+A;®I,+1; ® Ag, and one mistakenly considers it as Cartesian product A = A; @I, +1; ® As.
Then, E= A — A = A; ® A,, where |E|| = )\%Lm)\giw So, the approximation error depends on
the multiplication of the factor graph eigenspaces. Similarly, in the case of Kronecker product graphs
A = A, ® Ao, it obtains IE| < )\grllgm + AS%ZW + /\5,112130 )\fﬁzm So, in this case, the summation of the
factor eigenspaces matters too. Briefly, the approximation error bound depends on the factor graph
spectrums.

G Choosing Appropriate &

We can choose an appropriate k using two methodologies: supervised and unsupervised. For the
supervised option, we can use cross-validation, as we did in our results. For the unsupervised method,
we can analyze the Laplacian matrices for a low-rank approximation task. For example, in Figure E}
we plot the explained variances of the principal components of the spatial Laplacian (i.e., [|[vAv T||%.
for v and X being the eigenvectors and eigenvalues) on the MetrLA dataset. We observe a strong
concentration of variance in a few eigenvalues. We also observe that we can capture almost 80% of
the explained variance by only relying on 50 components.
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Figure 4: Explained variance ratio vs. selected principal components.

Table 9: Details of the training settings and hyperparameters, i.e., T' (auto-regressive order), emb
(dimension of embedding size in the spatiotemporal encoder), hid (dimension of linear mapping
size in the spatiotemporal encoder), Fyp (dimension of linear mapping size in the MLP layers),
nerrrus (number of CITRUS blocks), F' (second dimension of W in @), k; (number of selected
eigenvalue-eigenvector pairs in the 4-th factor graph), Ir (learning rate), npacch (batch size), and Mepochs
(number of epochs).

Dataset T emb hid F MLP  MNCITRUS F k 1 /CQ Ir Thatch  Tlepochs
MetrLA 6 16 32 64 3 64 205 4 0.01 2048 300
PemsBay 6 16 32 64 3 64 323 4 0.01 2048 300
Molene 10 16 16 16 3 16 30 8 0.001 64 1500
NOAA 10 4 4 4 3 4 107 8 0.01 256 400

H The Effect of the Graph Receptive Fields on Controlling Over-smoothing

From a theoretical point of view, based on eq. (@), one intuitive way to alleviate or at least slow
down the over-smoothing phenomena is to keep Ins — 2\ positive, which tends to ¢ < % In s.
This clarifies why one should not increase the node-neighborhood especially in the case of facing
a connected graph or increasing the number of layers. This finding is also compatible with the
pioneering research about the over-smoothing concept, e.g., [14]]. From an experimental point of view,
and if we consider the graph receptive field ¢ as a hyperparameter, we have designed an experiment to
validate the claimed statement. Here, we vary ¢ € {0.1, 1,5, 10,20} and monitor the over-smoothing
process in Figure In this figure, b = % In s, and as it is observed, for values of ¢ higher than b the
over-smoothing phenomena with increasing the number of layers is happening way faster than the
other ones, which validates the theoretical discussion, too. Apart from this, the weight normalization
technique [[14,15] has also been mentioned as a helpful action but it hinders the theoretical foundations
of CITRUS. Note that, in practice, only escaping from the over-smoothing is not enough to have
good performance. Therefore, for ¢ < b, one might need to perform other kinds of analyses, e.g.,
over-squashing analysis.

I Hyperparameter Details

The detailed hyperparameters (optimized by cross-validation on the validation data) and/or training
settings of CITRUS , i.e., T (auto-regressive order), emb (dimension of embedding size in the
spatiotemporal encoder), hid (dimension of linear mapping size in the spatiotemporal encoder),
Fyp (dimension of linear mapping size in the MLP layers), ncitrus (number of CITRUS blocks), F
(second dimension of W in (@), k; (number of selected eigenvalue-eigenvector pairs in the i-th factor
graph), I (learning rate), npach (batch size), and Nepochs (number of epochs), are provided in Table
Full details can be found in the implementation codes in https://github.com/ArefEinizade2/CITRUS|
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Figure 5: Log relative distance vs. increasing the number of layers for different values of ¢ in actual
bounds.

J Experiments Compute Resources

All the experiments were run on one GTX A100 GPU device with 40 GB of RAM.

K Broader Impacts

The demonstrated superior performance of CITRUS in spatiotemporal forecasting tasks, such as traffic
and weather prediction, can significantly benefit urban planning and public safety. Accurate traffic
predictions can lead to better traffic management and reduced congestion, while improved weather
forecasting can lead to serious urban inconvenience. This research can contribute to sustainable
development goals by improving forecasting capabilities and decision-making processes, including
sustainable cities and communities, climate action, and industry innovation and infrastructure.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We have tried to include all the paper’s contributions and scope in the abstract
and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have discussed it at the end of the Conclusion and Limitations section as a
separate paragraph for planning future work.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: The Appendix provides all the needed proofs.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Section 4 and the Appendix contain any needed detail for reproducing the
results of the proposed approach.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have uploaded the reproducible codes alongside our paper and a Readme
file to guide the main results’ reproductions. Besides, all of the real datasets we used are
open-access benchmark.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Section 4 and the Appendix mentioned all the needed details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Our results are averaged over multiple random realizations and we have
reported the standard deviations at the end of the Appendix (Section D).

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have reported the used compute resources in the Appendix, Section E.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We confirm that our paper, in every respect, meets the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed about Broader Impacts of our work in the Appendix, i.e.,
Section F.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All the needed references and credits have been explicitly mentioned in our
paper. Since the used datasets are open-access, no permission was needed.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The only new assets of our work are the implementation codes with detailed
Readme files.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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