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Abstract

Diffusion models have demonstrated empirical successes in various applications
and can be adapted to task-specific needs via guidance. This paper studies a form
of gradient guidance for adapting a pre-trained diffusion model towards optimizing
user-specified objectives. We establish a mathematical framework for guided
diffusion to systematically study its optimization theory and algorithmic design.
Our theoretical analysis spots a strong link between guided diffusion models and
optimization: gradient-guided diffusion models are essentially sampling solutions
to a regularized optimization problem, where the regularization is imposed by the
pre-training data. As for guidance design, directly bringing in the gradient of an
external objective function as guidance would jeopardize the structure in generated
samples. We investigate a modified form of gradient guidance based on a forward
prediction loss, which leverages the information in pre-trained score functions
and provably preserves the latent structure. We further consider an iteratively
fine-tuned version of gradient-guided diffusion where guidance and score network
are both updated with newly generated samples. This process mimics a first-order
optimization iteration in expectation, for which we proved Õ(1/K) convergence
rate to the global optimum when the objective function is concave. Our code is
released at https://github.com/yukang123/GGDMOptim.git.

1 Introduction
Diffusion models have emerged as a significant advancement in the field of generative artificial
intelligence, offering state-of-the-art performance in image generation [58, 56, 22]. These models
operate by gradually transforming a random noise into a structured output, utilizing the score function
learned from data. One of the key advantages of diffusion models is their flexibility which allows
controlled sample generation for task-specific interest, excelling diffusion models in a wide range of
applications, such as content creation, sequential decision making, protein engineering [38, 1, 29, 11].

Controlling the generation of large generative models stands at the forefront of AI. Guidance and
fine-tuning are two most prevalent approaches for controlling the generation of diffusion models.
Unlike fine-tuning which changes the weights of pre-trained models, guidance mechanism enables a
more directed and flexible control. Adding gradient-based guidance during inference was pioneered
by classifier guidance [60, 22], which involves training a time-dependent classifier. Diffusion
Posterior Sampling (DPS) [16] introduced a fully training-free form of gradient-based guidance,
which removes the dependence on time. This method has since been explored in numerous empirical
studies [17, 37, 43, 65, 57, 70, 4, 35]. However, despite these empirical successes, significant gaps
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remain in the theoretical understanding and guarantees of gradient-based guidance in diffusion
models.

Problem and Challenges Suppose we have a pre-trained diffusion model that can generate new
samples faithfully, maintaining the latent structure of data. We study the problem of adapting this
diffusion model to generate new samples that optimize task-specific objectives, while maintaining
the learned structure in new samples. This problem has a strong connection to classic optimization,
guided diffusion offers new possibilities to optimize complex design variables such as images, videos,
proteins, and genomes [7, 66, 42] in a generative fashion. More comprehensive exposure to this
middle ground can be found in recent surveys [69, 12, 30].

Given the optimization nature of this problem, it’s critical to answer the following theoretical
questions from an optimization perspective: (i) Why doesn’t simply applying the gradient of the
objective function w.r.t. the noised sample work? (ii) How to add a guidance signal to improve the
target objective without compromising the sample quality? (iii) Can one guarantee the optimization
properties of new samples generated by guided diffusion? (iv) What are the limits of adaptability in
these guided models?
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Figure 1: Gradient-guided diffusion model for generative optimization, with or without adaptive fine-
tuning. A pre-trained diffusion model is guided with an additional gradient signal from an external objectives
function towards generating near-optimal solutions.

Scope and Contribution. In this paper, we investigate guided diffusion from an optimization
perspective. To answer the four questions above, we propose an algorithmic framework, see Figure 1
for an illustration. Our main contributions are summarized as follows:
• Study structure-preserving guidance. We study the design of guidance under structural data
distribution belonging to a latent low-dimensional subspace (Assumption 1). We diagnose the failure
of naive gradient guidance and study the theoretical aspects of guidance based on forward prediction
loss (Definition 1), which provably preserves any low-dimensional subspace structure (Theorem 1).
• Establish a mathematical framework of guided diffusion. We build a mathematical framework
for guided diffusion, which facilitates algorithm analysis and theory establishment. We propose and
analyze an iterative guided diffusion using gradient queries on new samples (Algorithm 1; Figure
1 with fine-tuning block off). We give the first convergence theory showing generated samples
converge to a regularized optimal solution w.r.t the objective (Theorem 4) with linear score class (12).
The regularization is imposed by the pre-trained diffusion model, revealing a fundamental limit of
adapting pre-trained diffusion models with guidance.
• Provide rate-matching optimization theory. Furthermore, we propose an adaptive gradient-
guided diffusion, where both pre-trained score network and guidance are iteratively updated using
self-generated samples (Algorithm 2; Figure 1 with the fine-tuning block turned on). We show in
expectation its iteration converges to a global optima within the latent subspace, at a rate of Õ(1/K)
(Theorems 3, K is # of iterations), matching the classical convergence in convex optimization.
• Provide experimental justification. Simulation and image experiments are provided in Section 7
to support theoretical findings on latent structure-preserving and optimization convergence.

2 Related Works
To summarize the related work, we first give an overview of empirical studies relevant to our objective.
We then discuss the theory of diffusion models, to which our main contribution is focused. Other
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related topics, such as direct latent optimization in diffusion models and a detailed review of sampling
and statistical theory of diffusion models, are deferred to Appendix A.

Classifier Guidance and Training-free Guidance. [22] introduced classifier-based guidance,
steering pre-trained diffusion models towards a particular class during inference. This method
offers flexibility by avoiding task-specific fine-tuning, but still requires training a time-dependent
classifier. Training-free guidance methods [16, 57, 70, 4, 32, 50, 28] eliminate the need for a time-
dependent classifier, using only off-the-shelf loss guidance during inference. [16, 57, 32, 28] is a
line of works solving inverse problems on image and [70, 50] aims for guided/conditional image
generation. Though not originally developed for solving optimization problems, [16, 70] both propose
a similar guidance to ours: taking gradient on the predicted clean data x0 with respect to corrupted xt.
Differently, our paper presents the first rigorous theoretical analysis of this gradient-based guidance
approach. Furthermore, we propose an algorithm that iteratively applies the guidance as a module to
the local linearization of the optimization objective, demonstrating provable convergence guarantees.

Fine-tuning of Diffusion Models. Several methods for fine-tuning diffusion models to optimize
downstream reward functions include RL-based fine-tuning [7, 26] and direct backpropagation to
rewards [18, 52, 68, 63]. However, these approaches often suffer from high computational costs
and catastrophic forgetting in pre-trained models. Our guidance method is training-free and applied
during the inference phase, eliminating the need to fine-tune diffusion models.

Theory of Diffusion Models. Current theory works primarily focus on unconditional diffusion
models. Several studies demonstrate that the distributions generated by diffusion models closely
approximate the true data distribution, provided the score function is accurately estimated [20, 2, 8,
39, 13, 40, 15, 14, 6]. For conditional diffusion models, [71, 27] establish sample complexity bounds
for learning generic conditional distributions. Our novel analysis establishes a connection between
the sampling process in gradient-based guided diffusion and a proximal gradient step, providing
convergence guarantees.

3 Preliminaries: Diffusion Models and Guidance
Score-based diffusion models capture the distribution of pre-training data by learning a sequence of
transformations to generate new samples from noise [60]. A diffusion model comprises a forward
and a backward process, for which we give a review as follows.

Forward Process. The forward process progressively adds noise to data, and then the sample
trajectories are used to train the score function. The forward process initializes with X0 ∈ RD, a
random variable drawn from the pre-training data D. It introduces noise via an Ornstein-Uhlenbeck
process, i.e.,

dXt = −1

2
q(t)Xt dt+

√
q(t) dWt for q(t) > 0, (1)

where (Wt)t≥0 is Wiener process, and q(t) is non-decreasing. Xt represents the noise-corrupted data
distribution at time t. The conditional distribution Xt|X0 = x0 is Gaussian, i.e., N (α(t)x0, h(t)ID)

with α(t) = exp(−
∫ t

0
1
2q(s)ds) and h(t) = 1−α2(t). In practice, the forward process will terminate

at a large time T so that the marginal distribution of XT is close to N (0, ID).

Backward Process. If reversing the time of the forward process, we can reconstruct the original
distribution of the data from pure noise. With (W t)t≥0 being another independent Wiener process,
the backward SDE below [3] reverses the time in the forward SDE (1),

dX←t =


1
2
X←t +∇ log pT−t(X

←
t )︸ ︷︷ ︸

score


dt+ dW t. (2)

Here pt(·) denotes the marginal density of Xt in the forward process. In the forward SDE (2), the
score function ∇ log pt(·) plays a crucial role, but it has to be estimated from data.

Score Matching. To learn the unknown score function ∇ log pt(·), we train a score network sθ(x, t)
using samples from forward process. Let D denote the data for training. Then the score network is
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learned by minimizing the following loss:

mins∈S

∫ T

0

Ex0∈DExt|x0

[
∥∇xt log ϕt(xt|x0)− s(xt, t)∥2

]
dt, (3)

where S is a given function class, ED denotes the empirical expectation over training data D and
Ext|x0

denotes condition expectation over the forward process, ϕt(xt|x0) is the Gaussian transition
kernel, i.e., (2πh(t))−D/2 exp(−∥xt − α(t)x0∥2/ (2h(t))).

Generation and Guided Generation. Given a pre-trained score function sθ, one generates samples
by the backward process (2) with the true score replaced by sθ. Further, one can add additional
guidance to steer its output distribution towards specific properties, as formulated in Module 1.

Module 1 Guided_BackwardSample(sθ, G)
1: Input: Score sθ , guidance G default to be zero for unguided generation.
2: Hyper-parameter: T .
3: Initialized at X←t ∼ N (0, I), simulate the following SDE till time T :

dX←t =

[
1

2
X←t + sθ (X

←
t , T − t) + G (X←t , T − t)

]
dt+ dW t.

4: Output: Sample X←T .

A common goal of guided generation (Module 1) is to generate X with a desired property Y = y
from the distribution P (X|Y = y). To this end, it essentially needs to learn the conditional score
function ∇xt

log pt(xt | y). The Bayes rule gives
∇xt log pt(xt | y) = ∇ log pt(xt)︸ ︷︷ ︸

est. by sθ(xt,t)

+∇xt log pt(y | xt)︸ ︷︷ ︸
to be est. by guidance

. (4)

When a pre-trained score network sθ(xt, t) ≈ ∇ log pt(xt), what remains is to estimate ∇xt
log pt(y |

xt) and add it as the guidance term G to the backward process in Module 1.

Classifier and Classifier-Free Guidance. Classifier guidance [60, 22] samples from P (X|Y = y)
when Y is a discrete label. This method estimates ∇xt log pt(y | xt) by training auxiliary classifiers,
denoted as p̂(y | xt, t), and then computing the gradient of the classifier logits as the guidance, i.e.,
G(xt, t) = ∇xt

log p̂(y | xt, t). Alternatively, classifier-free guidance [33] jointly trains a conditional
and an unconditional diffusion model, combining their score estimates to generate samples.

Notations. For a random variable X , Px represents its distribution, and p(x) denotes its density. For
X , Y jointly distributed, P (X | Y = y) denotes the conditional distribution, and p(x | y) its density.
The conditional expectation is denoted as E[x | y]. Let D be the pre-training data, and let ED be
the empirical expectation over D. The empirical mean and covariance matrix are µ̄ := Ex∈D[x] and
Σ̄ := Ex∈D[(x− µ̄)(x− µ̄)⊤]. For a matrix A, Span(A) denotes the subspace spanned by its column
vectors, and for a square matrix A, A−1 denotes its inverse or Moore–Penrose inverse. For any
differentiable function f : Rn → Rm, ∇f ∈ Rm×n denotes Jacobian matrix, i.e., (∇f)ij =

∂fi(x)
∂xj

.

4 A Primer on Gradient Guidance
Let us start with stating the problem we want to study: suppose given a pre-trained diffusion
model where the score network sθ(xt, t) provides a good approximation to the true score function
∇ log p(xt), the goal is to generate novel samples with desired properties that can be measured by a
user-specified differentiable function f . We will refer to f as a reward or objective function later on.
To achieve this goal, from Section 3, we know that guided generation with diffusion model is a good
candidate, which deploys the following guided backward process (Module 1):

dX←t =

[
1

2
X←t + sθ(X

←
t , T − t)+G(X←t , t)

]
dt+ dW t.

Here the guidance term G is what we focus on and wish to design. Specifically, we want to construct
this guidance term G based on the gradient ∇f of a general objective f . This is motivated by the
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gradient methodology in optimization, a natural, intuitive way for adding guidance is to steer the
generated samples towards the steepest ascent direction of f [16, 4, 18].

4.1 Structural Data Distribution with Subspace
When incorporating property optimization in the generation process, it’s crucial to consider intrinsic
low-dimensional structures of real-world data, such as local regularities, global symmetries, and
repetitive patterns [62, 55, 51]. Blindly improving f at the cost of losing these structures degrades
sample quality dramatically. This quality degradation, also known as “reward over-optimization”, is
a common challenge for adapting diffusion models towards an external reward [71, 63].

To study the design of guidance that mitigates the risk of over-optimization, we focus on data that
admits a low-dimensional latent subspace, formulated in the following assumption.
Assumption 1 (Subspace Data). Data X ∈ RD can be represented as X = AU , where A ∈ RD×d

is an unknown matrix with orthonormal columns, and the latent variable U ∈ Rd follows some
distribution Pu with a density pu. Here d ≪ D. The empirical covariance of U is assumed full rank.

In the rest of this section, we investigate the principles for designing a guidance based on the gradient
of f that ensures (i) improving the value of f , and at the same time, (ii) being adhere to the subspace
structure, i.e. generated samples being close to the subspace spanned by A.

4.2 Naive Gradient Does’t Work as Guidance
A tempting simple choice of the guidance G is by taking the steepest ascent direction ∇f , which we
refer to as naive gradient guidance i.e.,

G(X←t , t) ∝ ∇f(X←t ). (5)

However, the naive gradient guidance (5) would jeopardize the latent structure of data, which is
demonstrated by the following proposition:
Proposition 1 (Failure of Naive Guidance). For naive guidance G(X←t , t) = b(t)∇f(X←t ), suppose
b(t) > b0 > 0 for t > t0. For data in subspace under Assumption 1 and reward f(x) = g⊤x,
g⊥Span(A) with h(t) = 1− exp(−

√
t), then the off-subspace component of the generated sample

is consistently large:
E[X←T,⊥] = Cg, C > exp (−5/2)b0.

The intuition provided by Proposition 1 is, while the pre-trained score network effectively steers the
distribution toward the latent subspace [10], the gradient vector ∇f may point outside the subspace,
causing the generated output to deviate from it (Figure 2). This is why naive gradient guidance fails.
[63] also observed this, explaining that ∇f is not computed for t = T i.e., it is not aligned with the
clean data space.

<latexit sha1_base64="bcQ/eNp79YODvDvdj6LzPoTKPj0=">AAAB/HicbVBLSgNBFHwTfzH+oi7dNAbBVZgRiS6DblwmYD6QDKGnp5M06fnQ/UYIQ7yAW72BO3HrXbyA57AnmYVJLGgoqt7jVZcXS6HRtr+twsbm1vZOcbe0t39weFQ+PmnrKFGMt1gkI9X1qOZShLyFAiXvxorTwJO8403uM7/zxJUWUfiI05i7AR2FYigYRSM1cVCu2FV7DrJOnJxUIEdjUP7p+xFLAh4ik1TrnmPH6KZUoWCSz0r9RPOYsgkd8Z6hIQ24dtN50Bm5MIpPhpEyL0QyV/9upDTQehp4ZjKgONarXib+5/USHN66qQjjBHnIFoeGiSQYkezXxBeKM5RTQyhTwmQlbEwVZWi6Wbri6yzarGSKcVZrWCftq6pTq9aa15X6XV5REc7gHC7BgRuowwM0oAUMOLzAK7xZz9a79WF9LkYLVr5zCkuwvn4BBQqVgA==</latexit>
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Figure 2: Directly adding the gradient of the objective function to the backward process sabotages the
subspace structure. Left: Directly adding gradients that point out of the data subspace causes samples to leave
the subspace. Right: Numerical experiments show that naive gradients lead to substantially larger off-subspace
error compared to our gradient guidance Gloss(Definition 1); see Section 7 for experiment details.

4.3 Motivating Latent Subspace Preserving Guidance from Conditional Score Function
Failure of the naive gradient in maintaining data structure motivates us to seek alternatives. To get
some inspiration, we start with the most elementary Gaussian probabilistic model and linear f . Later
we will drop this assumption and consider general data distributions and general f .
Assumption 2 (Gaussian Linear model). Let data follow a Gaussian distribution, i.e., X ∼ N (µ,Σ),
and let f(x) = g⊤x be a linear function for some g ∈ RD. Let Y = f(X) + ϵ with independent,
identically distributed noise ϵ ∼ N (0, σ2) for some σ > 0.
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By the Bayes’ rule, the conditional score ∇xt log pt(xt | y) takes the form of a sum given by
∇xt

log pt(xt | y) = ∇ log pt(xt)︸ ︷︷ ︸
est. by sθ(xt,t)

+∇xt
log pt(y | xt)︸ ︷︷ ︸

to be est. by guidance

. (recall (4))

Under the Gaussian assumption, we derive the following closed-form formula of the guidance term
log pt(y | xt) that we want to estimate. The proof is provided in Appendix D.4.

Lemma 1 (Conditional Score gives a Gradient-like Guidance). Under Assumption 2, we have

∇xt log pt(y | xt) = −
(
2σ2

y(xt)
)−1 · ∇xt

(
y − g⊤E[x0 | xt]

)2
, (6)

where E[x0|xt] denotes the conditional expectation of x0 given xt in the forward process (1), and
σ2
y(xt) is the variance of the conditional distribution Y | Xt = xt.

The form of conditional score shown in Lemma 1 motivates our proposed gradient guidance:

Definition 1 (Gradient Guidance of Look-Ahead Loss). Given a gradient vector g, define the gradient
guidance of look-ahead loss as

Gloss(xt, t) := −β(t) · ∇xt

(
y − g⊤E[x0|xt]

)2
, (7)

where β(t) > 0, y ∈ R are tuning parameters, and E[x0|xt] is the conditional expectation of x0

given xt in the forward process (1), i.e., dXt = − 1
2q(t)Xt dt+

√
q(t) dWt.

The formula in (7) generalizes the intuition of a conditional score for any data distribution and
objective function. It scales with the residual term y − g⊤E[x0 | xt], tuning the strength of guidance.
Here, E[x0 | xt] represents the expected clean data x0 given xt in the forward process, which
coincides with the expected sample in the backward view. This residual measures the look-ahead
gap between the expected reward of generated samples and the target value. The look-ahead loss
(y − g⊤E[x0|xt])

2 resembles the proximal term commonly used in first-order proximal optimization
methods.

Remark. The gradient guidance (7) aligns with the groundtruth conditional score in (6) under the
assumptions of Gaussian data and linear reward (Assumption 2). This theoretical motivation, rooted
in a fundamental framework, distinguishes our work from the empirical practice, such as DPS [16]
and universal guidance [4].

A key advantage of Gloss is that it enables preserving the subspace structure, for any data distribution
under Assumption 1. This is formalized in the following theorem, the full proof in Appendix D.5.

Theorem 1 (Faithfulness of Gloss to the Low-Dimensional Subspace of Data). Under Assumption 1,
it holds for any data distribution and g ∈ RD that

Gloss(xt, t) ∈ Span(A). (8)

Proof Sketch. We have
∇xt

(
y − g⊤E[x0 | xt]

)2 ∝ ∇xtE[x0 | xt]
⊤g.

We will show that the Jacobian ∇xtE[x0|xt] maps any vector g ∈ RD to Span(A). To see this,
we utilize the score decomposition result in Appendix D.1 and plug it into the equality E[x0|xt] =
α−1(t) (xt + h(t)∇ log pt(xt)) (Tweedie’s formula [24]), we have

E[x0 | xt] = α−1(t)
(
xt + h(t)

[
Am(A⊤xt)− h−1(t)xt

])
= h(t)/α(t) ·Am(A⊤xt), (9)

here m(u) = ∇ log pLDt (u)+h−1(t)u, pLDt (u) latent density (Appendix D.1). We see ∇xtE[x0|xt]
⊤

maps any vector to Span(A) because m(·) takes A⊤xt as input in the expression of E[x0|xt]. ■

We highlight that the faithfulness of Gloss holds for arbitrary data distribution supported on the
latent subspace. It takes advantage of the score function’s decomposition (19), having the effect of
automatically adapting g onto the latent low-dimensional subspace of data.

Remark. We provide a rigorous guarantee for manifold preservation of gradient guidance, a
property previously discussed by [16, 17, 32]. However, while [16, 17] claim manifold preservation,
they do not present a formal mathematical proof. [32] relies heavily on pre-trained autoencoders for
manifold projections, which are often unavailable in practical scenarios.
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4.4 Estimation and Implementation of Gloss
In this section, we discuss the estimation and computation of Gloss based on a pre-trained score
function sθ in practice. Gloss involves the unknown quantity E[x0|xt]. One can construct estimate
E[x0|xt] by considering the Tweedie’s formula [24]: ∇ log pt(xt) = −h−1(t)E

[
xt − α(t)x0

∣∣xt

]
,

which gives rise to
Ê[x0|xt] := α−1(t) (xt + h(t)sθ(xt, t)) , (10)

and we refer to it as the look-ahead estimator. The estimator (10) is widely adopted in practice
[56, 4]. Here α(t) and h(t) are the noise scheduling used in the forward process (1).

Thus, we have obtained an implementable version of the gradient guidance Gloss, given by

Gloss(xt, t) = −β(t) · ∇xt

[
y − g⊤

(
α−1(t) (xt + h(t)sθ(xt, t))

)]2
, (11)

……
Square Loss
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(y � g>Ê[x0|xt])
2

Figure 3: Computing Gloss.

With a slight abuse of notation, we use Gloss to refer to this im-
plementable formula (11) in the remainder of this paper. Here,
y is a target reward value from conditional score analysis under
a Gaussian model and is treated as a tuning parameter in prac-
tice. The gradient guidance (11) is lightweight to implement.
Given a pre-trained score function sθ in the form of a neural
network, computing (11) involves calculating the squared loss(
y − g⊤Ê[x0|xt]

)2
via a forward pass of sθ and a backward pass

using the auto-gradient feature of deep-leaning frameworks such
as PyTorch and TensorFlow. See Figure 3 for illustration.

5 Gradient-Guided Diffusion Model as Regularized Optimizer
In this section, we study if gradient guidance steers pre-trained diffusion models to generate near-
optimal samples. Our results show that: 1) Iterative gradient guidance improves the objective values;
2) The pre-trained diffusion model acts as a regularizer from an optimization perspective.

5.1 Gradient-Guided Generation with A Pre-trained Score
Assuming access to a pre-trained score network sθ and the gradient of the objective function f , we
present Algorithm 1 to adapt the diffusion model and iteratively update the gradient guidance (11).
See Figure 1 for illustration.

Alg. 1 takes any pre-trained score function sθ as input. Each iteration evaluates ∇f(·) at samples
from the previous iteration (Line 5(i)), computes the gradient guidance Gloss with the new gradient
(Line 5(ii)), and generates new samples using the updated guidance (Module 1). The algorithm
outputs an adapted diffusion model specified by (sθ, GK).

Algorithm 1 Gradient-Guided Diffusion for Generative Optimization
1: Input: Pre-trained score network sθ(·, ·), differentiable objective function f .
2: Tuning Parameter: Strength parameters β(t), {yk}K−1

k=0 , number of iterations K, batch sizes {Bk}.
3: Initialization: G0 = NULL.
4: for k = 0, . . . ,K − 1 do
5: Generate: Sample zk,i ∼ Guided_BackwardSample(sθ, Gk) using Module 1, for i ∈ [Bk].
6: Compute Guidance:

(i) Compute the sample mean z̄k := (1/Bk)
∑Bk

i=1 zk,i.
(ii) Query gradient gk = ∇f(z̄k).
(iii) Update gradient guidance Gk+1(·, ·) = Gloss(·, ·) via (7), using sθ , gradient vector gk, and parameters
yk and β(t).

7: end for
8: Output: (sθ, GK ).

5.2 Gradient-Guided Diffusion Converges to Regularized Optima in Latent Space
We analyze the convergence of Alg. 1 and show that in final iterations, generated samples center
around a regularized solution of the optimization objective f within the subspace Span(A). Our
theorems allow the pre-training data to have arbitrary distribution.

Assumption 3 (Concave smooth objective). The objective f : RD → R is concave and L-smooth
w.r.t. the (semi-)norm ∥·∥Σ̄−1 , i.e., ∥∇f(x1)−∇f(x2)∥Σ̄ ≤ L ∥x1 − x2∥Σ̄−1 for any x1, x2.
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While Alg. 1 works with any pre-trained score network, we study its optimization properties focusing
on the class of linear score functions given by

S =
{
s(x, t) = Ctx+ bt : Ct ∈ RD×D, bt ∈ RD

}
. (12)

Remark on the linear parametrization of score network (12): Analyzing the output distribution
of guided diffusion is challenging because the additional guidance term destroys the dynamics
of reverse SDE. A linear score is a natural and reasonable choice for characterizing the output
distribution, as it was also adopted by [44].

With a linear score function (12), pre-training a diffusion model is equivalent to using a Gaussian
model to estimate and sample from the estimated distribution. Thus, the guidance Gloss is also linear
in xt, and the final output follows a Gaussian distribution; see (25) in Appendix E. We focus on the
mean, µK , of the generated distribution from the backward sampling of (sθ, GK) (as T → ∞), and
establish its optimization guarantee.
Theorem 2 (Convergence to Regularized Maxima in Latent Subspace in Mean). Let Assumptions 1
and 3 hold. Suppose we use the score function class (12) for pre-training and computing guidance.
Then Alg.1 gives an adapted diffusion model that generates new samples that belong to Span(A).
Further, for any λ > L, there exists β(t), {yk} and batch size Bk, such that with high probability
1− δ, the mean of the output distribution µK converges to be near x∗A,λ, and it holds

f
(
x∗A,λ

)
− f(µK) = λ

(
L

λ

)K

O
(
d log

(
K

δ

))
,

where x∗A,λ is an optimal solution of the regularized objective:

x∗A,λ = argmax
x∈Span(A)

{
f(x)− λ

2
∥x− µ̄∥2Σ̄−1

}
. (13)

where µ̄, Σ̄ are empirical mean and covariance of pre-training data D.

Remarks. (1) The regularization term
λ

2
∥x− µ̄∥2Σ̄−1 (23) centers the data’s mean µ̄ and is stronger

in directions where the original data has low variance. Thus, the pre-trained score acts as a "prior" in
the guided generation, favoring samples near the pre-training data, even with guidance.
(2) The regularization term cannot be arbitrarily small, as our theorem requires λ ≥ L. Thus,
only adding gradient guidance cannot achieve the global maxima. If the goal is global optima, the
pre-trained score must be updated and refined with new data, as explored in Section 6.
(3) The convergence rate is linear in the latent dimension d, rather than data dimension D. Since
Gloss is faithful to the latent subspace (Theorem 2), the generated samples and optimization iterates
of Alg. 1 remain within Span(A). This leverage of the latent structure results in faster convergence.

6 Gradient-Guided Diffusion with Adaptive Fine-Tuning for Global
Optimization

In the previous section, we have seen that adding guidance to a pre-trained diffusion model can’t
improve the objective function unlimitedly due to the pre-trained score function acting as a regularizer.
We consider adaptively fine-tuning pre-trained diffusion models to attain global optima. Empirically,
fine-tuning diffusion models using self-generated samples has been explored by [7, 18].

6.1 Adaptive Fine-Tuning Algorithm with Gradient Guidance
We propose an adaptive version of the gradient-guided diffusion, where both the guidance and the
score are iteratively updated using self-generated samples. The full algorithm is given in Algorithm 2.

We introduce a weighting scheme to fine-tune the score network using a mixture of pre-training data
and newly generated samples. In Round k, let D1, . . . ,Dk be sample batches generated from the
previous rounds. Let {wk,i}ki=0 be a set of weights. Conceptually, at Round k, we update the model
by minimizing the weighted score matching loss:

min
s∈S

∫ T

0

k∑

i=0

wk,iEx0∈DiExt|x0

[
∥∇xt log ϕt(xt|x0)− s(xt, t)∥22

]
dt, (14)

where D0 := D is the pre-training data. For illustration, please see also Figure 1, and the practical
implementation of Alg. 2 is in Appendix F.
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Algorithm 2 Gradient-Guided Diffusion with Adaptive Fine-tuning
1: Input: Pre-trained score sθ(·, ·), differentiable objective function f .
2: Tuning Parameter: strength parameter β(t), {yk}K−1

k=0 , weights {{wk,i}ki=0}K−1
k=0 , number of iterations

K, batch sizes {Bk}.
3: Initialize: sθ0 = sθ , G0 = NULL.
4: for k = 0, · · · ,K − 1 do
5: Generate: Sample a batch Dk = {zk,i}Bk

i=1 from Guided_BackwardSample(sθk , Gk) (Module 1).
6: Compute Guidance:

(i) Compute sample mean z̄k = (1/Bk)
∑Bk

i=1 zk,i, and query gradient gk = ∇f(z̄k).
(ii) Update sθk to sθk+1 by minimizing the re-weighted objective (14).
(iii) Compute Gk+1(·, ·) = Gloss(·, ·) in (7), using sθk+1 and gk, with parameter yk, β(t).

7: end for
8: Output: (sθK , GK).

6.2 Guided Generation Finds Unregularized Global Optima
Finally, we analyze the optimization properties for gradient-guided diffusion model with iterative
finetuning. We establish that the process of Algorithm 2 yields a final output distribution whose mean,
denoted by µK , converges to the global optimum of f .

For simplicity of analysis, we study the following function class

S ′ =
{
s(x, t) = Ĉtx+ bt : bt ∈ RD

}
, (15)

where Ĉt is set to stay the same in pre-trained scores, with only bt updated during iterative fine-tuning.

Theorem 3 (Convergence to Unregularized Maxima in Latent Subspace in Mean). Let Assumptions
1 and 3 hold, and assume there exists M > 0 such that

∥∥∥x∗A,λ

∥∥∥ < M for all λ ≥ 0. Suppose we use
the score function class (12) for pre-training sθ and the class (15) for finetuning it. Then Algorithm 2
gives an adapted diffusion model that generates new samples belonging to Span(A). Further, there
exists {β(t)}, {yk} , {Bk} and {wk,i}, such that with probability 1− δ,

f∗A − f(µK) = O
(
dL2 logK

K
· log

(
K

δ

))
, (16)

where f∗A = max{f(x)|x ∈ Span(A)}.

Theorem 3 illustrates that fine-tuning a diffusion model with self-generated data can reach global
optima while preserving the latent subspace structure. The convergence rate matches standard convex
optimization in terms of gradient evaluations, K. Compared to standard gradient solvers, guided
diffusion models leverage pre-training data to solve optimization problems in a low-dimensional
space, preserving desired structures and enabling more efficient exploration and faster convergence.

7 Experiments
7.1 Simulation
We conduct numerical simulations of Algorithms 1 and 2, following the subspace setup described in
Assumption 1. Specifically, we set d = 16, D = 64, The latent variable u is drawn from N (0, Id)
and used to construct x = Au, where A is a randomly generated orthonormal matrix. We define
the objective function f(x) = 10− (θ⊤x− 3)2. To approximate the score function, we employ a
version of the U-Net [54] with 14.8M trainable parameters. More details including how to set up θ
are provided in Appendix F.1.

Figure 4: Comparison between two types of
gradient guidance G and Gloss (left: Alg. 1; right:
Alg. 2). The off/on support ratio of the generated
samples is defined as roff = ∥x⊥∥

∥x∥∥
.

Preserving Subspace Structure. We first demon-
strate that Gloss preserves the subspace struc-
ture learned from the pre-trained model. For
comparison, we also tested the naive guidance
G(xt, t) := β(t)

(
y − g⊤E[x0|xt]

)
g (more details

in Appendix F.1.). Figure 4 (left) shows that Gloss
performs much better than the naive gradient G in
preserving the linear subspace. Figure 4 (right)
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demonstrates that off-support errors increase with adaptive score fine-tuning (Alg. 2) due to distribu-
tion shift, with G resulting in more severe errors than Gloss.

Convergence Results. Figure 5 (a) and (b) show that Alg. 1 converges to a sub-optimal objective
value, leaving a gap to the maximal value. This aligns with our theory that the pre-trained model acts
as a regularizer in addition to the objective function. Figure 5 (c) shows that Alg 2 converges to the
maximal value of the objective function. As illustrated by Figure 5 (d), samples from Alg. 1 mostly
stay close to the pre-training data distribution (dotted contour area), whereas samples from Alg. 2
move outside the contour as the diffusion model is fine-tuned with self-generated data.

(a) Alg. 1: θ = Aβ∗ (b) Alg. 1: ∥θ⊥∥∥θ∥∥
= 9 (c) Convergence of Alg. 2 (d) Visualizing sample gener-

attion
Figure 5: Convergence of Algorithms 1 and 2. (a) and (b) are under different θ for the objective function. (d)
visualizes the distribution of the generated samples of Alg. 2 (red) and Alg. 1 (blue) across the iterations.

7.2 Image Generation
We validate our theory in the image domain for Algorithm 1. We employ the StableDiffusion v1.5
model [53] as the pre-trained model. For the reward model, we follow the approach outlined by [71]
to construct a synthetic model. This model is based on a ResNet-18 [31] architecture pre-trained on
ImageNet [21], with the final prediction layer replaced by a randomly initialized linear layer that
produces scalar outputs. For more experiment details, refer to Appendix F.2.

Figure 6: Reward increase and effect on images across iterations. Left: Reward increases and converges
across iterations. Larger guidance strength y (smaller regularizer strength) results in higher convergent reward
value. Right: Images become more abstract, shifting from realistic to virtual backgrounds as reward increases.

Results. By Algorithm 1, the reward increases and converges. Figure 6 (left) shows the reward
changes with optimization iterations. The hyperparameter y tunes the strength of guidance and is
inversely related to the strength of the regularizer (theoretical implications in Appendix E). A larger
guidance strength (smaller regularizer strength) leads to a higher convergent reward value. Figure
6 (right) illustrates the changes in generated images across iterations. As the reward increases, the
images become increasingly abstract, shifting from photo-realistic with detailed backgrounds to more
virtual, stylized ones.

8 Conclusion
In this paper, we focus on gradient guidance for adapting or fine-tuning pre-trained diffusion models
from an optimization perspective. We investigate the look-ahead loss based gradient guidance and two
variants of diffusion-based generative optimization algorithms utilizing it. We provide guarantees for
adapting/fine-tuning diffusion models to maximize any target concave differentiable reward function.
Our analysis extends to linear subspace data, where our gradient guidance and adaptive algorithms
preserve and leverage the latent subspace, achieving faster convergence to near-optimal solutions.
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A Additional Related Works
Direct Latent Optimization in Diffusion Models. Besides guidance methods, an alternative
training-free route by optimizing the initial value of reverse process [64, 5, 36, 61, 49]. These
methods typically backpropagate the gradient of reward directly to the initial latent vector through an
ODE solver, utilizing the chain rule. Thus at inference time, the reverse process is unchanged except
for being fed with an optimized initialization, different from the guidance method we studied.

Sampling and Statistical Theory of Diffusion Model In contrast to the fruitful empirical advances,
the theory of diffusion models is still limited. To the best of our knowledge, a theoretical understanding
of fine-tuning diffusion models is absent. Existing results mainly focus on the sampling ability and
statistical properties of unconditional diffusion models. In particular, for sampling ability, a line of
works shows that the distribution generated by a diffusion model is close to the data distribution, as
long as the score function is accurately estimated [20, 2, 8, 39, 13, 40]. The accuracy of the estimated
score function is measured in terms of an L∞ or L2-norm distance. More recently, [15, 14, 6]
develop refined and tighter analyses using Taylor expansions of the discretized backward process
and localization method. It is worth mentioning that the analysis in [15, 14, 6] extends to broader
sample generation processes such as deterministic ones based on probabilistic ODEs. Going beyond
distributions in Euclidean spaces, [19] analyzes diffusion models for sampling distribution supported
on a low-dimensional manifold. Moreover, [46] consider sampling from symmetric spiked models,
and [25] study sampling from Gibbs distributions using diffusion processes.

Turning towards the statistical theory of diffusion models, [59] and [41] provide asymptotic analyses,
assuming a parametric form of the score function. Unfortunately, asymptotic analysis does not lead
to concrete sample complexities. Later, concurrent works, [48] and [10], establish sample complexity
bounds of diffusion models for estimating nonparametric data distributions. In high dimensions, their
results highlight a curse of dimensionality issue without further assumptions, which also appears in
[67] considering kernel methods. More interestingly, these works demonstrate that diffusion models
can circumvent the curse of dimensionality issue if the data has low-dimensional structures. In the
same spirit, [45] investigate learning high-dimensional graphical models using diffusion models,
without the curse of dimensionality. [23] establishes statistical theory for consistency models. For
conditional diffusion models, [71, 27] establish sample complexity bounds for learning generic
conditional distributions. We refer readers to [12] for an overview of contemporary theoretical
progress.

B Discussion
Limitations We do not see significant limitations in our analysis. The linear score class initiates the
study of gradient-like guidance. We have already demonstrated that our proposed gradient guidance
preserves low-dimensional structures for any score and data distribution (Theorem 1). Moving
forward, we aim to analyze the convergence properties for general score functions.

Broader Impacts This paper’s exploration of gradient-guided diffusion models offers theoretical
implications that could inspire further algorithmic advancements. By establishing a connection
between gradient-guided diffusion and optimization, the research opens new avenues for efficient
and effective optimization through a generative approach. This work has the potential to enhance the
precision and personalization of AI systems across various fields, including image synthesis and drug
design. However, these techniques could also be misused to generate harmful content.

C Characterization for Output Distribution of Backward Process
In this section, we provide analytical characterizations for the output distribution of the backward
process guided by Gloss when the pre-trained score is linear. We first give the result of score matching
as follows.

Lemma 2 (Pre-training with Linear Score Functions). Suppose for pre-training the score network,
the class in (14) is

S =
{
s(x, t) = Ctx+ bt : Ct ∈ RD×D, bt ∈ RD

}
, (recall (12))
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If we freeze Ct in (12), that is, minimizing the score matching objective (14) over the class{
s(x, t) = Ctx+ bt : bt ∈ RD

}
gives
sθ(xt, t) = Ct (xt − α(t)x̄) ,

where x̄ =
(∑k

i=0 wk,iEx∈Di [x]
)/(∑k

i=0 wk,i

)
. Moreover, minimizing the score matching objec-

tive (14) over the class (12) yields

sθ(xt, t) = −
(
α2(t)Σ̄ + h(t)ID

)−1
(xt − α(t)x̄) ,

where Σ̄ =
(∑k

i=0 wk,iEx∈Dk

[
(x− x̄)(x− x̄)⊤

])/(∑k
i=0 wk,i

)
are weighted data covariance.

Proof. Using the linear score network class S with freezing Ct, we cast the score matching loss (14)
into
∫ T

0

k∑

i=0

wk,iEx0∈DiExt∼N (α(t)x0,h(t)ID)

[
∥∇xt log ϕt(xt|x0)− s(xt, t)∥2

]
dt

=

∫ T

0

k∑

i=0

wk,iEx0∈Di
Ext∼N (α(t)x0,h(t)ID)

[∥∥∥∥−
1

h(t)
(xt − α(t)x0)− Ctxt − bt

∥∥∥∥
2
]
dt

=

∫ T

0

k∑

i=0

wk,iEx0∈Di
Ext∼N (α(t)x0,h(t)ID)

[∥∥∥∥
(
Ct +

1

h(t)
ID

)
(xt − α(t)x0) + (α(t)Ctx0 + bt)

∥∥∥∥
2
]
dt

(i)
=

∫ T

0

k∑

i=0

wk,iEx0∈Di

[
∥bt + α(t)Ctx0∥2

]
+ w

∫ T

0

trace

(
h(t)

(
Ct +

1

h(t)
ID

)⊤(
Ct +

1

h(t)
ID

))
dt,

where w =
∑k

i=0 wk,i, equality (i) follows from computing the expectation over
the conditional Gaussian distribution of xt|x0. We note that bt should minimize∑k

i=0 wk,iEx0∈Di

[
∥bt + α(t)Ctx0∥2

]
for any t, which leads to

b̂t = −α(t)Ctx̄.

Now, we solve Ct for the second result. Substituting b̂t into the optimization objective (14) yields:
∫ T

0

k∑

i=0

wk,iEx0∈Di

[
∥α(t)Ctx̄− α(t)Ctx0∥2

]
+ w

∫ T

0

trace

(
h(t)

(
Ct +

1

h(t)
ID

)⊤(
Ct +

1

h(t)
ID

))
dt

=

∫ T

0

α2(t)

k∑

i=0

wk,iEx0∈Di

[
∥Ct(x0 − x̄)∥2

]
+ w

∫ T

0

trace
(
h(t)

(
C⊤t Ct +

1

h(t)
Ct +

1

h(t)
C⊤t +

1

h2(t)
ID

))
dt.

Taking the gradient for Ct, we get

2α2(t)Ct

k∑

i=0

wk,iEx0∈Di

[
(x0 − x̄)(x0 − x̄)⊤

]
+ 2wh(t)Ct + 2wID.

Setting the gradient above to 0, we get the solution for Ct as

Ĉt = −
(
α2(t)w−1

k∑

i=0

wk,iEx0∈Di

[
(x0 − x̄)(x0 − x̄)⊤

]
+ h(t)ID

)−1
.

Therefore, the proof is completed.

When wk,0 = 1, wk,i = 0, i ∈ [k], Lemma 2 reduces to the pre-traning score matching.
Corollary 1. Let D be the pre-training data. Minimizing the score matching objective (3) over the
function class (12) gives

sθ(xt, t) = −
(
α2(t)Σ̄ + h(t)ID

)−1
(xt − α(t)µ̄) . (17)

The following lemma characterizes the output distribution of the backward process guided by Gloss
when the pre-trained score is linear.
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Lemma 3. If the pre-trained score sθ(xt, t) is (17), substituting the score function with sθ(xt, t) +
Gloss(xt, t) in the backward SDE (2) yields, when T → ∞,

X←T
d
= N

(
µ̄+

y − g⊤µ

σ2 + g⊤Σ̄g
Σ̄g, Σ̄− Σ̄gg⊤Σ̄

σ2 + g⊤Σ̄g

)
.

with β(t) assigned as β(t) =
1

2

(
σ2 + g⊤Σ̄−1

(
ID + α2(t)Σ̄/h(t)

)−1
g
)−1

. Moreover, if pre-

training data reside in Span(A) following Assumption 1, it holds X←T ∈ Span(A).

Proof. Consider X0
d
= N

(
µ̄, Σ̄

)
, Y = g⊤X0 + ϵ where ϵ ∼ N

(
0, σ2

)
. Let X0 be the initialization

of the forward process. Similar to the proof in Appendix D.4, we get[
Xt

Y

]
d
= N

([
α(t)µ̄
g⊤µ̄

]
,

[
α2(t)Σ̄ + h(t)ID α(t)Σ̄g

α(t)g⊤Σ̄ σ2 + g⊤Σ̄g

])
.

Thus, we get sθ(xt, t) is exactly the score of marginal distribution of Xt, i.e., ∇ log pt(xt) = sθ(xt, t).
According to the proof in Appendix D.4, we get sθ(xt, t) + Gloss(xt, t) = ∇ log pt(xt | y). Thus,
the backward SDE turns out to be

dX←t =

[
1

2
X←t +∇ log pT−t(X

←
t | y)

]
dt+ dW t, X←0

d
= N (0, ID) . (18)

The initial distribution p0(x0 | y) of the forward process can also be obtained by (18) where we
replace the initial distribution as pT (xT | y). According to the data processing inequality, we get the
bound of the total variation distance between the terminal distribution p←T of (18) and p0(x0 | y):

TV (p0, p
←
T ) ≤ TV (pT , φ) ,

where p0, pT are short hands for p0(x0 | y) and pT (xT | y), and φ(·) is the density for the standard
normal distribution N (0, ID). Since in the forward process, pT → φ when T → ∞, we have
TV (p0, p

←
T ) → 0 when T → ∞. We complete the first part of the lemma. As for the second part,

if data reside in Span(A) following Assumption 1, we have µ̄ = Aū and Σ̄ = AΣ̄uA
⊤, where

ū = Ex∈D,u=A⊤x[u], Σ̄u = Ex∈D,u=A⊤x[(u− ū) (u− ū)
⊤
]. Thus, the covariance matrix of X←T is

Σ̄− Σ̄gg⊤Σ̄

σ2 + g⊤Σ̄g
= A

[
Σ̄u − Σ̄uA

⊤gg⊤AΣ̄u

σ2 + g⊤Σ̄g

]
A⊤,

and due to X←T follows Gaussian distribution, we get X←T ∈ Span(A). Thus, the proof is completed.

D Additional Materials for Section 4
Contents

D.1 Score decomposition for subspace data . . . . . . . . . . . . . . . . . . . . . . . . 18

D.2 Proof of Proposition 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

D.3 Discussion for gradient-like guidance . . . . . . . . . . . . . . . . . . . . . . . . 19

D.4 Proof of Lemma 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

D.5 Proof of Theorem 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

D.1 Score decomposition for subspace data
Under Assumption 1, the score function ∇ log pt(x) decomposes to two orthogonal parts: an on-
support component belonging to the subspace; and an orthogonal component. We recall this key
result in Proposition 2, which later plays a key role in deriving subspace preserving guidance.

Proposition 2 (Score Decomposition for Subspace Data ([10] Lem. 1, Thm. 3)). Under Assumption 1,
the score function ∇ log pt(x) decomposes as

∇ log pt(x) = A∇ log pLDt (A⊤x)︸ ︷︷ ︸
s∥(A⊤x,t): on-support score

−h−1(t)
(
ID −AA⊤

)
x︸ ︷︷ ︸

s⊥(x,t): ortho. score

. (19)

where pLDt (u′) =
∫
ϕt(u

′|u)pu(u) du with ϕt(·|u) being the density of N (α(t)u, h(t)Id) for the
same α(t) and h(t) in the forward process (1).
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D.2 Proof of Proposition 1
We give the proof of Proposition 1, which shows the failure of naive gradient guidance.

Proof. Under Assumption 1, the score can be decomposed to terms parallel and orthogonal to
Span(A) (Proposition 2). Applying naive guidance, we examine the orthogonal reverse process:

dX←t,⊥ =

[
1

2
− 1

h(T − t)

]
X←t,⊥dt+ b(t)gdt+

(
ID −AA⊤

)
dW t.

Solving this SDE, we get the expectation of the final state following E[X←T,⊥] =
∫ T

0
exp

(
−
∫ t

0
h−1(s)ds

)
et/2b(T − t)gdt. For the schedule h(t) = 1 − exp(−

√
t), we have the

coefficient of direction g is larger than
∫ T

0
exp(−t/2− 2

√
t)b(T − t)dt >

∫ 1

0
exp(−5/2)b0dt > 0

where we can assume T > 1. Thus, E[X←T,⊥] ̸= 0. This means the generated sample is leaving the
subspace, i.e., naive gradient guidance will violate the latent structure.

D.3 Discussion for gradient-like guidance
To further clarify the derivation of our gradient guidance, we present a variant of Lemma 1.

Proposition 3. Under Assumption 2, we have

∇xt log pt(y|xt) = β(t)
[
y − g⊤E[x0|xt]

]
·
(
α2(t)Σ + h(t)ID

)−1
Σg, (20)

where E[x0|xt] denotes the conditional expectation of x0 given xt in the forward process (1), and
β(t) = α(t)/(σ2 + g⊤Σ−1

(
ID + α2(t)/h(t) · Σ

)−1
g).

Remarks. Observe that, when Σ = I , (20) suggests the following form of guidance that is aligned
with the naive gradient, i.e., the steepest ascent direction:

G(xt, t) ∝
[
y − g⊤E[x0|xt]

]
· g.

However, even for Gaussian distributions, as long as Σ ̸= I , the term of (6) is no longer proportional
to g but becomes a pre-conditioned version of the gradient. We show the guidance above can maintain
the subspace structure of data in the experiments Appendix F.

Figure 7: Plot of β(t), α(t), h(t) for
t ∈ [0, 10] when Σ = I .

Another observation is that this guidance scales with a residual
term y − g⊤E[x0 | xt]. In particular, the residual term y −
g⊤E[x0 | xt] tunes the strength of guidance. Recall E[x0 | xt]
denotes the posterior expectation of clean data x0 given xt in
the forward process. Thus, in a backward view, E[x0 | xt]
coincides with the expected sample to be generated conditioned
on xt. In this sense, the quantity y − g⊤E[x0 | xt] measures
a look-ahead gap between the expected reward of generated
samples and the target value. A larger absolute value of the
residual means stronger guidance in the backward generation
process.

Under q(t) ≡ 1 in the forward process (1), we plot the theoreti-
cal choice of β(t) and α(t), h(t) to t in Figure 7. In practice, the choice of α(t), h(t) can vary and
they are determined by the forward process used for pre-training; and β(t) can be treated as a tuning
parameter to adjust the strength of guidance.

The proof of Proposition 3 is included in the proof of Lemma 1.

D.4 Proof of Lemma 1

Proof. Recall {Xt}t≥0 is the stochastic process from the forward process. X0
d
= N (µ,Σ) , Y =

g⊤X0 + ϵ where ϵ ∼ N (0, σ2) is independent with X0. Since X0, Xt and Y are joint Gaussian, we
have Y | Xt also follows Gaussian distribution, denoted as N

(
my(xt), σ

2
y(xt)

)
.Then, the closed

form of ∇xt
log pt(y | xt) can be derived as

∇xt
log pt(y | xt) = −∇xt

[
1

2

(
y −my(xt)

σy(xt)

)2
]
−∇xt

log σy(xt).
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Due to the linearity of Y with regard to X0, my(xt) can be computed as

my(xt) = E[y | xt] = E[g⊤x0 + ϵ | xt] = E[g⊤x0 | xt] = g⊤E[x0 | xt]. (21)

To get the variance σ2
y(xt), we compute the joint distribution (Xt, Y ). In the forward process, given

X0 = x0, Xt can be written as α(t)x0 + Zt for Zt
d
= N (0, h(t)ID) independent of x0. Due to the

linear function assumption, we have
[
Xt

Y

]
=

[
α(t)ID 0 ID
g⊤ 1 0

]

x0

ϵ
Zt


 .

Observing that the joint distribution of (x0, ϵ, zt) is Gaussian, we deduce[
Xt

Y

]
d
= N

([
α(t)µ
g⊤µ

]
,

[
α2(t)Σ + h(t)ID α(t)Σg

α(t)g⊤Σ σ2 + g⊤Σg

])
.

Thus, we get σ2
y(xt) = σ2 + g⊤Σg − α2(t)g⊤Σ

(
α2(t)Σ + h(t)ID

)−1
Σg. Together with the

derivation of the mean my(xt) (21), we get

∇xt
log pt(y | xt) = − 1

2σ2
y(xt)

∇xt

[(
y − g⊤E[x0 | xt]

)2]

=
1

σ2
y(xt)

(
y − g⊤E[x0 | xt]

)
∇xt

E[x0 | xt]g.

To get E[x0 | xt], we derive the joint distribution of (X0, Xt):[
X0

Xt

]
d
= N

([
µ

α(t)µ

]
,

[
Σ α(t)Σ

α(t)Σ α2(t)Σ + h(t)ID

])
.

Thus, we get E[x0|xt] = µ + α(t)
(
α2(t)Σ + h(t)ID

)−1
Σ (xt − α(t)µ). As a consequence, we

have

∇xt log pt(y | xt) =
1

σ2
y(xt)

(
y − g⊤E[x0 | xt]

)
α(t)

(
α2(t)Σ + h(t)ID

)−1
Σg.

Together with the following equality by Woodbury identity, we get the result.

σ−2y (xt) =
(
σ2 + g⊤Σg − α2(t)g⊤Σ

(
α2(t)Σ + h(t)ID

)−1
Σg
)−1

=

[
σ2 + g⊤Σ−1

(
ID +

α2(t)

h(t)
Σ

)−1
g

]−1
.

D.5 Proof of Theorem 1
Proof. We expand the derivative in Gloss as

Gloss(xt, t) = 2β(t)(y − g⊤E[x0|xt]) (∇xtE[x0|xt])
⊤
g.

It holds E[x0|xt] =
1

α(t) (xt + h(t)∇ log pt(xt)). Via the score decomposition under linear subspace
data in Chen et al. [10, Lemma 1], we have

∇ log pt(xt) = A∇ log pLDt (A⊤xt)−
1

h(t)

(
ID −AA⊤

)
xt,

where pLDt denotes the diffused latent distribution, i.e., pLDt (u′) =
∫
ϕt(u

′|u0)pu(u0) du0. Recall
that ϕt is the Gaussian transition kernel of the forward process and pu is the density of latent variable
u0 in Assumption 1.

To ease the derivation, we denote m(u) = ∇ log pLDt (u) + 1
h(t)u. It then holds that

E[x0|xt] =
1

α(t)

(
xt + h(t)

[
Am(A⊤xt)−

1

h(t)
xt

])

=
h(t)

α(t)
Am(A⊤xt).
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As a consequence, we can verify that

∇xt
E[x0|xt] =

h(t)

α(t)
A
[
∇m(A⊤xt)

]
A⊤,

where ∇m(A⊤xt) ∈ Rd×d is the Jacobian matrix of m at A⊤xt. Plugging the last display into Gloss,
we conclude that

Gloss(xt, t) = 2β(t)(y − g⊤E[x0|xt]) (∇xtE[x0|xt])
⊤
g

= ℓt · g
for ℓt = 2β(t)(y − g⊤E[x0|xt]) and g′ = (∇xtE[x0|xt])

⊤
g = h(t)

α(t)A
[
∇m(A⊤xt)

]⊤
A⊤g ∈

Span(A). The proof is complete.
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E.1 Convergence to Regularized Maxima in Mean
Here we present a more fundamental version of Theorem 2.

Theorem 4 (Convergence to Regularized Maxima in Mean). Let Assumption 3 hold, and let the
pre-training data D have arbitrary distribution with covariance matrix Σ̄ ≻ 0. Suppose the score
function sθ is pre-trained via minimizing the score matching loss (3) over the linear function class
(12). Let Alg. 1 take sθ(·, ·) and f as the input. For any λ > L, there exists {β(t)}, {yk}, {Bk} such
that, with probability ≥ 1− δ , the mean of the output distribution µK converges to be near x∗λ, and

f (x∗λ)− f(µK) = λ

(
L

λ

)K

O
(
D log

(
K

δ

))
, (22)

where D is the ambient dimension of data, and x∗λ is a regularized maximizer of f given by

x∗λ = argmax
x∈RD

{
f(x)− λ

2
∥x− µ̄∥2Σ̄−1

}
, (23)

where µ̄, Σ̄ are empirical mean and covariance of pre-training data D.

Proof. The proof is a special case of Theorem 2 in Appendix E.2, via setting the representation
matrix A = ID.

E.2 Proof of Theorem 2
We first provide a proof sketch.

Proof Sketch Solving the score matching problem (3) with a linear function class (12) yields a
pre-trained score as follows

sθ(xt, t) = −
(
α2(t)Σ̄ + h(t)ID

)−1
(xt − α(t)µ̄) .

With proper choices of β(t), gradient guidance Gloss leads to the following output distribution at the
end of round k:

N
(
µ̄+

yk − g⊤k µ̄

σ2 + g⊤k Σ̄gk
Σ̄gk, Σ̄− Σ̄gkg

⊤
k Σ̄

σ2 + g⊤k Σ̄gk

)
.

Thus, we obtain the mean of the above distribution, i.e., µk+1 = µ̄+ ηkΣ̄∇f(z̄k), where z̄k is the
empirical mean of previous samples, ηk is a stepsize determined by yk. By a rearrangement, we
obtain a recursive formula

µk+1 = z̄k + ηkΣ̄
[
∇f(z̄k)− η−1k Σ̄−1 (z̄k − µ̄)

]
. (24)
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We observe that (24) resembles a gradient ascent update from µk ≈ z̄k to µk+1 corresponding to
a regularzed optimization problem (23). In this regularized objective, the original objective f(x)
incorporates an additional proximal term with λ := 1/ηk. Therefore we can analyze the convergence
of µk by following the classical argument for gradient optimization.

Proof of Theorem 2. Define a filtration {Hk}K−1k=0 with Hk be the information accumulated after k
rounds of Alg.1.

H0 := σ(µ̄),

Hk := σ
(
Hk−1, σ

(
zk−1,1, . . . , zk−1,Bk−1

))
, k ∈ [K].

Define the expectation of samples generated at k-th round as
µk := E[zk,i | Hk−1], k ∈ [K − 1].

Applying Corollary 1, we get the pre-trained score as

sθ(xt, t) = −
(
α2(t)Σ̄ + h(t)ID

)−1
(xt − α(t)µ̄) ,

If we set yk as follows
yk = η ·

(
σ2 + g⊤k Σ̄gk

)
+ g⊤k µ̄,

where η = 1/λ. And we choose β(t) at k-round as β(t) =
1

2

(
σ2 + g⊤k−1Σ̄

−1 (ID + α2(t)Σ̄/h(t)
)−1

gk−1
)−1

. Then, Lemma 3 provides the generated
distribution in k-th round:

N
(
µ̄+ ηΣ̄gk−1, Σ̄− Σ̄gk−1g⊤k−1Σ̄

σ2 + g⊤k−1Σ̄gk−1

)
. (25)

Define the empirical covariance matrix of the latent variable U as Σ̄u =

Ex∈D,u=A⊤x[(u− ū) (u− ū)
⊤
] where ū = ED[u]. Then in the subspace setting, the empir-

ical mean and covariance of data X can be written as µ̄ = AA⊤µ̄ and Σ̄ = AΣ̄uA
⊤ respectively.

The mean of the sample zk,i follows

µk = E[zk,i | Hk−1] = AA⊤µ̄+ η ·AΣ̄uA
⊤gk−1,

where gk−1 = ∇f (z̄k−1) and z̄k−1 = (1/B)
∑B

i zk−1,i. We rearrange the update rule to show a
gradient ascent formula as follows

µk = AA⊤µk−1 −AA⊤ (µk−1 − µ̄) + η ·AΣ̄uA
⊤∇f(µk−1) + η ·AΣ̄uA

⊤ (gk−1 −∇f(µk−1))

= AA⊤µk−1 −AΣ̄uA
⊤AΣ̄−1u A⊤ (µk−1 − µ̄) + η ·AΣ̄uA

⊤∇f(µk−1) + η ·AΣ̄uA
⊤ (gk−1 −∇f(µk−1))

= AA⊤µk−1 + η ·AΣ̄uA
⊤ [∇f(µk−1)− λAΣ̄−1u A⊤ (µk−1 − µ̄)

]
+ η ·AΣ̄uA

⊤ (gk−1 −∇f(µk−1)) .

where λ = 1/η. Define h(x) := f(x)− λ/2 ∥x− µ̄∥2Σ̄−1 , we have

µk = AA⊤µk−1 + η · Σ̄∇h(µk−1) + η · Σ̄ (gk−1 −∇f(µk−1)) .

Recall the notation for the optimum: x⋆
A,λ = argmaxx=Au h(x). We consider the distance of µk to

x⋆
A,λ under the semi-norm ∥·∥Σ̄−1 .
∥∥µk − x⋆

A,λ

∥∥
Σ̄−1 =

∥∥µk−1 − x⋆
A,λ + ηΣ̄∇h(µk−1) + ηΣ̄ (gk−1 −∇f(µk−1))

∥∥
Σ̄−1

≤
∥∥µk−1 − x⋆

A,λ + ηΣ̄∇h(µk−1)
∥∥
Σ̄−1︸ ︷︷ ︸

:=I1

+
∥∥ηΣ̄ (gk−1 −∇f(µk−1))

∥∥
Σ̄−1︸ ︷︷ ︸

:=I2

. (26)

We bound the second term I2 first. According to f is L-smooth with respect to ∥·∥Σ̄−1 , we have
I2 = η ∥gk−1 −∇f(µk−1)∥Σ̄ ≤ ηL ∥z̄k−1 − µk−1∥Σ̄−1 ,

Lemma 3 shows the distribution of zk−1,i. Therefore, according to concentration inequality for
Gaussian distribution, with the probability at least 1− δ/K, it holds

∥z̄k−1 − µk−1∥2Σ̄−1 ≤ 2 log

(
2K

δ

)
· trace

(
V(zk−1,i) · Σ̄−1

)

Bk−1
.

We have trace
(
V(zk−1,i) · Σ̄−1

)
≤ trace

(
Σ̄ · Σ̄−1

)
= d. Therefore, I2 is bounded by

I2 ≤ M0/
√
Bk−1,
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where M0 := ηL
√
2 log

(
2K
δ

)
· d. Next, we consider the first term in (26). Since x∗A,λ is the optimum

of h within Span(A), the gradient ∇h(x∗A,λ) is in the orthogonal subspace, i.e., A⊤∇h(x∗A,λ) = 0,
thus Σ̄∇h(x∗A,λ) = 0. The first term in (26) can be written as

I21 =
∥∥(µk−1 − x⋆

A,λ

)
+ ηΣ̄

(
∇h(µk−1)−∇h(x∗A,λ)

)∥∥2
Σ̄−1

=
∥∥µk−1 − x⋆

A,λ

∥∥2
Σ̄−1 + η2

∥∥∇h(µk−1)−∇h(x∗A,λ)
∥∥2
Σ̄

+ 2
〈
µk−1 − x⋆

A,λ, η
(
∇h(µk−1)−∇h(x∗A,λ)

)〉
.

Recall h is f adding a ∥·∥Σ̄−1 regularized term. We get h is (L + λ)-smooth with respect to semi
norm ∥·∥Σ̄−1 which is derived from f L-smooth. Also, h is λ-strongly concave with respect to semi
norm ∥·∥Σ̄−1 since f is concave. According to Lemma 4, we derive
〈
µk−1 − x⋆

A,λ,∇h(µk−1)−∇h(x∗A,λ)
〉
≤ −λ(L+ λ)

L+ 2λ

∥∥µk−1 − x∗A,λ

∥∥2
Σ̄−1 −

1

L+ 2λ

∥∥∇h(µk−1)−∇h(x∗A,λ)
∥∥2
Σ̄
.

Plugin the formula of I1, we get

I21 ≤
(
1− 2ηλ(L+ λ)

L+ 2λ

)∥∥µk−1 − x⋆
A,λ

∥∥2
Σ̄−1 +

(
η2 − 2η

L+ 2λ

)∥∥∇h(µk−1)−∇h(x∗A,λ)
∥∥2
Σ̄
.

Since η = 1/λ, it holds η2 − 2η

L+ 2λ
> 0. Due to h (L+ λ)-smoothness, we get

I21 ≤
(
1− 2ηλ(L+ λ)

L+ 2λ

)∥∥µk−1 − x⋆
A,λ

∥∥2
Σ̄−1 +

(
η2 − 2η

L+ 2λ

)
(L+ λ)2

∥∥µk−1 − x⋆
A,λ

∥∥2
Σ̄−1

= (1− η (L+ λ))
2 ∥∥µk−1 − x⋆

A,λ

∥∥2
Σ̄−1 ,

thus, we get the bound of I1
I1 ≤ ζ

∥∥µk−1 − x⋆
A,λ

∥∥
Σ̄−1 ,

where ζ := |1− η (L+ λ)|. Combing the upper bound of I1 and I2, we get with probability at least
1− δ/K, for 1 < k ≤ K,

∥∥µk − x⋆
A,λ

∥∥
Σ̄−1 ≤ ζ

∥∥µk−1 − x⋆
A,λ

∥∥
Σ̄−1 +

M0√
Bk−1

.

As for k = 1, by similar derivation, we can obtain
∥∥∥µ1 − x⋆

A,λ

∥∥∥
Σ̄−1

≤ ζ
∥∥∥z0 − x⋆

A,λ

∥∥∥
Σ̄−1

. By

induction, we get with probability at least 1− ((K − 1)/K) δ,

∥∥µK − x⋆
A,λ

∥∥
Σ̄−1 ≤ ζK

∥∥z0 − x⋆
A,λ

∥∥
Σ̄−1 +M0

K−1∑

k=1

ζK−k−1√
Bk

.

Choose Bk ≥ ζ−4k(1− ζ)−2 for all k ∈ [K − 1], then we can get
∥∥µK − x⋆

A,λ

∥∥
Σ̄−1 ≤ ζK

(∥∥z0 − x⋆
A,λ

∥∥2
Σ̄−1 +M1 ·

√
d
)

(27)

where M1 := ηL

√
2 log

(
2K

δ

)
. Since h is (L+ λ)-smooth with respect to ∥·∥Σ̄−1 , it holds

|h(µK)− h(x∗A,λ)−
〈
∇h(x∗A,λ), µK − x∗A,λ

〉
| ≤ L+ λ

2

∥∥µK − x∗A,λ

∥∥2
Σ̄−1 .

Considering that ∇h(x∗A,λ) ⊥ Span(A) yields
〈
∇h(x∗A,λ), µK − x∗A,λ

〉
= 0, we obtain the follow-

ing by rearranging the equation above

f
(
x∗A,λ

)
− f(µK) ≤ λ

2

(∥∥x∗A,λ − µ̄
∥∥2
Σ̄−1 − ∥µK − µ̄∥2Σ̄−1

)
+

L+ λ

2

∥∥µK − x∗A,λ

∥∥2
Σ̄−1 (28)

≤
[
λ
∥∥µ̄− x∗A,λ

∥∥
Σ̄−1

∥∥µK − x∗A,λ

∥∥
Σ̄−1 + (L+ λ)

∥∥µK − x∗A,λ

∥∥2
Σ̄−1

]
.

Substitute (27) into above upper bound, with z0 = µ̄ we have

f
(
x∗A,λ

)
− f(µK) ≲ ζK · (L+ λ)

[∥∥µ̄− x∗A,λ

∥∥2
Σ̄−1 +M2

1 d
]
.
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Since
∥∥∥µ̄− x∗A,λ

∥∥∥
2

Σ̄−1
=
∥∥∥A⊤

(
µ̄− x∗A,λ

)∥∥∥
2

Σ̄−1
u

is the distance within Span(A), i.e., O(d). Recall

η = 1/λ, ζ = |1− η (L+ λ)| = L/λ, λ > L, and M1 = ηL

√
2 log

(
2K

δ

)
. Therefore, we get the

final result:
f
(
x∗A,λ

)
− f(µK) ≲ λ

(
L

λ

)K

d log

(
K

δ

)
, w.p.1− δ.

E.3 Proof of Theorem 3
We first provide a proof sketch.

Proof Sketch The proof idea is similar to the proof of Theorem 2. For simplicity, we analyze the
case where only the most recent sample batch Dk is merged with D0 for finetuning the score function.
More specifically, we let wk,i = 0 for 0 < i < k and wk,0 = 1 − wk,k. Similar to the proof of
Theorem 4, we obtain a recursive update rule given by

µk+1 = z̄k + ηkΣ̄
[
∇f(z̄k)− (1− wk,k) η

−1
k · Σ̄−1 (z̄k − µ̄)

]
, (29)

where z̄k ≈ µk is the empirical mean of previous samples. This update rule also closely resembles
the gradient ascent iteration for maximizing a regularized objective. A key difference here is that we
can control the weights wk,i to reduce the impact of D0 and make the regularization term vanish to
zero. Thus the mean µk eventually converges to the global maxima.

Proof. Define
H0 := σ(µ̄),

Hk := σ
(
Hk−1, σ

(
zk−1,1, . . . , zk−1,Bk−1

))
, k ∈ [K − 1],

µk := E[zk,i | Hk−1], k ∈ [K].

According to Lemma 2, with freezing Ct in class (12), the pre-trained score in Round k is
sθk+1

(xt, t) = −
(
α2(t)Σ̄ + h(t)ID

)
(xt − α(t)x̄k) where x̄k =

∑k
j=0 wk,j z̄j and z̄j = Ex∈Dj

[x].
By choosing yk, and weights wk,j as

yk = ηk ·
(
σ2 + g⊤k AΣ̄uA

⊤gk
)
+ g⊤k AA⊤x̄k,

wk,0 = 1− wk

wk,j = 0, 1 ≤ j < k,

wk,k = wk,

where ηk > 0, 0 < wk < 1 will be specified later. And we choose β(t) at Round k as β(t) =
1

2

(
σ2 + g⊤k−1Σ̄

−1 (ID + α2(t)Σ̄/h(t)
)−1

gk−1
)−1

. Lemma 3 gives the mean of distribution of
zk+1,i as

µk+1 = x̄k + ηkΣ̄gk, (30)
and the output distribution

N
(
x̄K−1 + ηk−1Σ̄gK−1, Σ̄− Σ̄gK−1g⊤K−1Σ̄

σ2 + g⊤K−1Σ̄gK−1

)
. (31)

Applying Lemma 3 yields zk,i ∈ Span(A), thus, x̄k = AA⊤x̄k and Σ̄ = AΣ̄uA
⊤, we get the update

rule reduced to
µk+1 = AA⊤ ((1− wk)µ̄+ wkz̄k) + ηk−1AΣ̄uA

⊤gk−1

= AA⊤z̄k + ηkAΣ̄uA
⊤ (∇f(z̄k)− η−1k (1− wk)AΣ̄−1u A⊤ (z̄k − µ̄)

)
.

We set wk = 1− ηkλ and set ηk = η, where λ, η > 0 will be specified later. Therefore, we have
µk+1 = AA⊤z̄k + ηAΣ̄uA

⊤∇hλ(z̄k), (32)
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where hλ(x) := f(x)− (λ/2) ∥x− µ̄∥2Σ̄−1 . Define x⋆
A,λ = argmaxx=Au hλ(x). With some similar

steps in proof in Appendix E.2, by choosing Bk ≥ ζ−4k(1− ζ)−2, together with z0 = µ̄, we get
∥∥µK − x⋆

A,λ

∥∥
Σ̄−1 ≲ ζK

(∥∥µ̄− x⋆
A,λ

∥∥
Σ̄−1 +M1 ·

√
d
)
, w.p. 1− δ,

with η =
2

L+ 2λ
, ζ = |1− η(L+ λ)| and M1 = 2L

√
(1 + η2) log

(
2K

δ

)
. Also, we can get (28)

as in proof in Appendix E.2. We restate it here:

f
(
x∗A,λ

)
− f(z̃K) ≤ λ

2

(∥∥x∗A,λ − µ̄
∥∥2
Σ̄−1 − ∥µK − µ̄∥2Σ̄−1

)
+

L+ λ

2

∥∥µK − x∗A,λ

∥∥2
Σ̄−1 . (33)

Since f is concave,
f (x∗A)− f

(
x∗A,λ

)
≤
〈
∇f

(
x∗A,λ

)
, x∗A − x∗A,λ

〉
= λ

〈
Σ̄−1(x∗A,λ − µ̄), x∗A − x∗A,λ

〉
.

Adding (33), it holds

f
(
x∗A,λ

)
− f(µK) ≤ λ

2

(∥∥x∗A,λ − µ̄
∥∥2
Σ̄−1 −

∥∥x∗A,λ − x∗A
∥∥2
Σ̄−1 − ∥µK − µ̄∥2Σ̄−1

)
+

L+ λ

2

∥∥µK − x∗A,λ

∥∥2
Σ̄−1 .

Due to (32), we have, it holds w.p. 1− δ,

f
(
x∗A,λ

)
− f(µK) ≲

[
λ ∥x∗A − µ̄∥2Σ̄−1 + (L+ λ)ζK

(∥∥µ̄− x∗A,λ

∥∥2
Σ̄−1 +M1d

)]
.

We choose λ = L logK/(4K) and get

f
(
x∗A,λ

)
− f(µK) ≲

L logK

K
·
[
∥x∗A − µ̄∥2Σ̄−1 +

∥∥µ̄− x∗A,λ

∥∥2
Σ̄−1 +M1d

]
, w.p. 1− δ.

With assuming
∥∥∥x⋆

A,λ

∥∥∥ is bounded, we derive

f
(
x∗A,λ

)
− f(µK) = O

(
dL2 logK

K
· log

(
K

δ

))
, w.p. 1− δ.

E.4 Auxiliary Lemma
The following is a standard result in convex optimization utilized in previous proofs.

Lemma 4. Let f be α-strongly concave and β-smooth with respect to the (semi) norm ∥·∥Σ−1 , for
all x and y, it holds

−⟨∇f(x)−∇f(y), x− y⟩ ≥ αβ

α+ β
∥x− y∥2Σ−1 +

1

α+ β
∥∇f(x)−∇f(y)∥2Σ . (34)

Proof. See Bubeck et al. [9, Lemma 3.11] for a proof.

F Additional Materials for Experiments
F.1 Simulation
We experiment with our design of the gradient guidance as well as Algorithm 1 and Algorithm 2.
Going beyond our theoretical assumptions, we adopt a 15M-parameter U-Net as the score function
class for training and fine-tuning our diffusion model.

F.1.1 Experiment Setup
For linear data structure, we set the data’s ambient dimension as D = 64 and the linear subspace
dimension as d = 16. The linear subspace is represented by an orthogonal matrix A ∈ RD×d. We
randomly generate a matrix A and fix it once generated. After that, we sample a data point X by
first randomly sampling a latent variable U ∼ N (0, Id) and computing X = AU . We independently
sample a total of 65536 data points as our pre-training data set. For nonlinear data structure, data are
uniformly sampled from a unit ball in R64.

The objective functions considered in our experiments are f1(x) = 10− (θ⊤x− 3)2 and f2(x) =
5− 0.5∥x− b∥. Here, θ and b are randomly generated and fixed afterward. Since our data assumes a
low-dimensional subspace representation, it is convenient to decompose θ into θ⊥ = (I −AA⊤)θ

25

90760 https://doi.org/10.52202/079017-2881



and θ∥ = AA⊤θ, representing the off-support and on-support components. We refer to ∥θ⊥∥∥θ∥∥ as the
off/on-support ratio. Analogously, for a generated sample, we can also define its off/on-support ratio.
Clearly, a small off/on-support ratio indicates close vicinity to the subspace.

Score Network Pre-training. We utilize a version of the U-Net [54], with 14.8M trainable parame-
ters. Note that this is a complicated network going beyond the linear score function class considered
in our theories. Following the implementation of Denoising Diffusion Probabilistic Models (DDPM,
Ho et al. [34]), we train the U-Net o estimate the score function ∇ log pt, via minimizing the score
matching loss introduced in Eqn. (3). We discretize the backward process to have 200 time steps as
in Nichol and Dhariwal [47], and the U-Net is trained using our generated data set for 20 epochs. We
use Adam as the optimizer, set the batch size as 32, and set the learning rate to be 10−4. After the
pre-training phase, we confirmed that the data subspace structure is well learned, as the generated
samples using the pre-trained diffusion model have an average off/on-support ratio of 0.039.

Implementation of Algorithm 1. In each iteration of Algorithm 1, we need to compute the gradient
guidance Gloss. We set the targeted y value at the k-th iteration as yk = δ + g⊤k zk, where δ specifies
the increment per iteration. The choice on δ is instance-dependent and we set it via tuning for
near-optimal in different experiments. For comparing naive gradient with gradient guidance in
Figure 8, we set δ = 0.2 and 0.9, respectively for using naive gradient G and gradient guidance Gloss.
In Figure 9, we choose δ to be (a) 0.05, (b) 0.2, (c) 1, and (d) 1, corresponding to each panel. We
initialize Algorithm 1 with a batch of 32 samples generated by the pre-trained model. Each sample
determines an optimization trajectory. We repeat Algorithm 1 for 5 times with different random seeds
and report the error bars.

Implementation of Algorithm 2. Algorithm 2 differs from Algorithm 1 in that it allows additional
fine-tuning of the pre-trained score network. In practice, to update the score network incorporating
newly generated data, one does not have to exactly solve (14) by re-training the full model from
scratch. Instead, (14) can be viewed as a guideline that motivates more computationally efficient
ways for updating the pre-trained score. It is a common practice to only fine-tune the weights of
the old model by performing gradient descent over a few batches of newly generated data, which is
similar to the spirit of (14). To be more specific, we adopt a computationally lightweight fine-tuning
strategy: We only perform one Adam optimization step using the re-weighted loss given by Eqn. (14)
with a batch of 32 generated samples. We set the learning rate as 10−6. This simple strategy already
demonstrates good performances as shown in Figure 10. Other implementation details are kept the
same as those of Algorithm 1.

F.1.2 Results
We first demonstrate our gradient guidance Gloss preserves the subspace structure learned from
the pre-trained model. For comparison, we also tested the naive guidance G defined following
Proposition 3 (with Σ = I). For a quick reference, we repeat the definition here:

G(xt, t) := β(t)
(
y − g⊤E[x0|xt]

)
g,

where β(t) > 0 and y ∈ R are tuning parameters, and E[x0|xt] is the conditional expectation of x0

given noise corrupted data xt. For implementation, we replace E[x0|xt] by its look-ahead estimator
Ê[x0|xt] based on the Tweedie’s formular.

Comparing G and Gloss on Preserving Subspace Structure. Figure 8 (a), (c) verify that the naive
gradient G performs much worse than Gloss in preserving the linear subspace structure. It is consistent
with our theoretical finding that the gradient guidance Gloss keeps the generated sample close to
the latent subspace, with substantially smaller off-support errors. When allowing adaptive score
fine-tuning in Algorithm 2, Figure 8 (b), (d) show that the off-support error increases as the model
gets fine-tuned using self-generated data, due to increasing distribution shift. Even in this case, the
naive gradient G leads to much more severe off-support errors as compared to Gloss.

Algorithm 1 Converges to Regularized Optima. We plot the convergence of Algorithm 1 in terms
of the objective value in Figure 9. Figure 9 (a),(b) are for the objective function f1 = 10− (θ⊤x−3)2

as the objective function, while Figure 9(c),(d) are for the objective f2 = 5− 0.5∥x− b∥. We observe
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(a) Algorithm 1 (b) Algorithm 2 (c) 300-350 round of (a) (d) 1000-1200 round of (b)

Figure 8: Comparison between two types of gradient guidance G and Gloss. We plot the off/on support
ratio of the generated samples, denoted by roff = ∥x⊥∥

∥x∥∥
. The objective function is f1(x), with θ having an

off/on-support ratio of 9.

that the algorithm converges to reach some sub-optimal objective value, but there remains a gap to
the maximal value. This is consistent with our theory that the pre-trained model essentially acts as a
regularization in addition to the objective function. Adding gradient guidance alone cannot reach
global maxima. This coincides with our theoretical findings in Theorem 2.

(a) θ = Aβ∗ (b) ∥θ⊥∥∥θ∥∥
= 9 (c) b = 4 · 1D (d) b ∼ N (4 · 1D, 9 · ID)

Figure 9: Convergence of Algorithm 1 under different objectives. Objectives are f1(x) for (a) and (b), and
f2(x) for (c) and (d). Parameters θ and b are specified as (a) θ = Aβ∗ with β∗ being sampled from the unit ball
in Rd; (b) the off/on-support ratio of θ being 9 (same as Figure 8); (c) and (d) choosing b as a homogeneous
vector or randomly from a Gaussian distribution. All the experiments adopt the gradient guidance Gloss.

Algorithm 2 Converges to Global Optima. Algorithm 2 converges to the maximal value of the
objective function f1 = 10− (θ⊤x− 3)2 as shown in Figure 10(a). In Figure 10(b), we visualize
the distribution of generated samples of Algorithm 1 (blue) and 2 (red), respectively, as the iteration
evolves. We see that samples from Algorithm 1 mostly stay close to the pre-training data distribution
(area described by the dotted contour). In constrast, samples of Algorithm 2 move outside the contour,
as the diffusion model gets fine-tuned using self-generated data.

Results for Nonlinear Data Structure. We apply Algorithm 1 to data uniformly sampled from a
unit ball in R64. The objective reward function is defined as f(x) = θ⊤x, where ∥θ∥ = 1. The left
panel of Figure 11 demonstrates that rewards increase and converge when using Algorithm 1. Higher
guidance strength ∆ (corresponding to lower regularization) results in a higher convergent reward.
The right panel of Figure 11 shows that, for the same reward level, gradient guidance achieves a
smaller deviation from the unit ball compared to the naive gradient approach. This suggests that
gradient guidance can better preserve data structure for nonlinear manifolds.

F.2 Image Generation
Hyperparameters. Since tuning parameters y and β(t) are both for the strength of guidance, we
can fix one of them. We choose β(t) = 100 as suggested by [71], and set a series of y ∈ {2, 4, 10}.
We run batch size = 20 samples parallelly across iterations to evaluate the rewards. The prompt is
uniformly sampled from the 1000 classes of ImageNet [21].

F.3 Time Efficiency
We summarize the time cost of our experiments on one NVIDIA A100 GPU in Table 1.
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(a) Convergence of Algorithm 2 (b) Distribution of generated samples

Figure 10: Convergence of Algorithm 2. Panel (a) plots the objective values achieved by Algorithm 2 as a
function of iterations. Here θ is chosen the same as in Figure 9 (b) with off/on-support ratio ∥θ⊥∥∥θ∥∥

= 9. Panel (b)
visualizes the distribution of the generated samples of Algorithm 2 (red) across the iterations. For comparison,
we also visualize the distribution of generated samples of Algorithm 1 (blue).

Figure 11: Nonlinear data structure experiment. We apply Algorithm 1 to data uniformly sampled
from a unit ball in R64. The objective reward function is f(x) = θ⊤x, where ∥θ∥ = 1. Left: Rewards
increase and converge with Algorithm 1. Higher guidance strength ∆ (lower regularization) results
in a higher convergent reward. Right: For the same reward, gradient guidance achieves a smaller
deviation from the unit ball compared to the naive gradient. This indicates that gradient guidance can
preserve data structure for nonlinear manifolds.

Total runtime (iterations) Per iteration No guidance

Simulation 3.8 min (50 iter) 76 min (1000 iter) 4.6 s 2.6 s
Image 1.3 min (5 iter) 15.8 s 4.9 s

Table 1: Runtime Efficiency of Algorithm 1. Red refers to the total time to converge. No guidance
refers to the time for one-time inference of the pre-trained model.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The introduction (Section 1) includes a paragraph “Scope and Contribution",
together with the abstract, clearly reflecting the paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations in Appendix B.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: All the theoretical results Lemma 1, Theorem 1, Theorem 2 and Theorem 3
provide the full set of assumptions, and the correspond proofs are in Appendix D.4, Ap-
pendix D.5, Appendix E.2 and Appendix E.3, respectively.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The main information of the experiments are described in Section 7, and the
details are provided in Appendix F.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The codebase is released at https://github.com/yukang123/GGDMOptim.git.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experimental details are provided in Appendix F.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The experiments that support the main claims of the paper provide error bars,
as shown in Figure 4, Figure 5 and Figure 6.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All information on the computer resources is included in Appendix F.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer:[Yes]

Justification: The research adheres to all guidelines and principles outlined in the NeurIPS
Code of Ethics, including considerations for fairness, accountability, and transparency.
Ethical practices were maintained throughout the study, ensuring compliance with all
applicable standards.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
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Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the social impacts of this paper in Appendix B.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
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Justification: All creators and original owners of assets used in this paper are properly
credited. The licenses and terms of use are explicitly mentioned and respected according to
their respective guidelines.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We release our code and models along with documentation at
https://github.com/yukang123/GGDMOptim.git.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.
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15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing or research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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