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Abstract

We perform a non-asymptotic analysis of the contrastive divergence (CD) algorithm,
a training method for unnormalized models. While prior work has established that
(for exponential family distributions) the CD iterates asymptotically converge at
an O(n~'/3) rate to the true parameter of the data distribution, we show, under
some regularity assumptions, that CD can achieve the parametric rate O(nil/ 2.
Our analysis provides results for various data batching schemes, including the fully
online and minibatch ones. We additionally show that CD can be near-optimal, in
the sense that its asymptotic variance is close to the Cramér-Rao lower bound.

1 Introduction

Describing data using probability distributions is a central task in multiple scientific and industrial
disciplines [1} 2 3]]. Since the true distribution of the data is generally unknown, such a task requires
finding an estimator of the true distribution among a model class that best describes the available
data. An estimator can be characterized at multiple levels of granularity: at the highest level lies
consistency [4]], a property which states that as the number of available data points increases, a given
estimator will converge to the one best describing the data distribution. At a lower level, a consistent
estimator can be further characterized by its convergence rate, a quantity upper—bounding its distance
to the true distribution as a function of the number of samples. A convergence rate can be either
asymptotic, e.g. hold only in the limit of an infinite sample size, or non-asymptotic, in which case
the rate also holds for finite sample sizes. In their simplest form, convergence rates are provided in
big—O notation, discarding finer grained information such as asymptotically dominated quantities as
well as multiplicative constants. These constants play a role in the so—called asymptotic variance of
the estimator, which is a precise descriptor of an estimator’s statistical efficiency. Convergence rates
and asymptotic variances have been the subject of extensive research in the statistical literature; in
particular, well-known lower bounds exists regarding both the best possible (asymptotic) convergence
rate of an estimator and its best possible asymptotic variance. These results set a clear frame of
reference to interpret individual convergence rates, and are routinely present in the analysis of modern
statistical algorithms such as noise-contrastive estimation [15, 6] or score matching [[7} 8} 9].

In this work, we focus on cases where (1) the true data distribution admits a density with respect
to some known base measure, and (2) the model class is parametrized by a finite-dimensional
parameter. In this setting, provided that the true distribution belongs to the model class, a celebrated
result in statistical estimation states that the model maximizing the average log-likelihood both
achieves the best possible asymptotic convergence rate (called the parametric rate) and the best
possible asymptotic variance, called the Cramér-Rao bound (see, e.g. [10]). While this result
shows that Maximum Likelihood Estimators (MLE) are asymptotically optimal, fitting them is
complicated by computational hurdles when using models with intractable normalizing constants.
Such unnormalized models are common in the Machine Learning literature due to their high flexibility
[L1L[12]; their weakness however lies in the fact that expectations under these models have no unbiased
approximation. For this reason, popular approximation algorithms such as unbiased gradient-based
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stochastic optimization of the empirical log-likelihood cannot a priori be used, as the gradient of the
normalizing constant is given by an expectation under the model distribution.

The Contrastive Divergence (CD) algorithm [[13] is a popular approach that circumvents this issue
by using a Markov Chain Monte Carlo (MCMC) algorithm to approximate the gradient of the log-
likelihood. Unnormalized models trained with Contrastive Divergence have been shown to reach
competitive performance in high-dimensional tasks such as image [[14, [15| [16]], text [17], and protein
modeling [18} [19]], or neuroscience [20]. A consistency analysis of the Contrastive Divergence
algorithm is delicate, however: indeed, the optimization error e.g. the difference between the estimate
returned by CD and the MLE, is likely to be non-negligible as compared with statistical error — the
distance between the MLE and the true distribution — and thus cannot be discarded, as often done
when analyzing estimators that minimize tractable objectives [8, [5]. Recent work [21]] elegantly
established asymptotic O(n’l/ 3)—consistency of the CD estimator for unnormalized exponential
families when using only a finite number of MCMC steps. Key to their argument is the fact that the
bias of the CD gradient estimate decreases as iterates approach the data distribution. However, as
noted by the authors, their work left open the question of whether and under what conditions CD
might achieve O(n~1/?)—consistency.

Contributions In this work, we answer this question by providing a non-asymptotic analysis of the
CD algorithm for unnormalized exponential families. While existing convergence bounds [21]] were
derived for the “full batch” setting, where the CD gradient is estimated using the full dataset at each
iteration, our analysis covers both the online setting (where data points are processed one at a time
without replacement), and the offline setting with multiple data reuse strategies (including full batch).

In the online case (Section [3), we show, under a restricted set of assumptions compared to Jiang et
al. [21]), that the CD iterates can converge to the true distribution at the parametric O(n~'/?) rate.
Our analysis reveals that CD contains two sources of approximation: a bias term, and a variance term.
These sources are almost independent of each other, in the sense that decreasing the bias by increasing
the number of MCMC steps will not decrease the variance. The impact of these two sources of
approximation transparently propagates in our resulting bounds: in particular, as the bias of the CD
algorithm goes to 0, our bounds recover well-known results in online stochastic optimization [22].
Finally, we study the asymptotic variance of an estimator obtained by averaging the CD iterates, a
classic acceleration technique in stochastic optimization [23[]. We show that provided that the number
of steps m is sufficiently large, the asymprotic variance of this estimator matches (up to a factor 4)
the Cramér-Rao bound.

Next, we study the offline setting (Section ), where the CD gradient is estimated by reusing
(potentially random) subsets of a finite dataset. We show that a similar result to the online setup
holds, up to an additional correlation term that arises from data reuse, and present several approaches
to control this term. We improve over the results of [21] by showing a non-asymptotic and near-
parametric rate at O((logn)'/?n~'/2) under their conditions, and also illustrate how different rates
can be obtained under a variety of conditions. Our results also show an interesting tradeoff between
the effect of initialization and the statistical error as a function of batch size.

In summary, we establish the near—optimality of a variety of Contrastive Divergence algorithms for
unnormalized exponential families in the so called “long-run” regime, where the number of MCMC
steps is high enough to ensure that the CD gradient bias is sufficiently offset by the convexity of the
negative log-likelihood.

2 Contrastive Divergence in Unnormalized Exponential Families

Unnormalized Exponential Families Exponential families (EF) [24] 25] form a well-studied class
of probability distributions, given by

py(da) = eV HOTRZWe(dz),  Z(¢) = [y e @e(d). M

Here, X > x is the data or sample space, which we set to be a subset of R4 for some d € N*, although
our results are readily extendable to more general measurable spaces. c is a measure on X called the
base or carrier measure. When X C R?, ¢ is often set to be the corresponding Lebesgue measure.
1) € U C RP is a finite-dimensional parameter called the natural parameter, and ¢ : R — RP
is a function called the sufficient statistics, which, alongside with the base measure, fully describes
an exponential family. Finally, log Z (1)), the log—normalizing (or cumulant) function, is a quantity
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ensuring that p,;, integrates to 1 over X'. Crucially, we will not assume that log Z(¢) admits a closed
form expression for all v). The latter fact provides the practitioner with a great deal of flexibility in
designing the model class: indeed, the only requirement that should be satisfied prior to performing
statistical estimation is to have Z (1)) < 4oc for all ), something that can be readily verified and
is often the case in practice. The drawback of unnormalized EFs is the fact that sampling (and thus
approximating expectations under the model) cannot usually be performed in an unbiased manner.
Instead, inference in unnormalized EFs is often performed using tools from the Bayesian Inference
literature, such as MCMC [26]]. Unnormalized EFs belong to the larger class of unnormalized models
127, 28, [7.16], of the form e~ Fw(®)=los Z(V)¢(dx), Z(1p) = [ e~ Fv(*)¢(dz), for some parametrized
function EFy, : R? — R referred to as the energy. Unnormalized models thus take the flexibility of
unnormalized EFs one step further by allowing the (negative) unnormalized log—density to be an
arbitrary function Ey, of = and 1), instead of requiring a linear dependence on % as in Equationm We
focus in this work on unnormalized EFs due to the multiple computational benefits they provide, as
explained in the next section, but we believe that extending our analysis to more general unnormalized
models is an interesting avenue for future work.

Statistical Estimation in Unnormalized Exponential Families using Contrastive Divergence We
now review the Contrastive Divergence algorithm, an algorithm used to fit unnormalized models, and
our main object of study in this work. The general setting is the following: we assume access to n
i.i.d. samples (X1, ..., X,,) drawn from some unknown distribution p*, which we assume belongs to
Py, e.g. p* = py+ for some yp* € W. Given these samples, we aim to perform statistical estimation,
e.g. find a parameter 1,, within W that should approach * as n grows.

The starting point of the Contrastive Divergence algorithm is the unfortunate realization that
Maximum Likelihood Estimation, which corresponds to minimizing the cross-entropy £(v) =
—E,,, log dpy/dc between the model p,;, and the empirical data distribution p,, :== 1/n) ;| dx,,
cannot be performed using exact (possibly stochastic) gradient-based optimization, as the gradient
V. L(1)) of L with respect to the parameter 1) contains an expectation under the model distribution
Dy . Indeed, the cross entropy and its gradient are given by

{E(w) = =5 i 6(X:) T+ log Z (1)
V¢£(¢) = _% 2?21 ¢(Xz) + ]Epw 0.

The second line follows from the well known identity Vy log Z(¢) = E,, ¢; we refer to [25|
Proposition 3.1] for a proof. The Contrastive Divergence algorithm circumvents this issue by
running approximate stochastic gradient descent (SGD) on £, where the intractable expectation
in Vy, log Z is estimated using an MCMC algorithm initialized at the empirical data distribution.
In more details, given a number of epochs T, a sequence of data batches B; ; of size B (e.g.
B;j € [1,n]B,1 <t <T,1<j< N[n/B]),and afamily of Markov kernels {ky, 1) € U} each
with invariant distribution p,;, at the j th minibatch of epoch ¢, Vy log Z(¢y,,_, ) is approximated by
+ Zz’eBt,j d(X[™), where X™ is produced by running the recursion X* ~ ky, (XF~1 ), X9 = X;

up to k = m. Throughout the paper, we will refer to the conditional distribution of X" given X as
k3 (X, -). The resulting gradient estimate arising from combining this approximation with the other
(tractable) sum over the data samples present in V., £(1)), which we refer to as the CD gradient and
denote as h;, is thus
1 1 & 1 5

his = 5 e, O — 55 XM =25 (60X —0(XM). G)
Key to the behavior and analysis of the CD algorithm is the strategy employed to generate minibatches
B, ;. The case where T' = 1, B = 1, and By ; = {j} will be referred to as online CD, while the
variant where T" > 1, and each batch B; ; draws B indices (with or without replacement) from
[1,n] will be referred to as offline CD. In online CD, each data point is present in one and one batch
only, while in offline CD, data points are reused across batches. From a statistical perspective, we
will see that online CD can be analyzed in a remarkably simple way, while offline CD introduces
additional correlations that require care to be controlled. Both settings come with their advantages and
drawbacks, as we will see in the next section. The CD algorithms we study will employ decreasing
step size schedules (1;);>0 of the form 7, = Ct—?, where C' > 0 is the initial leaning rate and
B € [0, 1]. We lay out online CD and offline CD in Algorithms and Note that our algorithms
include a projection step on the parameter space W to account for the case where ¥ is compact. In the
case U = RP, this step can be omitted. Next we depart from the setting of [21]] and start by analyzing
online CD.

@
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Algorithm 1 Online CD

Input: (Xq,...,X,) i Doy

Parameters: Model class {py,¢ € ¥},

Markov kernels {ky;,% € U}, number of

MCMC stegs m, learmng rate schedule
= B € , C > 0, initial

parameter z/JO

fort=1,...,ndo

Algorithm 2 Offline CD
Input: (X4,...,X,) Sy Do
Parameters: Same as Algorithm [I] plus
number of epochs T, batch size B, batching
schedule B, ;, initial parameter g o
fort=1,...,Tdo
forj=1,...[n/B] do

//Approx. sample frompy, , [Xt Jij ]% (X5, +) for i in By j]
Xtrn, ~ k:/? (Xt, ) htﬂ = B ZzeBt’] (¢( ) ¢(Xtmz j))
- til_ X m Vi < Ve j—1 — Nehej
b = 9() ~ 8XF) Pr,j = Projy (Y1 ;)
e 7/&7.1 — Nehy end for ’
wt «— Pro.]\ll(wt) end for
end for return 1
return i, T

3 Non-asymptotic analysis of Online CD

3.1 Preliminaries and Assumptions

Recall that the chi-squared divergence between two probability measures p and q is defined as:
q) = f(g—i(ac) — 1)?¢(dz) if p < ¢, and +oo otherwise. Here, p < ¢ denotes that p is

absolutely continuous with respect to ¢ and dp/dgq is the Radon-Nikodym derivative [29] of p with

respect to q. Let L?(py,) be the space of square-integrable functions with respect to p,. For a function

I € L*(py), we define

(J (S = Epy )W) by (,dy)) *py (d2)) 2
(J(F = Bp, )(@)?py (da)) "/

which is a measure of how quick a Markov chain with kernel £, mixes, relative to the function f

[30]. With these definitions in hand, we now state the assumptions required by our analysis of online

CD. These assumptions form a strict subset of the assumptions considered in prior work [21]], which
required additional regularity and tail conditions on the Markov kernels k.

alf, ) = “)

Assumption Al. P is a subset of a regular and minimal |25, Section 3.2] exponential family with
natural parameter domain D C RP, ¥ is a convex and compact subset of D, and 1™ lies in the interior
of U.

Assumption A2. There exists a constant C > 0 such that x*(py+,py) < CE [t — * ||

Assumption A3. o = sup{a(f,v), f € {di}i_, U{¢id;}} =1, © € ¥} < 1, where ¢; is the i-th
component of the function ¢, and ¢? is the i-th component of the function x — ¢(z)?.

A well known property of EFs [25] Proposition 3.1] is that their negative cross-entropy (against any
other measure) is C'*°, convex, and strictly so if the exponential family is minimal (meaning that
the set of sufficient statistic functions ¢; are not linearly dependent). Leaving aside the issue of
intractable expectations, this convexity suggests that £ can be efficiently minimized using stochastic
approximation algorithms [31, 22]]. The compactness of ¥ provided by Assumption [AT]thus ensures,
by the extreme value theorem [32], the existence of finite positive constants ;4 and L defined as:

o= minweqf )\min (V?pﬁ(’(ﬁ)) 5 L= maXqy,cw )\max (v?pﬁ(w)) ) (5)

where Vfbﬁ is the Hessian of £ with respect to 1. p (called the strong convexity constant) and L
(a bound controlling the smoothness of the problem) play a critical role in the analysis of convex
optimization algorithms [31]. While it is possible to obtain convergence rates in non-smooth or
non-strongly-convex settings, our analysis follows the spirit of [21]] by leveraging the strong convexity
of the problem to compensate for the bias introduced by using CD gradients instead of unbiased
stochastic gradients.

Assumption [AZ] allows link variations in distribution space to variations in parameter space, and
will be instrumental to control the bias of the CD gradient. Note that since (pw*7pw) =
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elog Z(29—97)—(2log Z(¥)—log Z(¥")) _ 1 provided that 2t) — 1)* € D (see [33, Lemma 1]), we
expect Assumption [AZ]to hold in many cases of interests. On the other hand, the possible exponential
scaling of C, w.r.t log Z suggests that this constant may be large in some instances.

Assumption [A3]is a restricted spectral gap condition: it guarantees that the time required by the
MCMC algorlthm to estimate expectations of ¢ and ¢? under p,, will be uniformly bounded. This
assumption is weaker than the (unrestricted) uniform spectral gap condition of [21]], which requires
that «v controls the convergence rate of all functions in L?(py,). Note that standard results in stochastic
analysis [34] guarantee that o < 1: thus, it only remains to ensure that « is strictly less than 1.
Spectral gaps are strongly dependent on two properties of distribution: their tail behavior and their
multimodality. While multimodality poses the risk of pushing the constant « close to 1, very heavy
tails distributions may not verify the spectral gap condition at all.

3.2 Results

3.2.1 Parametric convergence of online CD

In this section, we show that under the assumptions stated in Section [3.1] the iterates 1; produced
by the online CD algorithm described in Algorithm |1{will converge to the true parameter y* at the
parametric rate O(n~'/2). To do so, we follow a well known paradigm in convex optimization [22]
by deriving a recursion on the quantity &, := E ||ty — ¢*||*, which will allow, after unrolling, to
obtain convergence rates for the iterates ¢;. We aim to characterize precisely the impact of performing
CD as opposed to performing online SGD on £, which would consist of replacing the CD gradient h;
of Algorithm[I|by the unbiased (stochastic) gradient, given by:

ge(¥) = —o(Xy) + Vy log Z(¢) (©)

which satisfies E ¢;(1)) = V4 L(1)). The only stochasticity in g, comes from the sampling of a
single data point z; from the true distribution, which is unavoidable in the online setting, and we
have E||g:(¢*)||* = Tr(Cov,,,. ¢) = o2. o plays a key role in the analysis of Stochastic Gradient
Descent [22]. We expect that replacing g; by h; will introduce two sources of approximation: a bias
term coming from using a finite number of MCMC steps m, and an additional variance term, coming
from using a single sample Z}" to estimate V., log Z(1;). With that in mind, we derive a recursion
on ¢, in the following lemma.

Lemma 3.1. Let (¢1)o<t<n be the iterates from Algorithm l Denote §; =

¢ — Ep,. ol )2, and oy = (E o |0 = Ep,, 07 )Y/2. Then, lmder. Hand.forall

( Dy *
t

>

Ot < (1= 204fim—1 + 207 L*)6y—1 + 20762, 1 + 40} |log Z| 5 ., C O (7

where |[log Z||, . is a constant, fiy, ;= jt — a0y Cy, and Gy = (02 + 02 + 202a>™)1/2,

Lemma [3.1] is proved in Appendix which details the form of [log Z||5 ., a constant that
we expect to scale roughly as dL. Loosely speaking, this recursion suggests that as the learning
rate 7; goes to 0, the two terms scaling in 77 will be negligible, in which case we will have:
0 < (1 — 2mfim1—1)0i—1 < 04—1, yielding convergence of §, to 0. We make these arguments
formal in the next theorem. The reader familiar with the convex optimization literature will note the
similarities between this recursion and the one derived in [22], which would apply as is to online SGD
on L using g;. The difference between the two recursions is that the roles of the strong convexity
constant i and the noise o, are now played respectively by

~ ~2 2 2
fimt—1 =p—amo1Cy  and Gy, =02 + 0} + 207"

These two modifications respectively characterize the impact of the bias and the additional variance
introduced by the CD gradient. The last term in Equation (7} scaling in a"/2n?/5;, is a residual
higher order mixed term coming from relating the variance of the Markov chain sample 71" to o2,
This term can be easily controlled as done next, and disappears as m — co. Investigating the impact
of m in the recursion, we notice that as m — o0, fi,,; — p. As we will see later, this ensures
that CD will converge for a sufficiently high m. On the other hand, in that same regime, 7, ; does
not converge to o, but rather to (02 + o; )1/ 2, showing the irreducible impact of the variance term.
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While we precisely investigate the impact of the residual variance term in the next section, we now
unify o, and o; by introducing

¢ —E,, )2 ®)

o is an upper bound on the noise induced both by the CD gradient and by the online setup, and was
used in prior work [21]]. Note that by the properties of log Z, 02 also equals sup ¢y tr(ViE(zb)),
where tr(A) is the trace of A € RP*P, and thus finite by the extreme value theorem. The following
theorem is obtained by invoking standard unrolling arguments in the convex optimization literature.
In the next result, we use the function ., (t), defined as ., (t) = ”T_l ify# 0, and logt if v = 0.

Theorem 3.2. Fix n > 1. Let (¢1)o<i<n be the iterates produced by Algorithm (I} and define

8; == E |y — *||>. Moreover, assume that m > %, ie fim = p—amcCy, > 0. Then

under Assumptions|Al}[A2)and[A3] for n; = Ct=F with C' > 0, we have:

2 exp (4£C2g01,2g(n)) exp (—%nlfﬁ) ((50 + é) + 1Cs,, fo<p<l1
On <

! L ﬂ?nnﬁ’
— exp(2L2C'2) &fn ~92 2#0',,,0/2—1(") i
—e— (00 + 75 ) +20,,C° =, ife=1,

0 = supyey(Ep,

where G, = 02(2 + 202™) + a™/? ||log ZH% o C2 and L = (L? + a™/?)Y/2 | Consequently, if
Ny = % with an initial learning rate C' > 2ji.-}, we have \/6,, < 26,,Cy/ %ﬁ + O(ﬁ) .

Theorem [3.2] is proved in Appendix [D.3] It shows that the iterates produced by online CD will
converge to the true parameter * at the rate O(n~'/2) provided that the number of steps m is
sufficiently large, improving over the asymptotic O(n~'/3) rate of [21]], while imposing slightly
weaker conditions on the number of steps m (see [21, Theorem 2.1]). This proves that online CD
can be asymptotically competitive with other methods for training unnormalized models, such as
Noise Contrastive Estimation [[6], or Score Matching [7]. However, the asymptotic variance of 1),
(e.g. the multiplicative factor in front of the O(n~'/2) term) is likely to be suboptimal, e.g. much
larger than the Cramer-Rao bound, given by the trace of the inverse of the Fisher information matrix
[25]. Given the statistical optimality of MLE, and the fact that CD in an approximate MLE method,
this motivates the further goal or obtaining a CD estimator with near-optimal statistical properties. In
the next section, we achieve this goal by showing that averaging the iterates ¢, will produce a near
statistically-optimal estimator, in a sense that we will make precise.

3.2.2 Towards statistical optimality with averaging

Polyak-Ruppert averaging [23] is a simple yet surprisingly effective way to construct an asymptotically
optimal estimator v,, = % Z?Zl 1; from a sequence of iterates (1);)o<¢<n, Obtained by running a
standard online SGD algorithm [22]. As shown in [22]], when the objective is the cross-entropy of a
model, and assuming the unbiased stochastic gradients are available, averaging yields an estimator
¥ with the asymptotic variance tr(Z(¢*)~") /n, where Z(1)) := Covy,. ¢ is the Fisher information
matrix of the data distribution py«. Z(¢)*)~! being the Cramér-Rao lower bound on asymptotic
variances of statistical estimators [10], this estimator ), is asymptotically optimal. The following
theorem shows conditions under which averaging CD iterates can give rise to a near-optimal estimator.

Theorem 3.3 (Contrastive Divergence with Polyak-Ruppert averaging). Let (¢;):>0 the sequence of

iterates obtained by running the CD algorithm with a learning rate n, = Ct=5 for 3 € (%, 1). Define

thy = 2 >-i 1 Wi. Then, under the same assumptions as Theorem and assuming additionally

=
o 1—p)logn
that m = m(n) > (QHTQ"

(E|Wn—¢*||2)l/2 <9 /tr(I(thL*)‘l) +o(n~1/?)

Consequently, we have that lim sup,, _, ., nE(|[¢,, — @[J*Hz) < 4tr(Z(y*)h).

Theorem 3.3] alongside with a statement which includes the asymptotic order of the residual term,
is proved in Appendix [D.4] It shows that at the cost of an increase in computational complexity of
the entire algorithm from O(n) to O(nlogn), 1, will be a near-optimal statistical estimator of ¢*.

we have, for allm > 1,
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While this increase in complexity emerges from the bias of CD, the additional variance of CD results
in an asymptotic variance inflated by a factor of 4 compared to the Cramér-Rao bound.

Theorem [3.3] concludes our analysis of online CD. Despite their asymptotic near-optimality, the
bounds provided for online CD and its averaged version have weaknesses: the online CD iterates are
not robust to choices of C. On the other hand, as shown in Appendix the bound of the averaged
iterates contain higher-order terms that could be large in intermediate sample regimes. Next, we show
that offline CD, which processes data points multiple times, can alleviate these issues.

4 Non-asymptotic analysis of offline CD

In practice, CD gradient approximation schemes are commonly used within an offline stochastic
gradient descent (SGD) algorithm, where one is given the full size-n dataset upfront and each
update uses some stochastic subset of the data. We study CD under offline SGD with replacement
(SGDw), i.e. Algorithm with batches B; ; being i.i.d. uniform draws of size-B subsets of [n],
and include SGD without replacement in Appendix [B.2] To do so, we follow the setting of prior

work on offline CD [21], which established its asymptotic O(n’%) consistency. We show that by
slightly strengthening a moment assumption used in [21]], the offline CD iterates converge to the
true parameter at a near-parametric O((logn) in~ %) rate. Our proof proceeds by controlling a “tail
probability” term specific to the offline setting which characterizes the strength of the correlations
between the offline CD iterates and the training data. While, as we show, the assumptions of [21]
provide a tail control sufficient to obtain a near-parametric rate, other strategies are possible to obtain
convergence guarantees. In particular, we show that non-asymptotic convergence can be obtained by
either (1) relaxing assumptions on the Markov kernel required by prior work, or (2) making a specific
mixing assumption the Markov chain.

4.1 Background: Asymptotic consistency of offline CD in subexponential settings

Prior work [21]] has established asymptotic O(n~ %) consistency of the (averaged) offline CD iterates
in the full-batch case. We summarize their results and assumptions below.

Assumption A4. There exists v > 2 s.t. for all m € N, there is £, < 00 s.t.

m m vy\1/v
SuDgex supyey (B[R () — El(KF @)I]")"" < Ky
Assumption AS. There exists some C., > 0 such that, for all 11, ¥2 € W, sup,¢ y [[E[¢(K] (2))] -
E[p(K, (@D < Cmllthr — 2.

Assumption A6. There exist some 0,,,(,, > 0 such that, for any z € RP with ||z]] < G,
E[GZTW(KZE* (X)) =E[p(K L (X)) < eomlzl?/2,

Theorem 4.1 (Theorem 2.1 of [21]]). Assume assumptions[AI|A2] [A3) [A4](for v = 2),[A5|and[A6] Let
¢ 1 be the t-th iterate of offline CD with full-batch gradient descent and constant stepsize n, = C,
i.e the iterates produced by Algorithm 2| using By1 = [1,n]. Then for any learning rate C and

number of Markov kernel steps m satisfying jn — o™ oCy, — %(L +a™aCy)? > 0, we have, for
some A,, > 0,
1
SG
U vt
t=1

This result shows convergence of the averaged full-batch CD iterates to the true parameter in the
large n and T limit. As discussed, this result is asymptotic both in n and T": the probability of the

error exceeding Amn_% goes to 0 as n — oo and T' — oo, but at an unknown rate. Moreover, the
O(n~ %) does not match the optimal O(n~2) rate.

lim P (hm sup > Amn;’) =0
n—00 T— 00

4.2 Sharpening offline CD bounds in subexponential settings
4.2.1 Non-asymptotic O(n~'/2)-consistency

As a first result, we show that under the assumptions of [21] (except for a slightly stronger v > 2
. . SGDW . . . .
moment assumption in , 7 in fact achieves a near-parametric rate. The most general version

of our result holds for any learning rate schedule of the form Ct—#, 3 € [0, 1], and for offline SGD

91042 https://doi.org/10.52202/079017-2890



with arbitrary batch sizes B, with data drawn either with or without replacement across batches. For
simplicity, we first present our result assuming full batch (B = n, N =1 ¢SGDW wSGDW for
t > 1) SGD with constant step sizes 1; = C, which is the setting of [21] Analogue bounds holding
for the other mentioned batching and step sizes schedules can be found in Appendix [B]

Theorem 4.2. Assume the setup of TheoremH. 1} except that Assumptton @ holds for some v > 2,
and that fi,, = p—a™moCy > 4CL%. Let 6 GDW = EHi/JSFDW — Then, we have:

VR < B RE + o (B L) (T + ) O

where ElT’l, EQT’1 are functions decreasing exponentially in T, and C'(p, v, m, V) is a constant in
n,T. Consequently,

AmC
. SGDw e 2, (\/logn i)
Jim /07 SiﬁmCC(pw,m"If,ﬁ) N R

The precise values of all the constants can be found in Theorem (for Ef’l, Eg 1y and Lemma
(for C’(p,v,m, ¥, 3)), including their expressions for N > 1 and /3 € [0, 1]. We comment on the
main differences between our result and the one of [21]. First our bound holds for any epoch T" and
number of samples n. Second, fixing n but taking 7" — oo, the final bound matches the parametric
O(y/n) up to a y/log(n) factor, a significant improvement over the O(n ™3 ) rate of [21]. Finally, we
control an Lo error, which is a stronger control than a high probability bound by Markov’s inequality;
we hypothesize this is the reason why a slightly stronger moment assumption is required for our
setup, compared to the one used for the high probability bound in [21]].

Inspecting Equation[9] we notice the presence of two transient terms, and a stationary term, reminis-
cent of the structure of upper bound of Theorem [3.2] The transient terms (i.e. the ones containing
ElT’1 and EZT 1) vanish exponentially fast in the total number of CD updates 1. However, unlike in
online CD where the number of updates and the number of samples are tied (e.g. T' = n), these two
values are now decoupled, and these terms can be made arbitrarily small by increasing the number of
gradient steps 7" without having to collect more samples n. The stationary term, which is the only one
remaining in the limit of 7" — oo, decreases with n at a rate that is independent of hyperparameters
like the step size C' or the learning rate schedule 3 (see Lemma [B.3)). In that sense, offline CD
compares favorably to online CD, whose rate is sensitive to § and C, and averaged online CD, whose
bound contains higher-order (in n) terms which can be large in the moderate n regime. On the other
hand, the stationary term in offline CD is asymptotically suboptimal: its rate is larger (while only up
to a log factor) than the best-case O(y/n) one achieved by online CD algorithms, and the leading
constant does not match the optimal one.

4.2.2 Proof of Theorem[4.2]

The high level proof of Theorem [4.2] follows a similar strategy as the online one: first, derive a
recursion for the quantity 65¢PY := E[|¢7FPY — ¢*||2, then unroll it explicitly to obtain a final
bound on 6SGDW The main dlfference to online CD is the presence of an additional offline-specific
correlation between the iterates and the data. We thus break down the proof into three steps: (1)
deriving a controllable, uniform-in-time upper bound of the data-iterate correlations, (2) deriving and
unrolling a recursion on 5§?DW containing this new term, and (3) controlling that term to obtain a

final bound on 635",

Step 1:characterizing the data-iterate correlations in offline CD In offline CD, at each epoch
t > 1, the iterate wtsfll?f" and the data samples X; are correlated: this is because these samples may

have been used in previous epochs ¢ < ¢ — 1 to obtain the wEﬁDW, which themselves influenced
¥¢—1,1. With such correlations, we now have P(X;[¢fP)) # P(X;), preventing us from obtain-
ing an unrollable recursion on 6%GDW by first marginalizing X; out to obtain an upper bound of
E [||S§P — D] that only depends on [|¢fSP — ¢ |,
wtsf;f?f" to obtain a recursion as in Lemma As this problem would not have occurred had we used
“fresh samples” (e.g. i.i.d copies of X; not present in the training data) to perform our update, the
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core of the proof lies in controlling the following quantity:
B[ (K ysqow (X0)) [E552, Xi] = B[ (K sqme (XD) [05527]) |

where X7 is an 1.1.d. copy of X. (wi?DW) is the expected (over the data and iterates) error between
a quantity that allows to obtain a recursion (the rightmost term) and the one actually used by offline
CD (the leftmost term). To control it, we upper-bound it using a tail decomposition:

v v W yv=2 W
E[AWIE™)) < @+ (upEA WS> sup PAWIEP™) > 7 = 550, (e)”

SGDW —
2<n

n m,T;v
(10)
We invoke an additional assumption to ensure that (E[A(y$$P¥)])?/¥ is finite; in the results of
[21]], this is automatically implied by assumptions[A4]and For simplicity we assume the same

bounding constant K,y .
Assumption A7. There exists v > 2 s.t. for all m € N, &,,,, from moreover verifies
supyey (E||¢(KJ(X1)) —Elo(KZ (X)) < fvim -
Note the similarity of this assumption with assumption [A4} the only difference is that X is now a

random training point instead of an deterministic (arbitrary) one. Ensuring assumption[A7]in addition
to assumption [A4] thus requires controlling a v-th order moment, instead of all moments as implied

by assumption

Step 2: Deriving and unrolling the recursion on 67¢°"  The right-hand side of Equation

does not depend on ¢, allowing for the derivation of an “unrollable” recursion on 52?]3‘” and its
subsequent unrolling, which is performed in the following theorem. For simplicity, we again assume
B =0and N = 1 and defer the general case to Theorem [B.1]in appendix.

Theorem 4.3 (Convergence up to a tail control). Assume|[A]] ! [A2] [A3] [A4|and[A7] Let n, = C for
some C > 0, and assume that [i,, = p—a™moCy, > 4CL* . Then for any € > 0,

(5SGDW<ET1 5SGDW C (£8GDw 50 + S5ku,m e"5e By
+ anu( ) \/ﬁ fim C + L2C2

where e3SDY  (¢) is defined in Equation 1i

50+5Ky.m 50+5Ky,m

Note that in the general, non-full batch B < n case, — is replaced by —75" (see
Theorem . Under our bounds, obtaining consistency thus requires setting B = B(n) — +o0.

— 00

Step 3: Controllnithe tail probablllty term Theorem.3|is just one step away from the final

bound of Theorem it remains to control the tail term e5SDP¥ (). Under the assumptions of [21],

n mT v
SGDw

minimizing €).°%. ,(€) over e yields the following result:

2 »2
Lemma 4.4. Assume the setup of Theorem Let n € N be sufficiently large s.t. loi < rfj‘z.
Denote ry as the radius of the smallest sphere in RP that contains U, which is finite under Then

infeSGPV (¢) <

>0 vin,m,T
(vr—2)p
3om/p((v —2)p + 2v) —l_K/VAmQUTj’Q(T\IJ)(V;VQ)p (1 n 20m (v — 2)1/2 ) P \/logn-
V=2 ; omp'/2((v = 2)p + 2v)1/2 vn

To obtain this result, we control the moment term (sup, E[A (/7 $PY)]) using . and we control

the tail probability term sup, P(A(¥F$PY) > ¢) as in [21, Lemma 3.1] using an union bound, a
covering argument and [A6] Theorem -then follows by plugging Lemmad.4]into Theorem

4.3 Consistency of offline CD: beyond subexponential tails.

As discussed above, the general unrolling result of Theorem 4.3|holds without the subexponentiality
assumption this assumption was only used in Lemma [4.4| to control e5GP%. (€). We now
discuss two alternative ways to control this quantity without requiring subexponential tails. The first
generalizes the idea of Jiang et al. [21]], while the second exploits mixing of the Markov chain K" (z)
as m — 0o. As before we only state partial results (full batch, 5 = 0) and defer the full explicit

bounds to Appendix
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Control via Markov Inequality Our first alternative uses Markov Inequality to yield the following.
Theorem 4.5. Assume the setup of Theorem[d.3|and additionally that[A3] holds. Then

- (=2
inf £S5 1(0) < Clpyvim, V)0 THE TP

- _ (v—2)v 1
: SGDw / V2 (v— —
Th_r)rcl)o oY < C'(p,v,m, V) (n” 202 0-2m) + \/ﬁ)’

where C and C' are functions whose explicit expressions are given in Lemma in the appendix.

In the case p = 1 and v = 3, the sub-optimal error from Theorem[d.5|reads O (n~3/2). Theorems[.2]
and[4.5]reveal that, depending on the tail condition imposed on the noise introduced by the Markov
kernel, the convergence rate of offline CD varies: A subexponential tail, as assumed in prior work,
in fact leads to near-parametric rate. Meanwhile, consistency can be obtained without assuming
subexponentiality, albeit at a sub-optimal rate.

Control via Markov chain mixing. Alternatively, notice that E[A (1§ $P%)?] involves an average
ofE[gzs(K%EDw(Xi)?) | X, 0p5P] = E[6 (K fhanw (X7))[¢27P"]. When m — oo, the effect of
initialization vanishes, and one may expect the difference to converge to zero. We defer to Lemma|B.5]

in the appendix to show that, under a ¢-discrepancy mixing condition ([35]) with a mixing coefficient
a€l0,1),

. _(r=2)m . _w=2)m o+ Ko
HlEgESL,DT‘r)LV,T(G) = O(Hu;ma Sv—2 ) and lim 5%%1:)“' = O(Hv;ma 3v—2 4 #) .

€> T—o0
As m — oo, this recovers the parametric rate O(nil/ 2). This alternative convergence guarantee
comes at the cost of requiring m, the number of Markov chain steps, to grow with the sample size n.

Remark (Examples). In our main results (Theorems and[4.3)) and the tail condition for offline
SGD (Theorem[4.2)), we employed a weaker set of assumptions than those in [21]] (except for the mild
v > 2 moment assumption in (A4)). Consequently, our results apply to all three examples studied
in [21]]: A bivariate Gaussian model with unknown mean and random-scan Gibbs sampler, a fully
visible Boltzmann machine with random-scan Gibbs sampler, and an exponential-family random
graph model with a Metropolis-Hastings sampler.

5 Related Work

Central to this paper is the prior work of Jiang et al. [21], which provided a rigorous theoretical foun-
dation to analyze the convergence of full-batch CD, and which we refine. The study of optimization
with biased gradient descent has attracted a lot of attention in recent years [36, (37,138, 139]. These
works, while closely connected to ours, analyze algorithms with different implementation choices
than the CD algorithm: i.i.d. noise setup [36], or setup where a persistent Markov chain is maintained
through the iterations [36} 137, 138, [39]]. The latter is akin to a variant of the CD algorithm, called
the persistent CD [40]]. In contrast, our analysis focus on the CD algorithm that restarts a batch of
Markov chains from the data distribution at every iteration. Finally, there is a rich body of work on
convergence guarantees for offline multi-pass SGD [41}, 142} 143|144} 45| 146]. A notable difference of
our analysis is that we are primarily concerned with statistical errors associated with convergence to
the true parameter ¢)* in number of samples n, and not the commonly studied convergence rate in
number of epochs T'. Consequently, most of our work for the offline setup goes into handling the
correlations that accumulate by reusing data across epochs.

6 Discussion

In this work, we provide a non-asymptotic analysis of the Contrastive Divergence algorithms, showing,
in the online setting, their potential to converge at the parametric rate and to have near-optimal
asymptotic variance, and proving a near-parametric rates in the offline setting, significantly extending
prior results. Our results apply to unnormalized exponential families: despite their flexibility, these
models only cover log-densities with linear relationships on the model parameters. We believe that
extending our results to more general forms of unnormalized models is an important direction for
future work.
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Supplementary Material for ''Near-Optimality of Contrastive
Divergence Algorithms"

The supplementary material provides the proofs of the main results of the paper:
Section [B] states full explicit bounds for the offline CD algorithm.

SectionE]collects a list of useful tools for our proofs. These include the properties of ., introduced
before Theorem [3.2)in the main text, as well as several contraction and integrability results.

Section [D] provides the proofs for the online CD algorithm.
Sections [E} [F] and [G] contain the proofs about the offline CD algorithm and the tail control.

A Notations
Throughout the proofs, we will denote by P the following operator from L3(py) to itself:
Py f(@) = [ K7 (') f (@ )po(a)da. (1)

Here, k™ (x, z') is the m-iterated version of some Markov transition kernel ky,e.g.

ki (z,2') = /kd,(a:,ml) by (@2, 1) - kg (T—1, @)y AT (12)

Projy : R? — W denotes the projection operator onto the convex set ¥, e.g.

Projy (1) = argmin ) — v/ .
P’ ew

We also frequently use the following function, used in standard convex optimization results [22].

Pl fy £0)
Sﬂv(t) = K 1 v
logt ifvy=0

which is defined on R \ {0}.

B Additional results for offline SGD

In this section, we provide the full statements on error bounds for SGD with replacement (SGDw),
SGD with reshuffling (SGDo) and tail moment bounds, which complement the results in Section 4}
Proofs are deferred to Appendix [F] which make use of L, approximation by auxiliary gradient
updates derived in Appendix [E]

Notations Denote the SGDw iterates by (¢7$")en j<n and let X] be an i.i.d. copy of X;.
Throughout the remaining of the appendix, we define given € > 0 and n € IN

Iy (B[o (K, (X0) [X6 w590y ] = B[o(Knkap. (XD) [0550r]) |
95GDW ()= sup P LI =g > €.
o te[T) n
JE[N]
= SFPP(A(wsg;DW) > €)
J
and 19733,?%(6) analogously. Using these notations, we can redefine the quantity si%%‘i;y(e) in the
v—2
main as e5G0%. (€) == \/ €2 + k2., (05GP (€)) 7
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B.1 An explicit finite-sample bound for SGDw

. 2 .
In the result below, we write 5§?DW =F H tsg’DW —¢*||” and, for a fixed € > 0, the quantity

50 + 5K v=2  50+5kK
APV =Dy 0+ T e, (Bp(0) T 4 T

Theorem B.1. Assumel|Al|(where ¥ may be non-compact), and@ Let 1, = Ct=" for

some B € [0,1] and C > 0, and assume that m > % St fin = pp—a™oCy > 0asin
Theorem Then for any € > 0, 4 /(5%(73]\1,)“’ is upper bounded by
AmCN
T.N [58GDw | (1,9GDw (€ @+l N-1 TN
By 00 TCoFT\ e T N1+ fumC) o p2cen (T4 1) By
1
fOVﬁ - 5 )
2C2\N-1 2L2C%N
T.N [£SGDw SGDw 4 BN(1+55)" e log(T' + 1)) _
EPN SO0 + CoSGP (g + T O forB=1,
2841 _amC 2 i C)N-1 B
E?N /6§%DW + Co SGDW(; C e2(1-5 (T+1>5 + 3 (1+Hmf2)02 (T +2) E;,N) otherwise

where ElT N and EQT N are two decreasing functions in T' defined by

E?’N = exp (1 — NimCp1_g(T+ 1) +

TN
E,

CQ
p1-25(T + 1)) ;

“’”%1 S(T+1) + 2NL202<p1 25(T + 1))

= exp (

We emphasize that the full result above holds for any 8 € [0, 1], which in particular includes the

constant step size 5 = 0 regime considered by [21]. When 8 = 0, for Ef’N and E; N to decay to
zero as T' — oo, we additionally need the condition

_ 2
fin = p—a™oCy > 4CL* .

This is almost identical to the condition used in [21, Equation 2.5, Theorem 2.1], except that 412
gets replaced by %(L + Ozmdcx)z. Notably this says that an additional step size condition is needed
for our results to hold in the constant step size regime, but not necessary for a decreasing step size.

B.2 Results for SGDo

SGD with reshuffling (SGDo, also called SGD without replacement) is an optimization scheme that is
also widely used in practice compared to SGDo and online SGD. In the context of CD, it corresponds
to Algorithm 2 with batches chosen as

(Bi1s---,Bin) =7({1,...,n}),

where 7 is a uniform draw of the permutation group on n elements. We denote the iterates of SGDo

(5P ten,jen- Analogously to ¥3GPY., we define, for X{ an i.i.d. copy of X, e > 0andn € N,

the tail probability term

sy =y L 5]l MBI, )
Je[N]
Also denote 5605, (€) = y/e? + #2, (95505.(c) 7 and oSGPY = SGDg (o) 4 222

VB

The following result says that ¢ 7P enjoys exactly the same convergence guarantee as 17 ;> in
Theorem 3] The statement is identical to that of Theorem [B.T]and is stated in full for Completeness
see Appendix [F2] for the proof, which is a slight adaptation of the proof for Theorem [B.1} As before

we write 52?130 =F H¢§(J}Do — ||2
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Theorem B.2 (Convergence of CD-SGDo). Assume [Al|(where U may be non-compact), [A2} [A3]

and@ Let n;, = Ct=P for some B € [0,1] and C > 0, and assume that m > %

St fim = pu — a™oCly, > 0 as in Theorem Then for any € > 0, \/(SSTS}? is upper bounded by
_AmCN_
BTN [55600 4 CoSGPo de (T2 +2N(1+ i, C)N-1 (T +1) BTN
Mmc Mm 80%7[‘202]\] 2
1
forﬁ - 5 )
2c2\N-1 9212¢2N
T,N /sSGDo SGDo [ _4 3N (1+ &) e log(T + 1)) B
E \/(57—1-00 (ﬂmC+ T 1 )EnCNI2 forB=1,
2B+1 mC B8 N—1 8
E?N\/(;g%i])o + Co SGDO(% 271 Ry 42 a +Mmfz)c2 T+2) Ey N) otherwise |

where Eip N and EQT N are two decreasing functions in T’ defined by

2012

c
p1-25(T + 1)) :

e
ETN = exp( AL 5(T+1)+2NL202@1 2/3(T+1))

ETN = exp (1 — NjimCo1_p(T +1) +

Remark. We also remark that existing works [47} 48] show that the standard SGDo typically gives
a faster convergence rate in 7' than SGDw. An analogous result for the CD setup would involve
additional technical hurdles of jointly controlling the correlations across minibatches and from reusing
data samples, and we defer this to future work.

B.3 Explicit tail control

We now provide the full explicit tail control bounds. All results in this section hold directly for
EIS/(;V;LD’I’g r(€) and 5%%\1,30, and we omit them here. In the result below, we denote ry as the radius of

the smallest sphere in IR? that contains W, which is finite under [AT}

Lemma B.3. Assume@and @ Let n € N be sufficiently large s.t. k’% < Z‘)’Jrn m_ Then

eSOV (o) <

€50 vin,m,T
(v—2)p
3Um\/ p((l/—?)p—}—ZV) +f€y<m2uT:’2(T\p)(u;fz)p (1 QCm(V—2)1/2 ) v Viogn .

Vr—2 i omp'/2((v = 2)p + 2v)1/2 vn

In particular, if we additionally assume the conditions of Theorem[B1} we have
: Viogn
TlLI)IClx) 6%?]\]?“/ S C/(p,V7m7\I/,ﬁ)( \/* +7)
where
1 m
C'(pyvm, 8,5) o= It 50m)
(v=2)p
30m/p((v —2)p +2v) (v—2)p ( 20, (v — 2)1/2 ) o7
X ( N + Ku;m22 = (T‘I!) 2 1+ omp /2 (v — 2)p + 20)1/2 :
Lemma B.4. Assume the conditions of Theorem{.3|and additionally that[A3] holds. Then
(v—2) _v=2 (v-2) _ (v—2)v
Inf ey p(€) < (3Cm + w12 (re) 2O 2 3 B GAEn
. SGDw\1/2 _ Au — —1/2
lim (675°™)"° < C'(p,v,m, ¥, B)(n 20%+w—2m + B~1/2)
T—o00 ’

where

2)p _v=2 (v—2)p

3Ch + K2 (rg) T Cr 7 355

8(1 4 50 + 5km) (

' U =
(p> v,m, ) fim
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The next result considers a ¢-discrepancy mixing condition ([35]), which is a mixing assumption on
K" but with respect to a specific test function ¢, and we impose it uniformly over 1 € . We also

recall that X f’ ~ Dep-
Lemma B.5. Assume that there exist & € [0, 1) and Ck > 0 such that, forally € Vandx € X,
E[¢(K (2))] — E[g(X])]| < Cxa™. Then

. _(w=2)m
inf.sg sf;Gn]?y‘,fL”T(e) < (1 + 2% Hym(CK) ez )a 3-2

In particular, if we additionally assume the conditions of Theoremd.3} we have

lim ,/05GDv < L((l + 25 by (C) 5 )& 573 + %) .

T—o00 ’ pn—amoCy

C Auxiliary Tools

C.1 Properties of ¢,
The following lemma collects some identities used in [22].
Lemma C.1. ¢, satisfies the following properties:
(i) @~ isincreasing on Ry forall v ;
(i) gov()<t fory >0, and p,(t) < for’y<0
(iii) 1-p(t) =t for p € (0,1] ;
(iv) py(t) — oy (L) > 227 forv € (0,1] .

The next lemma provides some additional results on ..
Lemma C.2. ¢, satisfies the following properties:

(i) @~ is positive ont > 0 and increasing for every v € IR;
(ii) For1 <t; <ty and 3 > 0, we have

to

propltz +1) —prop(t) < 37, 177 < 2(p1-p(t2 +1) — p1-p(t)) -
If instead B < 0, we have
%(9017[3(152 +1) —p1p(t1)) < Zz;l 77 < prplta+1) —prp(ti) ;
(iii) For1 <ty < tgand~ # 0, we have
070 < oslta) = pq(t) < 137 ify>1,
7 < p(te) — o (h) < 077 ify<1;
(iv) Let 1 < t; <tyand k,8 > 0. If k # 1 and a > 0, we have

ANVAN

t _ to 4+ 1 max{xk—_3,0}
Zt;l (t+1) B exp (a P1-r(t — 1)) < % exp (a P1-r(to + 1)) ,
and if k # 1 and a < 0, we have
t _ to+1 max{x—03,0}
Zt;l(t +1) B exp (a gplf,i(t)) < % exp (a wl,ﬁ(t1)> .

Proof of Lemma@ (1) follows from checkmg ~v > 0,v = 0and v < 0 respectively. The first set
of bounds in (ii) follow by noting that ¢ — ¢t~# is decreasing for 3 > 0:

t
St > / tBdt = o1 gty +1) — o1_p(t1)

Zz;lt ’ <2Z (t+1) < 2/ +1)7Pdt = 2(p1plta+1) —p1-p(t1)) -

tll
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The second set of bounds follows from noting that ¢ — ¢t~ is increasing for 5 < 0:

to -8 1 to -8 1
Zt:tl tr 2y Zt:tl(t +1)77 2 2 /t1—1

t _ t2+1 _
S P < / tPdt = o1 plta+1) —o1_g(t1) .

t1

P = Lot + 1) — proa(h)

For (iii), we note that for v # 0,

‘Pw(t2) _<P'y(t1) = )
so by the mean value theorem,

infy, <p<e, 770 < oy (t2) — @y (t) < SUDy, <4<t, ot

The desired bounds then follow from an explicit computation of the infimum and the maximum in
each of the two cases v > 1 and v < 1.

For (iv), we first consider the case x # 1 and a > 0. Then

t _ __a_ t _ at! =+
Zt;l(t +1) Pexp (apr_n(t—1)) = e = Zt;l(t + 1) Pexp ( )

11—k

__a_ t+ 1)~ t - G
< e” T-F maxy, <¢<t, (ﬁ) Ztitl (t + 1) " exp (i - H)

a 11—k
<Rty 4 )P0 ST () e (§) -

11—k
Since, for z > 0, z + (2 + 1)~ is decreasing and = — exp(axz'~"/(1 — k)) is increasing, we have
that fort; <t <ty andz € [t,t + 1],
t+1)™" <z7F and exp(at' /(1 — k)) < exp(az'™"/(1 —K)).
This implies that

S+ D exp (01 alt — 1))

a t+1 11—k
et N
t

t=t, 1—x
a to+1 11—k
_ (t2 + l)max{n—ﬁ,O}e— 2 / " exp (ax ) de
th 11—k

(to + 1)max{n—B.0} 4 altprnl=*
—_— e 11—k e 11—k

IN

a
to 41 max{xk—03,0}
= (2 A VPP exp (a ©1-r(ta + 1)) .

a

The main difference in the case k # 1 and a < 0 is that we now use = — exp(a(z + 1)1 7% /(1 — k))
is decreasing to obtain, for t; <t < tg and x € [t,t + 1],

exp(a(t +1)' /(1 = r)) < explaz’ /(1 - ).
A similar argument then yields

S, ()7 exp (aprn(t))

a

11—k
< (tg + 1)max{n=p.0} =125 Zz;l(t + 1) "exp (711(1: 1) )

11—k

11—k
" exp (alx )da:

— K

to+1

a

< (t2 + l)max{nfﬂ,o}ef 17N/

t1
max{xk—0,0}

— % (exp (api—x(ta +1)) —exp (a p1-x(t1)))
max{xk—0,0}

< % exp (aﬁpl—n(h)) .
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We also need the following lemma, which is useful for controlling the accumulation of errors from
the noise terms over iterations.

Lemma C.3. Foranya,b>0,T,N € Nandk, 3 > 0 such that bt=P—at—" < 1foralll <t <T,
we have that

I, (1=t P +at™)N < exp(—bN@1_p(T +1) +aN gi_o(T + 1)) .

Moreover, for any ¢ > 0, we have that

T N _ ke T _ w
Dot C(Zj:l(l—bt b tat )) [T, .. (1-0s P4 as™ )N

bN
<Qurexp (=S orp(T+1)+4aN o1 o(T+1)) Q2

where
22¢+1(T 4 3)ymax{5—(,0} bN .
_ b o (qrpmrms)  UBAL>0,
Q1 = .
2N o1 _¢cqony2(T + 1) exp ( -5 w1-8(T + 1)) iff=1orb=0,
and

3¢(1+a)N-1

Q2 = 2a
2N(1 +a)V—1 O1-¢—2on(T+1) ifc=1lora=0.

(T + 2)max{x=¢0} ifk#landa >0,

In the special case ( = 3 =1 < k, we have

T N _ il T _ .
S (b et ) T (1= bs ™7 as )Y

IS
o
2

< -+

4
b

Proof of Lemma[C.3} By assumption, bt —# —at™" < 1forall1 <t < 7T.Since0 <1—z<e™®
forall x < 1, we have that forany 1 <t <ty < T,

t — —Kk\N t — t —K
H;tl(l—bt Fpat=—™)N < exp(—bNth_tlt B—i—aNZt;lt ) (13)

Applying this to the first quantity of interest followed by noting that a, b > 0 and using Lemma[C.2[(ii),
we obtain the first bound that

IN

H;(l — bt P at=)N

T T .
exp(bNZt_lt ﬂ+aNZt:1t )

< exp ( —ON p1_g(T + 1)+ aN o1 (T + 1)) .

A

For the second bound, we define

to = sup {t <T ‘ g < at’(“’ﬂ)} )
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Then by noting that 1 — bt=” + at=" > 0 for all 1 < ¢ < T again,we can bound the quantity of
interest as

S (Zjilu —bt7F + at*”)f’l) Him(l —bs™ " +as™)N
= Z;Oﬂ ¢ (Z;V:l(l —bt™F + at*“)jfl) Him(l —bs P +as)N
# (TLya (1= b5 +as7™))
(S (S0 o ) TE 0 )
C S L (S 0 ) T T 2
+ (HST:th (1 B gS_B)N) (220:1 t¢ (Z;\;(l + at_“)j_l) HZO:tJrl(l + as‘“)N)
< Ny I (- s

:251

N+ a)Nﬂ % (Hfzt(ﬁl (1 B 357B>N) % (Ziozl ¢ HZU:t+1(1 + asiﬁ)N) ’

=:S3 =:S3

In the last line, we have used that 0 < 1 — gt_ﬁ <lfort>tg+1landl+at ™ <1+ a. To
control the three quantities, we first note that by (13) , we have

Sg < exp ( — % Zf:l 375> exXp <g Ziozl 37/3)
(@)

bN T _ t —
< exp ( -5 25:1 s 5) exp (aN Z::l s m)

®) bN
< exp (= o1 p(T+1) +2aN g1 (T +1)) .

In (a) above, we have noted that g < as~ (=B for s < ty; in (b), we have used ty < T and
Lemma[C.2[ii) with a, b > 0. In the special case 3 = 1 < k, the above yields

bN

_ —(r—1)
Sz <(T'+1)" 2 exp (2aN w)

k—1

bN  2aN
2 er—1 |

<(T+1)"

We now control S2. By (13) again, we have

Sy < Ziil t=¢ exp (aN ZZ;_H s"’“)

T _ T _
< thl ¢ exp (aN Zs:t+1 s K)

(e)
< exp (2aN301,N(T + 1)) X (ZZ;I t~Cexp ( —2aNy_x(t+ 1)))

(d)
< 3%exp (2aN@1 (T 4 1)) ijl(t +2) Cexp (—2aNp1_(t+1)) .

In (c) above, we have applied Lemma|C.2(ii); in (d), we have noted that sup,cy (t + 2)° /t# = 3°.
If kK # 1 and a > 0, we can apply Lemma iv) to get that

3¢
2aN

Q
- N(1+a—42rc)N—1 exp (2aN¢1—(T + 1)) .

Sy < (T 4 2)max{n=60} exp (2aN@1 (T + 1))
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If K = 1 or a = 0, the bound from (c) above reads
Sy < exp (2aNg01,N(T + 1)) ZtT:l o (t+ 1)_2aN
< exp (2aN¢y— (T + 1)) ZT t—¢—2aN

t=1
<2¢1-¢—2an(T +1) exp (2aNg01,,i(T + 1)) = ﬁ exp (2aN<p1,,i(T + 1)) ,
where we have used Lemma [C.2(ii) in the last line. Now consider the special case with { = 1 < &,
the bound from (d) becomes

Sy < 3exp (QaNgal_,i(T + 1)) (Zle(t + 2)*1 exp ( —2aNp1_,(t+ 1)))

_ —(s-1)
< 3exp (20N %) ST+

< 36+ log(T + 1) .

We are left with controlling .S;, which follows from a similar strategy as controlling So:
r ~¢ _WNST s
S1 @ Zt:t0+1 t " exp 2 Zs:tJrl §

T bN T _
<Dt Cexp(— 7Zs:t+18 '8)
(@) bN T ,_ bN
< exp(—Tgol_,@(T—i— 1)) Dot S exp (7 cpl_g(t—i—l)) (14)
bN T _ bN
<aexp (= s+ 1) X, (t+3)Cexp (2 prplt+1)) .

In (a) above, we used Lemma[C.2{ii). For 3 # 1 and b # 0, we can apply Lemma [C.2{iv) with
g > 0 to obtain

bN (T + 3)max{#—¢,0} bN

Sy <4 exp(— 7@1—B(T+1)>TQXP (7@1—/3(T+3))

2¢+1 max{B8—¢,0}
_ 2T +3) exp ( bN ((T+3)1—ﬁ (T + 1)1—5))

bN 2(1-p)
(b) 92¢+1( 4 3)ymax{s—¢,0} bN @1
< = b (s grrm7) = N

In (b), we have used Lemma|C.2{iii) with 1 — 3 < 1. Meanwhile, if 8 = 1 or b = 0, we have

bN T ,_
S < eXp(—Twl—ﬁ(T—Fl)) S )N

b T
< exp (= erp(T+ 1)) 3, - CHN2
Q1

bN
< 2p1 ¢cyony2(T + 1) exp ( -5 o1-5(T + 1)) =2

For the special case with ¢ = 8 = 1, the bound in (T4) becomes

S1 < exp ( - bTN wo(T + 1)) ZtT: t~Lexp (67]\7 ot + 1))

=T+ Y )T

N

< T+, 0
(¢) bN/2 _
<AT+1) Fow(T+1) = 20T+1)"F 7(T+BV/2 - <

In (c), we have used Lemmaii) for both the case 1 — % <0Oand1— % > 0.

Combining the bounds for the general cases, we obtain the first desired inequality that

T N _ i T _ .
S (= et ) TTL (L= bs ™ as )Y

b
< Qutexp (= 5o p(T+1) +up (T +3) +4ap (T +1)) Qs .

https://doi.org/10.52202/079017-2890 91057



For the special case ( = § =1 < k, 7y, combining the earlier bounds gives

T _ N _ i T _ r
Zt:lt C(Zj:l(]‘_bt Pt aty 1) H52t+1(1_b3 P tasT)N

<

C.2 Contraction and integrability results

The next result is a standard result in convex analysis, needed to handle projections performed in
Algorithms[T] and 2]

Lemma C.4. Let ¥ a be convex subset of RP. Let Y* € V. Then, for all b € R?, we have:
[Projy (¥) — ¢*|| < [l — o7
Proof. We have:
1 — 9| = [l — Projy (¥) + Projy (¥) — v*|®

= || — Projy (v)|1> + 2 (1 — Projg (¢), Projy () — ¢*) + [[Projy () — |
Since by [49, Proposition 1.1.9], we have:

( — Projy (¥),9" — Projg (¢))) <0
for all 1)’ € W, we can use this inequality at 1)’ = )* € ¥ to obtain:

Il = ¢*|I* > [|¢ — Projy (4)|I”
and the result follows by taking the square root. O

We now state two lemmas that guarantee an amount of integrability sufficient to our analysis.

Lemma C.5. Let p,q € P(X) such that 3—5 exists, and such that x*(p;q) < +oc. Assume that
f € L?(q) Then |E, f| < +oo.

Proof. By assumption, f € L?(q). Moreover, x%(p, q) < 400, and thus we have j—g — 1€ L?q).
Thus, the inner product is finite, and

F(L—1)dg| =| [ rap— [ fdg| = [E,f —Eof| = M < +o0
(@)l =| [ s~ [ sad
— M — |E,f| <E,f < M +|E,f|

Lemma C.6. Forally € U, for allm > 1, and for all k > 1, we have:

E,,. |Pro|" < +oc

P>

Proof. By analycity of the log partition function ¢) — log Z (), we have [ H(;SHI’C dpy(x) < 400
for all b € U, and thus, the function = — ||¢||" () € L?(py,) for all 4. Consequently, P&”Hqﬁ”k €
L?(py). We can apply Lemmato PR |é]|" to obtain Ey« P™||¢||* < +oo for all k& > 1 and for
all m > 0. As a by-product, we obtain P} 6" e L2(py+), and thus so || P™¢||". O

The following lemma is used multiple time in our analysis.

Lemma C.7. Assume Let q be a positive integer. Let f = (f1,..., fy) such that f;, €
{pi Y U{ig;} ._, for k € [q]. Then, for all i) € ¥, we have

ij=1

1/2
By, [Py (f = Ep DI < a"Co (Epy [IF = En, £I°]) o= w7
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Proof. Let us note first that

1y P (F — Ep 1) | 22( [P (= Br) (x)(pw*(x)—pw(x))d%‘)

— b
dp? ? -
2/ (i) p¢<w>d$> S 72 =By ) st

< X2 (P> Py+) ZHPw — By, fi) ||L2(m>

=1
(© 2m 2
< a™x p’l[))p’(lJ z;”fz Epﬂ fZHL2(p1/,)(]Rd)
2 a2 = P Epy ||f — Ep S
Here, we used the fact that P$ admits p,, as an invariant measure in (a) [34, Eq. (1.2.2)], the
Cauchy-Schwarz inequality in (b) O

C.3 Miscellaneous

Lemma C.8. Let f : ¥ — IRP be a differentiable function in the interior of ¥ C RP. Fory € VU,
define omin (V) = infoey joj=1 0"V f(¥)0 and omax (1) = SUPgew, o) =1 0TV £ ()0 with respect
to the Jacobian matrix ¥V f (1). Then for any 11,102 € U, we have that

infyew omin(¥) < (1 — )" (F(1) — F(¥2)) < SUDy ey Tmax (V)

Proof of Lemma|[C.8] By the mean value theorem, there exists some a € (0, 1) such that

(b1 —P2) T (F(1) — F(ih2)) = (1 —b2) T (F(L x 1 40 X ha) — (0 x b1 + 0 X )
= (Y1 — ¢2)va(a1/11 + (1 = a)2)(1 — 1b2)

2 (Y1 —2) " 1 — Y2
= V ayr + .
Plugging in the definition of oy,,x gives the desired upper bound and similarly o,,;, implies the lower
bound. O
D Proofs for Online CD
D.1 Auxiliary Lemmas for Online CD
We recall the following notations used in the next lemmas, namely oy = E, |¢ — EmﬁHQ’

Oy = Oy+ and 0 = SUpy,cy Oy-

We now provide two intermediary lemmas necessary to analyze the impact of variance in the CD
gradient. The strategy is similar in both of them: we change the integration from py« to py to
obtain contraction, at the cost of an additional term scaling with C, ||¢) — ¢)*||. We obtain exact
constants that we choose to describe in terms of the smoothness parameters of the problem, e.g. the
k" derivatives of the log partition function log Z, which, for & > 2, equals the k" derivative of the
negative cross-entropy model w.r.t p,«.

Second Moment convergence The following lemmas guarantee the second moment of a sample
from k;j]fpw* approaches the second moment of a sample from the target distribution p,;.

Lemma D.1. Under[Al}[A2)and[A3) for all i € ¥, we have:
’Epw* PzZnH(b”Q - Ezw ||¢H2‘ <a™Cy 19 — ]| ||log ZHl.,oo

https://doi.org/10.52202/079017-2890 91059



where

14
|log Z||, ., = sup 2(433 log Z()?0% log Z (1)) + 207 log Z(v))* + 40} log Z (v))93 log Z (1))
’ Ppew

i=1

+ 0} log Z(y))/? < +oo
Proof. Applying Lemmato each f; = ¢?, we have
m m o\ 1/2
‘Epw* Pw ¢12 - Ezw‘ﬁ?’ =« CX ”w - 1/)*H (]Epw (¢$ - ]Epw(b?) )

m 1/2
=" Cx [ = 7| (Bp, &) — (Ep,, 7)°)
We map the two moments to derivatives of log Z(v), since the k*" derivative of log Z (1) is the k*"
cumulant. It can be shown, using the multivariate moment to cumulant mapping, that

E¢4:310g24+6810g228210gZ ?log Z\* 4810gZ(9310gZ dtlog Z
O o O} 02 o 0UF o
= 0; log Z()" + 60; log Z(1))*0 log Z(v) + 307 log Z()* + 49; log Z(1)9} log Z (1))
—l-aflogZ(w)

where Of log Z (1)) denotes the k" derivative of log Z with respect to ;. On the other hand,
B¢} = 0; log Z(1))* + 9} log Z (1))
= (E¢})? = 0} log Z(¢))" + 20; log Z()?0} log Z(¢)) + 87 log Z(¢)?
implying
Ep, ¢} — (Bp2 ¢7)* = 40; log Z(1))*07 log Z(v)) + 20 log Z()* + 49; log Z(1)9; log Z (1))
+ 0} log Z()
The result follows by summing over ¢, since:

d m
SlP| < 32 [Epy. P67 — Ep, 6|

Note that ||log Z|, ., is finite since ¥ is compact and log Z is analytic. O

Epy. PI 1l — Ep,

Squared First Moment convergence The next lemma provides convergence (in squared absolute
value) of the first moment of the m-iterated Markov kernel k;gl.

Lemma D.2. Under[Al}[A2)and[A3] for all ¢ € ¥, we have
2 *
1By, P61 = |[Ep, o]*| < a™0% + Cya™* 1o Z o 14 — 47|
where
0} log Z ()0} log Z(v)'/*

1o 2l . = sup Y1, (F(0)0F log 2(w)) " +2
S

and
F (1) = 1507 log Z(1)® 4+ 1007 log Z(1)* + 1597 log Z (1)0; log Z () + 8% log Z (v))
Proof. We have:
(Ep,. Pjr¢:)* = (Ep,. Pty — Ep, ¢ + By, 65)°
= (Ep,. P i —Ep,¢i)* + 2B, ¢ (Ep,. P ¢ — Ep, 6;)
+ (Eygi)®
— [Ep,. (PY60)? = (B, 60)%] < |(Epy. P (61— B, 60))”]
Ay

+ 2 ‘Epw(bi Ep,. pP™ ((bz - Epw(bi)’
Az
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where

dpy+
A1 = Ep¢<P$(¢i B ]Ew(bi))Q +Ep, <(P$¢z - Epw¢i)2 ( dl;;: - 1>>
A1

Ay 2

(a)

< a2mE¢(¢i - ]Epwqbiy + CX ||¢ - ¢*H (]Epw (Pm(¢z - Epw¢i)4)
(b)

< 2™y (¢ — Byn)? + Cy | — 0¥ || (Bp, P™ (61 — Bp, 60)2) ™ (
(c)

< QM Ey(¢ — Eyi)® + o™ 2Cy b — || (Bp, (61 — By, 6)2) Y (Bp, (5 — By, 6:)%)

In (a), we used the restricted spectral gap Assumption for A1, and the Cauchy-Schwarz
inequality combined with Assumptionfor Aq 2. In (b), we used the Cauchy-Schwarz once again,
and in (c) we used the fact that ;" is a contraction in L5(py,) and another invocation of the spectral
gap assumption [A3] As an aside, note that a simpler result can be obtained by making regularity
assumption on the mapping 1) — P,'. Assuming that ¢ — P (z) is uniformly L,,-Lipschitz
across x € X for instance (as done in [21, Assumption 5]), the second term A; 5 of A; could have
been handled using

m 1/4
Epw P (¢z - Ep,/, ¢z)6)

1/4

Ayo <2, ||Pr¢—Eyo|” +2||Ep, ¢ — By, 0
<AL |l — ¥ + 020> + 2||E,, 6 — B, ¢|°)
< AL ||t — %] + 020™ + 217 | — ¢*])

Although this result does not require possibly large constants related to sixth-order moments, it is less
tight in the sense that it does not go to 0 as m — oo. Back to the main proof, and A, in particular.

Applying Lemma[C.7to f := ¢, we have

Ap < a™Ep, ¢ Cx ([ — o7 (Ezw(@ - Epw¢i)2)
< a™C\ 0} log Z(1)0} log Z ()2 || — v*|

1/2

Putting everything together, we have:
Ep,. (P'¢:)* = Ep, 6| < o®"Ep, (¢i —Ep, i)
+ Oyl = 07| (a™/2(By, (65 — log 60)°) /4 (B, (¢ — log #:)*)"/*
+ 2™} og Z()0? 10g 2 (1)"/?)
< &*"Ey, (¢; — Ep, ¢:)?
+ Ca™ 2 | — oy || ((Em(@ —log ¢z’)6)1/4(Em, (¢i — log d;)*)'/*

+ 2|0} 1og 2(4)9? log Z(1)"/2| )

Summing over ¢, we obtain
Ep,. |1 ol* — (B, 6)°|
< Zle |Em* (qun@)z - (Epw(bi)2|
<a® Y By (¢ — By i) 4+ Cya™? |log Z|, o 1t — 9|
< a0l + Ca™? log Z|5 o 1 — 47|

where

1/4 1/4
||1OgZ|l2,oo = SUPycw Zle (]Epw(@ - Epwbi)g)) / (Epw((bi - Epw‘bi)Q) /

+ 2|82 log Z(1)82 log Z(z/;)l/?‘
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Similarly to the previous lemma, one can upper bound E(¢; — E, ¢;)% using the centered moment
to cumulant formula:

Ep, (¢ — E¢;)® =150} log Z(1)? + 1093 log Z(y)? + 1507 log Z ()9} log Z (1)) + ¢ log Z ()
= F(¥)
To get a full description of |[log Z||, . :

Nog Zlly, . = supyey >0, (F($)0?1og Z(1)) /" + 2|0} log Z(4)0? log Z(1))'/?

Lemma D.3. Under[Al]| [A2)and[A3} for all i) € U, we have

m 2 m m *
By 1P = (B 0] < 0703 + O™ 10g 2l o [ — v
where

log ZIl, . = supz (F()02 1og Z()) " + 2|0} log Z(1)0? log Z(v)"/*

and

F () := 1507 log Z(v))? 4 1003 log Z (v)* + 1502 log Z (1) 0} log Z(¢)) + ¢ log Z (1))

Proof. We have:

Epw* (P$¢z) pw* (P1T¢z qu/, ¢z + Epw ¢z)2
pw* ( ¢z Epw ¢i)2 + 2Epw ¢z Epw* pm (¢z - Epw Qsz)

+ (Eygi)®
= [Epy. (PP60)” = (Ep, 60| < By (P™ (60— By, )|
Aq
+2|Ep, ¢i By, P™ (¢ — By, )|
Ap

where

B = By (PR (6~ By + By (P20~ B0 (2 1) )

A1 NG

0By (¢ — Ep, 61)2 + Cy ¢ — 0¥ || (Bp, (P™(¢i — By, 60)")"/*
@ )

1/4 1/4
< o™ By (i — Eydi)” + Cx [0 — || (Ep, P (ds — By, 6)%) " (B, P™ (i — By, 64)°%)
© 5., m . 1/4
< QB (i — Eyd)? + 020 [ =9 | (Bpy (65— Epy9)2) " (B, (61 — Epy 1))
In (a), we used the restricted spectral gap Assumption for A; 1, and the Cauchy-Schwarz
inequality combined with Assumptlonmfor Ay 5. In (b), we used the Cauchy-Schwarz once again,
and in (c) we used the fact that PJ}" is a contraction in L°(p,) and another invocation of the spectral
gap assumption [A3] As an aside, note that a simpler result can be obtained by making regularity
assumption on the mapping ¢ — P". Assuming that ¢) — P;(z) is uniformly L,,-Lipschitz
across € X for instance (as done in [21, Assumption 5]), the second term A; 5 of A; could have
been handled using

1/4

Ppo =By || + 2|y 0 — By, 0|
< AL [ — 0% + 020%™ + 2|[Ep, & — By, 6|
< AL [[9 — 07| + 0202™ + 2L || — ¥*))

A1 <2E, .
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Although this result does not require possibly large constants related to sixth-order moments, it is less
tight in the sense that it does not go to 0 as m — oo. Back to the main proof, and A in particular.

Applying Lemmal[C.7]to f := ¢, we have
Ao < a™Ep, ¢ Cx ¢ — || (Ep, (¢ — Ep, 6:)%)
< a™Cy0} log Z ()0 log Z(v)'/? |[v — |
Putting everything together, we have:
Ep,. (Pi'¢:)* = Ep, 7| < o® By, (di — Ep, i)
+ Oyl = 07| (@™ /2(By, (65 — Tog 60)°) 4 (Ep, (91 — log #:)*)"/*
+20™ 9} og Z($)07 log Z(1)'?)
< @*"Ep, (¢ — Ep, 6i)°
+ Cya™ [ = | ((Bp, (65 — log 61)°) /4 (B, (6 — log 61)*)"/*

O} log Z(v)0} log Z(v)'/?) )

1/2

+2

Summing over i, we obtain
Ep,. [PJo|* = (Ep,¢)°]
<30 By (PP i)? — (B, i)
<30 By, (6 — Ep,)® + Cya™? [log Z|l, o [l — ¢
< o’ oy + Cya™? |log Z|y o 100 — ¥
where
108 Z|15 o = subyew S0 (B, (65— Epy60)8)* (Bp, (65 — Epy60)?)

+2 |0} log 2(1)02 10g Z()"/2|

Similarly to the previous lemma, one can upper bound E(¢; — E, ¢;)% using the centered moment
to cumulant formula:

Ep, (¢; — E¢i)°® =150} log Z(1)* + 1093 log Z(¢)? + 1507 log Z ()9} log Z (1)) + 8¢ log Z ()
= F(¢)
To get a full description of |[log Z||,

Nog Zlly . = supyeq S0, (F(1)0? log Z(1)) "

+ 20} log Z(1)d? log Z ()2

O

We can now use the previous lemmas to obtain an expression on the second moment of the contrastive
divergence gradient estimator, relating it to the one of the stochastic log-likelihood gradient estimator.

Lemma D.4. Under[A]| [A2 and[A3] we have:
B |7 (), Xo)|* < 207 + 207 + 207 ||vp — ¢*||* + 4(0}a®™ +a™/? |log Z || o, Cy ||1v — ¥*])

where |[log Z||5 ., = 2max(||log Z|, . ,[[log Z||, )

Proof. We rely on the following decomposition:
hi(i, X¢) = (B(Xe) = Ep,. @) + (Ep,. ¢ — Ep, @) + (Eprr (x99 — 0(k (X, )
A Al N
+ (Ep, ¢ — B (x,,99)

Az
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A1 + A o form the differentiable stochastic gradient g; of Equation@ Note that A ; is mean-
zero, and A, is mean-zero conditionally on X;. Consequently, E (Ag, Ag) = E(Aq, Ay;) =
E(A11,A12) = E{(A11,A2) = 0, and the only mixed-terms that remain to be controlled are
E(A11,A3) and E (A4 2, Ag). We first control the unmixed terms, and the simple ones first: we

> =02 aswell as E || A; o]|> < L2 ||tb — 1*||>. For Ay, we have:
2 m m
Epn (o) B2l = Exge o, |0k (@, )2 = | Bhge 0, SR ()12
= P]lo(x)|” — [ PF ¢ ()|
We can invoke Lemmas[D.3]and [D.1] which guarantee
7 2
Ep,. [PF8II* — [|Ep, || ’ a®" oy + Cya™? |log Zly o ¥ — 7|
Ep,. P01 = Ep llol1?| < a™Cy |log Z||; o ¥ — ¢l

IN

to obtain

2
Epy Brm () A2l

Dy
= Ey, 191> — [E@|* +a*"0% + Cya™/2 (|llog Z|, o + 108 Zlly,o, ) 1 — 4"
=Ell¢ ~ E¢|” + oo} + o/”/? Mog Zl3 o0 Crc 14 = 4|

where |/log Z||37OO = 2max(||log ZHLOO , [Nog Z||27OO).

For As, notice that A is precisely the term A; in Lemma[D.3] and we can thus bound it by

Eyp,. [85]* < 03.0®™ + ™2 ||log Z|5 o Cx I — 47|

Finally, we simply bound 2E (A} 1, Ag) by E || Ay 1 |[|°+E || As]|®, and 2B (A, 2, As) by E || Ay o] >+
E || As||*. Putting everything together, we have:

Elh(y))* = E|AL1]* + B Ar2]® + E[A2))* + E||As|® + 2E (A11, As) + 2E (A 5, As)
<2E [ Ara® + 2E [Arz|® + E | Ag||® + 3E || As|®
<207 + 207 [ — 7| + 07, + (050" + a2 |[log Z|y . Coc [l — ¢*]))
< 207 + 207, + 217 || — *|* + 4(0Z5,0>™ + a™/? ||log Z||5 o, Cy ¥ — ¥*]))

D.2  Proof of the SGD recursion (Lemma 3.1)

We are now ready to provide an SGD-style recursion for the expected squared distance to the optimum

E Iy — v*1P]-

Lemma (Restatement of Lemma B.I). Ler )y, be the iterates produced by Algorzthm Denote
50 = E [0 - 0 IP], 0 = (Ep. [0 — By 6272 and o7 = (Bpy, 6 — By, 62772 Then,
under Assumptions Al [A2] and @ forallt > 1, we have:

8 < (1= 20efim -1 + 207 L%) 01 + 067, oy + 4a™2n7 |log Z|, 00 Ox 63

where |[log Z||, . is a constant, fim ¢ = jt — ™0y Cy, and Gy = (02 + 02 + 202a>™)1/2,
Proof. In this proof, we note (F;);>0, the increasing family of o-algebras generated by the random

variables (X;);>0 ~ py+ and the Markov chain samples X7 X;, 1, ~ ki (Xt -). We decompose
the integrand of ¢, as follows:

[ — w5]|* = |Projg (Ye—1 — mehe(ve—1)) — ¥5 2
< -1 — mehi(e—1) — %*IHQ (By Lemma|[C.4)
= [t — *I° = 20 (Pe(um1)s Peo1 — 05) + 02 || he(e—1) )
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The first term is (up to an averaging operation) the previous iterate. The middle term will ensure
(provided m is large enough) contraction of the expected distance to the optimum. Finally, the
third term can be described by Lemma|[D.4] and essentially behaves like the second moment of a
log-likelihood stochastic gradient. Indeed, noting g(v¢) == —E, o+ @ + Ep,, ¢ the expectation of g;
w.r.t ; (which is the gradient of the negative cross-entropy between p,, and py,~), we have:

<ht(wn,t71)7 ¢t—1 - 1%*;) = <g(¢n,t71)’wt71 - ¢:7,> + <(ht(wn,t71) - 9(¢n,t71)), Q/thl - w;>

A

and applying Lemma [C.7] we get that

hi(e—1) — 9(Pr-1) = ¢(K™ (X4, ) — Ep, ¢
= Ep,. B x,,) [he(hr—1) — g(pe—1)|Fea] = P'¢ —Ep, ¢,

meaning
B [AFe-a]l < ||Ep,e P (6 = Ep, )| 1toe—1 — 97|

2 1/2 * (12
=B |2 1 =07
< a0 1 Cy[l¢ — 4|
On the other hand, by applying Lemma|C.§|to g, we have:
(9(r-1), b1 — %) = (g(We1) = g(¥*), 1 — %) = pllbea — ¥
Combining the above results, we obtain:
.2
Epys By e, 100 — 671 17 |
< (1 =2m(n — ™10y [[the—1 — 9"
+ 07 (207 + 2071 + 207 [y — *||* + 4(07_10°™ + a2 ||log Z |l ., O -1 — ¢*])))

< o/"C’X(IE]D%_1

And the result follows by integrating over JF;_1. O

D.3 Proof of Online CD convergence

We now prove Theorem@ The recursion of Lemma|3;1'|is almost identifiable, up to a cross-term
of second order, with the one of an SGD algorithm as presented in the setting of [22, Theorem 1].

To make the identification exact, we use the bound 4a™/2n? ||log Z ||, . C'Xégﬁ < 2a™/2p25; +
20/ %n? ||log Z ||§ + C2, yielding the following recursion:

8¢ < (1—2ny(p — a0 Cy) + 20 (L2 +a™ )51 + (0% (2 + 20°™) +a™/? |log Z|3 ., C2)n}

where we used the fact that 6, ; < o. This recursion is of the same form as the one studied in [22}
Equation 6, Theorem 1] given by:

0 < (1 —2uye + 2L2’yt2) 8t_1 + 20277
by identifying:
0%« 032+ 20®™) + ™2 ||log Z||§’OO =
L? < (L? + a™/?) = [
i p—amoCy = fim,
Ve T

2
m

We can use the same unrolling strategy as theirs (the only condition required to proceed is that
[ > L, which automatically holds since p < L), and we obtain

2 exp (4I}02<p1_25(n)> exp (—%nl_ﬁ) (50 + ?2;) + %iifg, ifog<p<1

bn < £ 2 g
exp(2L°C 52, - Plim _1(n) .
%(50“1‘%)4‘20’%02%7 lfﬂzl
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D.4 Proof of online CD with averaging (Theorem [3.3)

We first restate the theorem in its complete form.

Theorem (Contrastive Divergence with Polyak-Ruppert averaging). Let (¢;);>0 the sequence of
iterates obtained by running the CD algorithm with a learning rate n; = Ct=5 for € (%, 1). Define
hy = % Sor 1 Wi. Then, under the same assumptions as Theoremwe have, forall n > 1,

57, — o[ < 2/SEO o (ymen(- (4 ) g1 (Bamige)

Where Z(¢*) = Covy,, [¢] is the Fisher information matrix of the data distribution. Additionally, if

m > UgDHoEn e have ([E ([, —v*|* < 2¢/"HD 2 40 (012,

Throughout the proof, we will denote by h,, the standard online CD gradient defined in Equation 3}
hn(lpnfl) = _(b(Xn) + (;5(]{7:&71(', X")>7 X ~ Py, Vn €N \ {0}7
as well as

E(z/)nfl) =E [h(wnfl) | z/Jnfl] = ]Epw (b(Xn) + EPw*Eklﬁl,l (b(k’ZiL,l (Xna ))

We start by establishing some intermediate lemmas.

Lemma D.5. Under Assumpnons [A7] [A2] [A3] the online CD iterates produced by Algorithm[Ijusing
= Ct=P for B € (3,1) verify

:L\/Z?_l (B [l = v*IP]) = 0275,

Proof. Letus note §, = E [Hwn - w*Hﬂ . Summing the r.h.s of Theorem we have

~92 - . _ _
oim Zn 64[/02(‘91_2[5 (’L e PMZ'C 1-8
L2 i=1

As

= %VZ;‘; §; < i\/ﬁf’”%—ﬂ(@ + i\/( 2( )A3) =0 (n*%*% .

where Aj is finite if 8 < 1, and A3 = O(n) otherwise [22]. O

n n 405%”
ZZ‘:l 51' < Zq’,:l ﬂmiﬂ +2 (

Lemma D.6. Under Assumpnons [A1][A2][A3] the online CD iterates produced by Algorithm|[Ijusing
=Ct=P for B € (3,1) verify

:L\/Z?—l (]E {Hl/h‘ - w*||2])1/2 = O(n~%).

Proof. Letus note §,, = E [||wn - w*HQ] Applying \/z +y < \/x 4 /y to the r.h.s of Theorem
B2l we have

" 201/2~m " ) 7n n i2c? N _ AmC 18
Zizl 611/2 S 2ﬂ1/g i1 7 6/2 (60 + ) Zi:1 €2L C @1725(1)6 <
Ay
1/2 201/25,, 1 52, 1/2 e
= m 1/2 S01*5/2(77‘)—’—; 60“!‘ fj A4 :O(n 2 4).
where Ay is finite if 3 < 1, and Ay = O(n) otherwise [22]. O
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Lemma D.7. Under Assumptlons [A1][A2][A3] the online CD iterates produced by Algorithm|[Ijusing
=Ct=P for B € (3,1) verify

o[ nenf <o (nt),

Proof. The result follows from the fact that h; verifies

he(r_y) = %(wt_l — 1) .

A similar quantity was handled in the case of standard SGD [22| Theorem 3], and the only condition
needed to reuse their steps is that (¢, ),<,, satisfies an upper bound of the same form as the one [22]
Theorem 1] derived. This is precisely the nature of our bound of ¢ estblished in Theorem 3.2] with

oy O L. Borrowing on their result, we have:

45 43 a2\ 1/2
\/ |: i=1 u)’L 1 H :| — 01/271}1/ ‘PB/Z(”)JF C ~1/2 (50+§) A2

1 1/2 | 2L 2CY%,

+ ~1/2( +2L)5/ + _1/2 -1/2 @1_5(71)1/2

nfm Hm

4L 1249

- /2( ) Al

where fi,, & and L are defined in and
Ay = S0 TR IHIBLIC s (k) O
k=1

Lemma D.8. Under Assumptzons [A7] [A2] [A3] the online CD iterates produced by Algorithm[Ijusing
= Ct=P for B € (3,1) verify

1O _
=3B [l - vl = 09).
i
Proof. We proceed as in the proof of [22, Theorem 3], first establishing a recurrence for
E Nwi - 2/1*\\4}, and then unrolling it. We have
E[n = 11" | Faca] <lbnos = 0" + 602 ln-1 = 917 E [llhn W) I* | Fas
+ 18 ([l (n-1)[* | Foca
—Ann [[n—1 — "/)*”2 (Pn—1 — ", Efhy])
453 1 = V7N E [ ()| | Faca ]

The second and fourth terms will be controlled using results from our previous sections. For simplicity,
we don’t attempt to relate the moments of ||h,, ||4 as precisely as before. Instead we use:

By (Il <270 (BB, (10068, (X )P + By (100K )

1/8
And let us note T = (supweq, Ep, ||¢H8) . We have, for k > 4,

m k k
BBy, N6, (X DI < By 16+ Ox(Bpy_, (101 — By, _, 1611521 — ]

< 7F 4207 F [y — 0|
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Where we used the fact that )" is a contraction, and (E ||¢||k)1/ ¥ is an increasing function of k.

On the other hand, we simply have E,, . ||¢(Xp,, ) |¥ < 7. Plugging this into the previous equation,

we obtain

E[ln = 11" | Faca] <l — 0|
+ 602 [hn—1 — ¥*[|* (47% + 4C 7 [Ypn1 — ¥*|)
+ i (167% 4+ 16C, 7 [[¢hn—1 — ¢*))
— 4y ”wnfl - w*HQ (Y1 — ", E [hn|]:n71]>
+ 403 o1 — || (87% + 8C T [¢nor — ¥*|)

To simplify the recursion, we use the four following inequalities:

(202 (|1 — ©*[1° + 7202 [[n_1 — ¥*|[*)
1

i el ()

(272 [ on_1 — ¢* % + 16727

7202 [thnor — %] <

N =

T4 [n—1 = *[| < (745 +

—~

17> [P -1 — || <

[ A

2 2
720 Y1 — ¥*||° < 5(77i74 + [ o1 =" i 7?)

Injecting them in our recursion, we obtain:

E[6n = 0*I* | Facr ] <1 — )1
+1202 |1 — | 72
+12C, 702 [thn—1 — V¥
+ 120,702 [on -1 — ¥ |*
+ 16773;4
+16C,nar?
+AC AT o1 — "
— A fim -1 — 0 *
+ 160272 [Yn-1 — ¢
+ 167];417'4
+ 1677;116’,(7'4
+16n2Cy 7 [[bn1 — ¥,
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which, after further simplifications, yields
E[ Y —w"I1" | Fami]
< |[tn-1 — ¢*||4 (1 — dnnfim + 12Cx777217'2 + 40)(7—477;11)
+ 0 [t = 7 * (28(1 + C)7°) + 3205 (7 (1 + Cy))
< bt = | (1 = dafien + 12(1 + COn272 + 4(1+ Cy)rinl)
+28n; $n—1 — 071" (1 + C)T)* + 3205 (1 + C)7)*
< n1 = 1" (1 = 4nnfim + 1202 ((1+ C)7)? + 4((1 + Cy)7)*n)
+ 2807 [t — ¥ (1 + Co)m)? + 3205 (1 + Cy)7)’*
< b = [ (1 = i + 12 (2(1 + Cy)7)* + 1677 (2(1 + Cy)7)°
+A4Q2(1+ C)) ) + 200 [[n—1 — ¥*[|* (2(1 + Cy)7)* 4 1603 (2(1 + Cy)7)*
< 1 = 1" (1 = Anafim + 1207 (2(1+ Co) + L)* + 1675 (2(1 + C)7 + L)?
+4(2(1+ Cy )+ L)*np) + 200 [[gn—1 — ¥ (21 + Cy)7)* + 1674 (2(1 + Cy)7)*
< bt = * N (1 = dnafin + 120213 + 1602 L3 + 41101
+ 2005 [ — " |* 7 + 161,75
where we defined 71 == 2(1 4 C,)7 and L; == 2(1 + Cy)7 + L. This recursion is of the form of
the one studied in [22, Equation 32] (note that by design, L > fi,,.) The steps performed to bound

E {sz —* Hﬂ thus follow from their derivations, and we obtain:

T E i — o

C7 __
<S5 (01/2%—3,8/2(”) + um1/2<P1—B(n))
1/2~ ~ ~ _ p*14 . 1/2
+ %Al exp (24L1C) (6 + % + 2703 iy, + 872C?)
=0 (n_ﬁ) ,
where

A = ZZ:1 ot kK TP H16L10 01 25 (k)
and we have A(1) < o0 if 8 < 1, and A(1) = O(n) otherwise. O
Lemma D.9. Forall ) € U, we have:
|Cov [6(kyj (Xn, )] = Covy,, [6(Xn)]|[
< a"Cy(T2 + 2] 10g Z4,000) [0 — 47| + 0*" CR0® [l — 7.
where T = supycy Ep, {||¢¢T —Ep, [¢¢T]Hﬂ < +oo and ||log Z||4,00 = supyey [Ey@ll <
Supyeq S, 0 log Z(1)>.

Proof. We have
Cov [¢(ky' (Xn, )] = Ep,. PJ [607] = (Bp,. [P}9]) (Bp,.[P)¢]T)

Looking at the second moment first, we have

Ep,. [Plroo"] =By, 06" =Ky, Pl (60" —Ep,007).
Aq

Applying lemmato the R?-valued function f givenby fi; = ¢;¢; — Ky bid;,

I8l < 1 00" Cry [By, 667 ~ By, 667|[2] < 72070 s — 7).
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We now investigate the first moment. We have

El’w* [Pgb ] = Epw* [Plzn ] _Epw [(ZS] + ]Epwnd)
Az 1
m m o\ T T _ T T T
== (Epw* Pw ¢)(Epw* Pw ¢) - Epw ¢Em¢ - A271A2,1 + A271Em¢ + ]Epw ¢A2,1

Ao

and thus, applying Lemma|[C.7jon Aj ;, we have:

[82llp < [ A218,1 + A2aBpy [87] + By, (6] A4l
< A0 AL llp +2 1 B0 [ By, 4]
< a®" Y |19 = 6" |* + 2 [log Zlly o 0" Cr || — 4],

where we used that || A 1 Ag 1 ||p = [[Ag,1]|*. We can now combine our two matrix moment bounds
to obtain

||COV [Qb(kgl(xna ))] - COpr [¢(X7')]HF = HAl + AQHF
< a"Cy (7% 4 2] 108 Z|l4,000) [0 — || + a*"C20” [l — 4|7

Lemma D.10. Under Assumptions[AT} [A2] [A3]it holds that

\/E [HiZ?_l f/l(¢*)_1(h(wil)—hi(wi1))H2:| <9 @

T(* —2|11/2 n 1/2
B (r 4 amey(r2 4 2108 2o 2 (S0, 213)

i=1 -1
2 2 2 z :n 1/2
+ « mCXO' ( i=1 6i,1>

where M := sup,,cy ||V*1og Z()|| < 4o0.

op([l-l 1INl )

Proof. B
fl/(w*)_l(h(wn—l) - hn(wn—l))
= W) (O(Xn) = By )+ (W) T (0K, (Xn) = EpyBrp (k7 (X))
A1n A /

= ") T AL+ [1(07) T Ag

Noting A the 1.h.s of Lemma|D.10} we have, summing over [n], and using Minkowski’s inequality,

2

A<£ ]EH R (yx)—1 ,2 1 (=LA, -
- n\/ Zi:lf (")~ 1 Ari +n\/E”Zi=1f (¥*)~1Ag

Note that this step was made possible because we are looking at the square-root of the variance, which
is unlike the recursion in Lemma 3] This allows to separate the terms and use fewer intermediaries
than in the proof of Lemma 3.1}
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Since both A, ,, and A, ,, are martingale differences with respect to the filtration J,,_1, the covariance
terms vanish, and we have

A< ST B[l and] + 2 S B 1) Al
< %\/Z:‘:l tr(f7 (y*)1E [Al,iALf”W*)_l)]
+ l\/Zj 1 r(f"(*)~1E [AQ iA;ifN(¢*)_1)]

W ﬁl_ (7 (%)~ Cov [0k (a))] £ (%))

< tr(Z(y*)~h) + l(zj 1tr(f”(1/) )~ (COprdb"‘ (Covy,, ¢ —Covyp,. ¢)

i ’ " 1 /2
+ (Cov g (k:_, (@) = Covy,,_, O)f"(W)7H)
<0y /BEWIT) | tr(z(w*)*)(zn_

- u L

(Cova ¢ Cova* Bllr

1/2
+ [[Cov ¢(k (2:)) — Covy, 0)]Ir )
O A €A ) BV 2

n

2
) ((M +a™Cy (7% + 2||log Z||4,000) /%) x

VE e vl + am oS T - )
b *)—1 -
L g/, VTG <(M+osz'x(7_'1/2 + 2] log 2ll4.000)) 2 S0, 6177

n i=1 1t

+a"Cyo Z;l 51-)

In (a) we used Lemma [D.10] the cyclicity of the trace, tr(AT B) < ||AB||z < ||Allg | B|lp. and
the fact that since Covy,,  [¢(z;)] = V2 L(i—1), by analycity of L, there exists a constant

— 3
M :=sup,cy ||V logZ(w)Hop(H.”y”.”F) such that

IV2.L(0i1) = V2L00") r < M bis — 67

In (b) we used Jensen’s inequality to get E [||1);—1 — ¢*||] < \/ {le 1— % } 1/2 O

We are now ready to prove Theorem 3.3}

Proof of Theorem[3.3] Tt holds that:

1 W) Wny — %) = f’(wn—l) @)+ (W) (ona1 = ¥7%) = f' (hna) + f1(¥7))
hn(n—1) = f'(0") + (f" (") (hno1 = ¥%) = f/(n-1) + /(7))
+ (f (n—1) = h(thn-1)) + (h(n-1) = hn(¥n-1)).
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Applying on both sides: (a) a summation over i € [n], (b) a multiplication by f”(¥*)~1, (c)
E[|| - I|?], and using Minkowski’s inequality on the r.h.s, we obtain

JolE v

T el ooty
@

+ \/]E — %Z:ﬂ A WA o [ f’(%‘—l)‘ﬂ

(i2)

+ \/]E - %2?21 ) (ima) — B(%—l))HQ-

(#id)

+ \/ E (|25, ) Blin) - hiwi—l))HZ_ ~

(iv)

() and (i7) have direct analogues in the proofs of prior work [22]] on the convergence of (unbiased)
SGD with Polyak-Ruppert averaging, and will be bounded similarly. (iii) captures the bias of the
CD algorithm, while (év) captures the variance.

/371

Bounding (i) Using Lemma we have (i) = O(nz71).

Bounding (i7) Since log Z (1)) is analytic, there exists some constant M’ such that

£ (") Wiy = %) = f' (i)l < M i1 — 0¥,

Thus, we have:

/

(ii) < ]Z\/E {(Z?_l i - w*||2)1 <M S JE [l - w7)] = 02
i=1

where the second-to-last inequality used Minkowski’s inequality, and the last applied Lemma[D.8§]

Bounding (i77) By Minkowski’s inequality, we have:

(iii) < %ZL E [Hf’(wnfl) - B(wH)HQ}
Moreover, using lemma|C.7] we have:
17/ @n-1) = Bn-)|| = ||Epy,_, 6~ Ep, a9

2
< a\/ Epo,, 6= Epu_, 9|| Cucln1 = w7
< a0 -1 — 7.

We thus obtain

mc n mc n 2
(iii) < = XZi:1<EHwi—l_w*H2)1/2 = QTXZi:1 52'111-

n

Recalling that §; satisfies Theorem , we have that 52 = O(n~?/2), and we thus have 37, § 172 -

i=1"1

O(n'~%). By squaring the result of Lemma m we have >, §;/* = O(n=1=%), and thus, we
log o|

obtain that (iii) = O(amn*ﬁ/Q) = (’)(n_(§+mw))_
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Bounding (iv) We have

(i)
(@) tr (Z(y*)~! HI N mev (= 1/2 no 12
2y, (M + 07Oy (7 + 2] log Do) V2 /ST, 6172

n
+amC’Xm/ )

(b) * 1
< 2 ( (Ti) 1) +O( 757%)

Where in (a), we used Lemma and in (b), we used LemmaD.6|and[D.5]
Final bound Putting everything together, we have that:

MEHw _1/)* < 21/ max -(3+%)-8.5-1-(% +m'i$§ii‘))).

If, furthermore, m > %ﬂ we have
og af

om0 4) 4 (o) <

which concludes the proof. O

E L, approximation by auxiliary gradient updates

In this section, we consider different gradient update schemes starting from some random initialization
Oinit, and control the Lo distance between the different updates and the deterministic target v* € W.

Notation. Recall the notation that X, ..., X, £y py+, B =n/N and for ¢ € ¥, Ky(z) ~

ki (z, »). We also write, for m € N U {oo},

id.
Let 'i* be some W-valued random initialization that is possibly correlated with X1, ..., X,,. We

capture the effect of correlation through the following quantities: For e > 0 and v > 2, let

s Zz E ( mlt ’L)) Xi7einit} _E[¢(Km (Xz,)) einitJ
o () = (H Lo ()] DN
’ n
and eyt (€) =1/e2+ k2, (Uit ()2
We also consider the i.i.d. samples, drawn independently of X,...,X,, and on a givenvy € ¥, as
ii.d.
XV X0 TR py

For notational clarity, we shall use 6,,, p to denote parameters arising from an one-step update, where
the subscripts m, B represent performing the one-step update with length-m Markov chains and with
batch size B. This is to be distinguished from 1), elsewhere in the text, which denotes the parameter
from the actual multi-step CD algorithm and the subscript ¢ denotes the ¢-th CD iterate.

Gradient update schemes. We consider five different updates. Let X/ be an i.i.d. copy of X3
drawn independently of all other random variables. The SGD-with-replacement update is given by

OSCR™ = FROPV(OM),  where FSSP(v) = v - 230 . (6(X0) - 0(K1 (X)) )
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and S™ is a uniformly drawn size-B subset of [n]. The SGD-without-replacement update, after
renormalizing the learning rate, is given by the /V-fold function composition
SGDo . SGD SGDo ¢ ginit
em,BO = m,B;?\’ ©...0 ‘Frrz}B;(l)(em1 ) ’

where  FSCRO(4) =t — =37 5 (¢(Xi) - ¢(K{?¢(Xi))) for each j € [N]

and S7’s are disjoint size-B random subsets of [n], defined by (57, ..., SR) = m([n]) for a uniformly
drawn element 7 of the permutation group on n objects. The full-batch gradient update is given by

05D = FSP(O™),  where  FSP(v) = w— 1Y (6(X0) - 6(Kp(X0)) -
The full-batch gradient update with an infinite-length Markov chain is given by
00 = FSPO™Y),  where  FSP() = v - 230 (0(X:) - 6(X1)) .
The population gradient update with an infinite-length Markov chain is given by
BPP = fPOP(OT), where  [PP(Y) = v~ nE[6(X1) — o(XT)]

where we use the lowercase f to emphasize that fP°P is a deterministic function.

The forthcoming results are summarized below:

QSGEW Lemr%am QGD Lemrgm QGD Lemrgmm Lemr&am
m, m [eS)

grop

(CA

Lemma E.1. Let F,, be the sigma algebra generated by { X;, K[7}....(X;) |1 < i < n}. Then

E[O0R™ — 05 [ 0™ F,] =0 almost surely .
Moreover, under Al and[A7] we have

||oSpY — gGP|? < M trbn) g

Proof of LemmalE7]] Write A == (Ay,...,A,), where
Ai = ((Xi) — d(K e (X4))) — E[o(X1) — ¢ (K ymie (X1))] -

Since S* is uniformly drawn from all size- B subsets of [n] and independently of all other variables,
we have that almost surely

E[6SCR™ — 050 |67 7] = E[2 Y, g 4i— 230, A

A}:o.

To prove the remaining bound, we note that the above relation implies 0;°5™ — 03P is zero-mean.
By the law of total variance, we have

E[|6SCR™ — SP||* = TrCov[65CR™ — SP] = TrE Cov[65SR™ — 6SP | g, F,]

_ 2 TrE{IE[(; S A) (A ) 4] - (A a) (A, Ai)T] .

To compute the covariance, recall that S* is a uniformly drawn size-B subset of [n] with B = n/N.
Let Py ([n]) be the collection of all partitions of [n] into N size-B subsets. We can generate S* by
the following two-step process:

(i) Uniformly draw a partition P’ = (P;, ..., Py ) from Py ([n]);
(ii) Uniformly sample an index K from [N] and set S = P.
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Then we have, almost surely
1 1 T 1 1 T
E[(5 Ziesw A) (5 Tiesn 4) [ 4] = (320, 40) (3 Zic A1)
_ 1 1 AT L AT
- |7>N( D] ZP’EPN ([n)) (* Zk<N B2 ZijeP’ Aid; n2 Zij<n Aid; )
_ 1 T_ T
= Pa(n)) ZP’GPN ([n]) (N32 Zk<N leEP/ Aid; Nsz Zk I<N Zzep,;,gepf AiA; )
1
([n

_ N AT AT
~ Py(n])] D ZP’G'F’N([H]) (N2B2 Zk<N ZZJEP/ A Aj - NZB2 Zkyél ZieP,g,jeP[ AZAJ‘ ) )

By noting that A;’s are exchangeable, we obtain

N -1 N-1)(B-1 N -1
E||55D" S| — ﬁTr]E{NBAlAlT OEE AL W NAlAQT]
N-—-1
= 2TI‘]E|: NB AlA;:|
n?(N

-1)
= TOD () Ay P — B(41, A2))

< g,
= 2R (6(%2) ~ BL6(X0)]) — (6K (X)) ~ E[6 (K (x2)]) |

< an* (Tr Cov[¢(X1)] + TrCov [QS(KZ;”@;M (Xl))} )

©) 4n?(0® + £3,1)

— B .
In (a), we have used a Cauchy-Schwarz inequality; in (b), we have used[AT]and[A7] Finally we note
that if B = n, an%]?w = 0GP almost surely, which implies the desired bound. O

Lemma E.2. Denote A, as the sigma algebra generated by 6™, X1, ..., X,,. Under
and[A7) we have that for any € > 0 and v > 2,

EHE[HSID —QSOD‘An]HQ < 772(0/"'00,( E[|6mit — |2 + cinit (e))2,

n,miv

— 2 2 4 g2
E[lS — 6SP17 < o ((amoCy VEIFT — 372 + <t (0) + 2t

n,m;v n

Proof of Lemma[E2] The main challenge arises from the possible correlation between 6™t and
1,-..,Xn. First note that for any € > 0, v > 2 and a real-valued random variable Y, by Holder’s
inequality, we have

EY?] =E[Y?Liy<q + Y’ [y>q]

<EFEY ysg] < E+ EYY)YPY >e)2/v . (15)
Also note the useful inequality that for two real-valued random vectors (possibly correlated) V7, V5,
we have
E[|Vi +Vall’] < E[(IVall + V2l)?] < EVAI* +2V/(EIVAI12) (B[ Val?) + E[|Val?

= (VEVII? + VE[V2[?)* . (16)

Now to control the first quantity of interest, by using a triangle inequality, we have

E[[=[05 - 090 | A I = B[ B[2 5., (6(K g (X0) - 6(x7™) | 4[|

Do (VEat + yEa3)”
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where

Ay = ]E[ > e (S (X0)) = E[@(K i (X1))
= || =3 ElO(K T (X0) | 07, X] = E[@(K s (X7)) | 6]
8o = |[B[LS.L, (Bo(Ku (X0) [ 074] —o(x2™)) | 4]
= Lo (1)) — 0™

ainit]) ‘ An:|

)

einit]

)

and X is an i.i.d. copy of X; and in particular independent of #"'*. A; is controlled via (T3):

E[A2] < €+ (E[AY])?/YP(AL > )/ V2

(@) o
< et (EHsﬁ(KI’feam (X1)) — E[gz)(queim (X)) gmlt} )
(”ZKR@MUQb““”)”m“XJ—EwwﬁmapomMDH )TQ
o | n 7 > €
() L
< @+l (9 (e)
= ()™ (17)

In (a), we have plugged in the definition of A; and applied a Jensen’s inequality with respect to the
empirical average; in (b), we have used|A7|to bound the v-th moment term as

(EHgﬁ(K%m (X,)) —E [fb(KI?gm (X1)) ( 91““} V) v
( [B[Jottm 0x0) ~ B[or g (xi) |64 |
supyew (&[0t 0000) ~ Bl x| ])

= supyeq (E[[otrep (0 - Elotep, x| 1) < s

. it it
and recalled the definitions of ¥;';;, and &'}, .. On the other hand,

)"

Ginic}

IN

gll’nt

0= 8] e
DB [ KT )0) i (1~ By [0
2E] /.. (K1 e (6~ Epys[6]) (@) % pe ()|
(C)EH/ o (B (¢ — By, t[¢]))($)><(pw*(x)—pem(x))dxu

*(XT) — init (T 2
DS B[ g (6= By [61) ) et X ppune () x 2D =Poml2) )

R4 pginit(x)
d

(e)
< S E[( [ s (K g (6= By [01)) (@) ) g ()
Py (%) = pginic (x)\2 2
x /]Rd ( pginit(w) ) Popei (:C)dl'> :|
(f) d

init . 2
< Zl:1E<a2mTrCov[¢(X19 )| 6] XQ(pw*7p9snst))

(9) ,
< a2m0_202 Enemlt _ w*||2 )

In (a), we have used that (K f)(z) = [ K(z,y)f(y)dy; in (b), we have used that the Markov
operator leaves the constant funct10n invariant; in (c), we used that Ky ginie leaves pyinie invariant; in
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(d), we denoted (e;);<4 as the standard basis vectors of R¢ and multiplied and divided by pginit ();
in (e), we have used a Cauchy-Schwarz inequality; in (f), we have used the definition of the spectral
gap a in[A3} in (g), we have used[AT]and[A2] Combining the bounds gives the first inequality that

E||B[AS° 6% | A.|* < v (a0, VETTT — P + &2, (0))

n,m,v

Now we handle the second quantity by conditioning on #™™* and perform a bias-variance decomposi-
tion:

B 052 - 001 =B [B[]|2 5., (4K (X0) = 6(X™ )] Aa] ]
(QBJrQV),

where
s =E[E[L Y., <¢<mm<xi>>—¢<X«9‘"" )|l
01 = 3fn{en [ (] o[} 5™ o)

Note that the covariance terms separate because X f is independent of K., (X;) conditioning

aunt

; 0lnlt
on #Mt n2Qp is exactly the quantity controlled above, so it suffices to bound the Varianc_e_term
Qv. By explicitly computing the second covariance term while noting that X7 ot X0 are

conditionally i.i.d. given fmit and Kz,g,mt (X;)’s are conditionally 1ndependent across 1<i<n
given A, we have

g BT Covo(K Fn (X) |07, Xl] BT Corlo(xP"™ 10"

Qv = - "
(@ BT Covlo(Rpa ) 107, Xl E[TrConf(x{™ 6]
(@) - :
n,z,m + 02
S—

where we have used[A4] [A7]and[AT]in the last line. Combining the bounds, we obtain that
E (05" = 0SP11> =n*(@B + Qv)

— . 2 2 mta?
< n?((amgcx E[[gmit — ¢+ |2 + si?,lﬁn,;y(‘f)) + u) .

n

Lemma E.3. Under E [|SP — grop|2 < 4ro®

n

Proof of Lemma[EZ3] Since both FSP and fP°P involve infinite-length Markov chains, the initializa-
tions do not matter and we can decouple the stochasticity of X; and K giie. In particular,

E (050 — 67P|* =1

L3, (606 = 0(X0™)) — E[oxn) - o(x?™)] |
<3 (Q) +2V/Q1Q5 + Q4)

where
H (X,) — E[é(X1)] H TrCov[¢)(X1)} _ Tr V2 log Z (1) < i7
z<n n n
Z =:EH;Z@ <¢<Xf‘“">* S|
_ E[TrCov[p(X¢™")|oinit]] [Trv2logz o)
- n o n - ; ’

In the computations above, we have used the relation V2 log Z(0) = Covx.p,[¢(X)] and the
assumption supycy tr(Valog Z(0)) = o from This implies the desired bound. O
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Lemma E.4. Under[Al] E (|07 — ¢*|| < (1 — 2un + L2?) E [|0™ — 4|12 .

Proof of Lemma Recall that

FPPO) = 0 —nE[p(X1) — ¢(XY)] = 0—n(Vylog Z(y*) — Vylog Z(0')) .

By construction, fP°P is deterministic and fP°P(¢)*) = ¢*. By plugging in the recursions and
expanding the square, we get that

E[J6rr —o*|° = B[ fror@™) - 20w
=E[|(0™" —¢7) = n(Vylog Z(0™") — Vi log Z(7))|
= E ||t — p*||* — 29 E[(8™ — ¢*, Vs log Z(6™) — Vs log Z(4"))]

+ 1 E [[Vylog Z(6™) = Vy log Z(0")|*

’ 2

2

<E Heinit — 2 2unE Heinit — 2 + L2n2E Heinit — 2 _
In the last line, we have recalled infycq Amin(pr log Z (v)) = @ and
SUPgew Amax (Vfb log Z(¢)) =L byand applied Lemma Combining the coefficients gives
the desired statement. O

F Proofs for offline SGD

We prove Theorem [B.1] (which directly implies Theorem [#.3)) and Theorem [B.2]in this section. The
key ingredient of both proofs is Lemma [FI] below, which provides an iterative error bound for
the SGD-with-replacement scheme by combining different approximation bounds in Appendix

. . 2
Throughout this section, we denote 67 {2 := E ||7 PV — ¢ ||

Lemma F.1. Under[Al|[A2] [A3) [A4)and[A7} we have that for 1 < j < N —1,

L? W 50 + 5Ku;m
Vo s (1 — (M —aoCy — 7%)) VORg + e (Ei?wlit;u(@ T/ ) )

where 1 — 1 (,u —amoC, — L;m) > 0.

Proof of Lemma q We first remark that in view of Lemma[C.4] the projection step in Algorithm 2]
does not increase Jt’wa, so it suffices to bound 675 as if projection is not performed on ¢;GP™.
To apply the results from Appendix we identify it = EGPfV and 1 = 7, which allows us to
write 7P = 5CP™. This also implies E[|§™ — ¢*[|> = 675Dy and it (e) < 550V (e).

n,m;v vin,m,t
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By adding and subtracting the auxiliary gradient updates followed by expanding the square, we obtain

3557 — B [|95R™ — 050 + 05 — 63D + 60 — grov 1 gror

(;) EHQELC}B]?W o QGDHZ + EHQGD o GGDHQ +]EH0GD _ epopH2 _HEHonp _ ¢*||2
+2E <08GDW er(r;zD , er(iD 9GD> +2E <GSGDW 97%]3 , QSOD o 9p0p>

+ 2B (E[0;08Y — 0GP |67, F, ], PP — %) + 2B (0;° — 03P, 630 — 67°P)

+2E(E[05° — 65P | An] , 0P°P — ") + 2 (5P — PP, gPoP — o)

(®) 4n?(62 +k2,,) / e 2 K2, +0?
< tTH{B<n} + 77152 ((OtmO'CX 5SGDW +e €n n]?,?;,u(e)) + YT)

4 2 2 w
T (1 = 24y + L) 0550

2ne4 /02 + K2, K2 + 02
’ m w SGDw >
+2 VB Lip<nym (05 oCy \/ 6?,?131 + Enmt; L(€) + 7 )

+

2nty /02 + K2,

2
+ QT {B<n} \T;&f +0
2 2
w SGDw \/m 2nt0

+ 277t<0ém0'CX \/(SEJTDl + En,m,t; V(€> + T) \/tﬁ
+ 2 (™ Cy \JO5TEY + 2SSP, (€)) /(L= 2pme + L20) 0550y

2nto w
+ 27 (1= 2pms + L) 5300

(c)
< (1 — 2pmy + L} 4 nj "0 C + 2ma™ 0 Cy\ /1 — 2y + LQU?) X 8y S

202 (/02 + k2., +0) @™o Cy
VB

omoy/1 — 2um + L2n?
et ()\ 1 = 2410 + Lot} + NG ) SRVAY S

+2(n?a o 0SSP (6) 1

+ n2 (4(‘72 + Hz;m) + (ESGDW (6))2 + 5/412/;m + 952 n 4\/ a2 + 512/ m 6§LG7YE)‘£VV(E)
t n,m,t;v
B mt; B VB
2 2
N Boyfo% + Kiim Lo EGJ??V(E))
B VB

:Z(A)X(SSGDW—F(A) /5SGDW+(A3)

In (a), we have expanded the square, used F,, defined in LemmaEand A,, defined in Lemma|E.2]
and noted that HP°P — ¢)* is almost surely constant given §™™i*; in (b), we have applied Lemmas
.F.and A underﬂ.‘ﬂand& and used va + b < \/a + Vb for a,b > 0;

we have grouped the terms by powers of 57 71", bounded the indicator function from above
by 1 and used B < n to replace n in the denominator by B. While the computation above is
complicated, we remark that the key steps are taking the conditional expectations for the cross-
terms in (b), which gives us a tighter bound than directly applying a triangle inequality of the form

E||Y: + Y2||? < (VE[Y1]? + V/E[[Y2]]?). To further simplify the bounds, we seek to bound each
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coefficient by a square, which yields

2
(A1) = (ma’”acx +4/1 = 2um; + Lng) :
4 2 vim
(42) <2(ma"oCy + /1= 2+ L ) x m (5500, (€) + 22 )

of /. seD 2 8% +4kl,. sap 2102 + 17k2,
(A?)) < un ((En,m,zu(en ngn,m,gu(e) + Tm)
2(_saD 50 + 5kusm | 2
S nt <€n,m7¥1/(6) + \/E m)
This implies

SPGPY < (A1) x GFGEY + (Ag) x 4 [S35DY + (Ag)

w w 50 + 5Ku;m 2
((Uta oCy + \/1 — 2un: + L’?t)\/5SGD + 77t( fLGW]?,t;U(E) + T))

Now note that since ¢ < L by the definitions in A1l 2um; — L?n? < 2Ln, — L?n? < 1. By using
v1—2<1- Fforall z <1, we get that

L2
V1= 2w+ L207 < 1= g+ 07

Substituting this into the earlier bound and taking a square-root, we obtain the desired bound that

/ w m L? / w SGDw 50 + 5ku;m
5E?D S (1 — (/L — O'CX - ?nt)) 5SGD + ui ( n m,t;u(e) + \/E ) :

Moreover, since L > 1 by definition from[AT] we have

1—77t(.u—04 UOX—?Ut) =<ﬁnt—1) + (V2L = p)n + a™oCymy > 0,

which finishes the proof. O

F.1 Proof of Theorem B.1]
Under [AT] [AZ] [A3] [A4]and [A7] Lemma [F.I]implies

B LQ 2
\/ OGP < (1 — i CtP + TC t‘Qﬁ) VOGP + CtP oGP

for1 <t <Tand1<j<N,where we have used ji,, = u — a™cCy, n; = Ct~” and

SGDw 50 + 5kyim SGDw 50 +5Kky;m  __SGDw
5n,m,t;u( ) + \/E = En,m,T;u(e) + \/E - Un,T .
By an inductionon j = 1,..., N, we have

/5SGDW < (1—,umCt R t—zﬁ) [55GDw

_ B _ L2c2 j—1
+ CoSGP P T (1 Ot 4 )

By noting that 6SGDW = 5SGDW almost surely for ¢ > 2 and using another inductionont¢ = 1,...,T,
JOSEPY < Qo (/636D + CoSGPY ST Qu At (18)
where
j—1
Q= HST:tH ( umCs_B + _25) and A; = Z (1 — A Ct™ A + t‘zﬂ) .

Note that by Lemma we also have that 1 — fi,,, Ot =% + LTt_QB > 0. This allows us to apply
Lemma [C3]to obtain

2012

C
@1—2,8(T + 1)) = ET’N .

ko < exp (1 — NjimCo1_p(T +1) +
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To control .7, Q, Ayt =#, recall that 8 € [0, 1], iy, > 0, £2&% > 0, and that

e
ETN — exp( M o1 (T + 1)+2NL202¢1 25(T+1))

We can now apply Lemma If 38 ¢ {3, 1}, then

28+1 mC ~ N-1
ST Qud i f < P ARG i | YO T2 pry
t=1 — ﬂmC L2C2 2

If =1 ie 28 =1, wehave

AmCN

Zt thAtt B < 706(T+1)1/2 —|—2N(1—|—umC) _1@%7L2C2N(T+1)E§’N .

If 8 =1, we get that

ST QoAb < Ay AV )T N og(n 1)
t=1 ¥t 4t = fimC (T + 1)(EBmCN)/2

Substituting the bounds into (I8)), we get the desired bound that , /5§?APW is upper bounded by

fAm CN

de (T+1)1/2 N
EPN BG4+ CoSGPm (X + 2N (L 4+ finC)Y 0y pacan (T +1) EY)
for 8 = 1
orff=:,
2C2\N—1 2L2C2N
T,N [+SGDw SGD 4 BN(L+E55)" e log(T' + 1) _
E; oo "+ Copp W(~m + TN for=1,
mC ﬁ 1 N-1 ,3
TNq/(SSGDW + CUSGDW( 271 7 TP + 2 (1+Mmfz)cz (T+2) E2TN> otherwise .
O

F.2 Proof of Theorem[B.2]

Recall that 6;$P° = E ||¢7§Pe — ¢ ®. To apply the results from Appendix @ to PP, w

condition on S7, which in particular fixes Sy ;, the last size-B subset of [n] chosen. We then 1dent1fy
ginit — SGD{) 7 = 1, and the dataset used as D7 ; = (Xi:i€eSy j), which allows us to identify
PP§Pe = HGD the full-batch gradient descent update using Df ;. Meanwhile, we note that almost
surely 0SP = anGgW, the SGD-with-replacement iterate that uses the full dataset Dy ;. Observe

that the proof of Lemma 1/holds with 5S?D° replaced by any random initialization 9”‘“ possibly
correlated with X7, ..., X, which allows us to obtain

L 50 + 5Ky:m
Vi < (1"”(“ "oy = o) ) \JOESEE (5500 + e

Since the error recursion for 675D is identical to that of 67" in Lemma [F.1} the proof of

Theorem E follows directly, thereby yielding an identical result for 6757° as w1th 575%™ in
Theorem 4.3

G Proofs for tail probability bounds in offline SGD

We present the proofs for results in Appendix that control the tail probability terms ¥SGPV  and

vin,m,T
SGDw
vin,m,T*

Proof of Lemma([B3] For § > 0, let Ns be the d-covering number of W, which satisfies Ny <
(re(1+ 2/5))p (Example 5.8, [50]). Note also that by the Jensen’s inequality applied to E[ | X}]
and Assumption |A6] there exist some o, (,, > 0 such that, for any z € R? with ||z]| < {n,

E[ezT(EW(Kfﬁ%(Xl))le]*EWKL"’*(Xl))])] SE[ezT@(KfZ‘*(Xl))*EWKL"’*(Xl))])] < eomlizl?/2
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Meanwhile under recycling the proof of Lemma 3.1 of [21]] shows that if C,,,/ VP < a?ngm,

P (sup | S0 Bl (X0) ] — B [ots (X)) | > 366) < 2Nspes (- 55

2 52
< 2(rg)P exp (plog(l +2071) — nCm? )

2po2,

Since the probability above is an upper bound to 192%2{,2(307& ), we get that if C,,,6//p < 02, Cms

(sfﬁ?x,mcmé)f = 90 + ELG%(%))VZQ

VP
2(v—2) (v=2)p (v—2)p 1 n(v — 2)C2,62
<902 6% + v D (7 — 77%) .
9C2,0% + K72 (ro) exp ” log(1+207") 2opo?.
2 +2
Recall that by assumption, log” < I%C_"’Q We now choose
Om v logn Om (v—2)p+2v logn
= = X = 2ylpx —E 1«
0 Cm p( - 2) n Cm p v—2 n
which implies
SGD 2 SGD 2
3 w w
égg (‘Eu;n,m,T(E)) S <€V;n,m,T(3Cm5))
902 p((v —2)p + 2v) logn v—2 (v=2)p 1y 2= v—2)p+2v
< Jomp(( C j’;)n Jlogn. K2m2 7 (re) 7 (142077 exp ( _w=2ptw 2)5 logn)
< 902 p((v — 2)p + 2v) logn
- (v—2)n
(v=2)p
v _o)1/2 =22 ppia
+oR2 2 = ( )< f)p( 2Cm (v — 2) Vvn 2t
ompt/2((v — 2)p + 2v)1/2 /logn
< 902 p((v — 2)p + 2v) logn
- (v—2)n
(r=2)p
9 qu=2 w( 20, (v — 2)1/2 ) v =2y (v-2)pt2w
927 v 2v 2v
+ Kyim, (T‘I’) omp/2((v — 2)p + 20)1/2 n
< (9ohp((v —2)p +2v) L2 gl r )(u—uzm ( 2C (v — 2)1/2 >(V22)p logn
= v—2 vim v ompt/2((v — 2)p + 20)1/2 no

Taking a squareroot across and using v/a + b < \/a + v/b for a, b > 0 gives the desired bound. The
limiting result follows by substituting this bound into Theorem [BT] O

Proof of Lemma- Let § > 0 and Nj be defined as in the proof of Lemma [B.3] with N; <

(re(1+2/6 )) Let (wl) , be the centers of the covering d-balls. The covering-ball argument of
the proof of Lemma 3.1 of [21] shows that

9SSDw (30,6 (ZEEH [6(K7(X0)|X:] — E[o(Kp (X H > 3C), 5)

- P(H; ZL E[o (K3 (X0) |Xi] ~ E[o(K3 (X)) || 2 Cmo) -

By a Markov’s inequality followed by the Burkholder’s inequality applied to an average of i.i.d. sum-
mands (see e.g. [S1]] for v > 2), there exists a constant C';, > 0 depending only on v such that

Ny Bl Ble(ry (x0)|X0] - Eletrg, ()] ||

ISPV (3Cm0) < S

UCV S
N5 ElE[¢(K7 (X)) [ Xi] = E[(K (Xa)] "
— Zl:l nv/QCTI;L(;y
Néﬁll:;m (T‘I/)p(l + 2571):0"i
= wi2cyer = n 20y 5 ’
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where we have used assumption [A4]in the last line. This implies

2 (v—=2)/v
(<5900 2 (8Cm)) = 9C2,0% + w2, (V55D (BC0)
(v=2 o (L2 )(V_2”
<9026 4 KV (rg) T E O 5 U2 ) T
’ 51/ 2
)  (v=2)v
Choosing § = n 20-*+=-2») < 1, we get that
. SGDw 2 SGDw 2
igg (Eu;n,m,T (6)) S <€u;n,m,T (3Om6))
P (v—2)v (v—2)p —2) __w=2)v
< gcmn vZi(v—2)p 4 HZ'm(T‘l’) v n vZ+@-2)p

(v— 2)p __(w=2v

(v=2)p 5
)n vet+(v=2)p |

= (902, + Ky (ra) T 23

Taking a squareroot across and using v/a + b < \/a + /b for a, b > 0 gives the desired bound. The
limiting result follows by substituting this bound into Theorem [B1] O

Proof of Lemma|B-3] By a Markov’s inequality and a Jensen’s inequality with respect to the empirical
average, we have

i BE[o (K opy (X0) [ X6 w58y ~B[o (K apy 0D [pcy |

ﬂSGDw( ) < sup

n,m,T
te[T],j€[N] ne
= sup iz Ay
te[T),je[N] "€

Meanwhile by a triangle inequality and the ergodicity assumption, we have
sG wSGDw
A < 8oy ) 0507 - 2o ()

ooty ] g )
< 2CKa

SGD
Dasedl

SGDW:| H

t—1,j

This implies Y3 P () < 2Ca™e, and therefore

(59DY (6)° < @425 K2, (Cx) T a T e

vin,m,T

Choosing € = @»=2)m/(3v=2) gjyes

2(v—2)m

inf o (5GP 1(€))® < (1427 K2,,(Ck)7 )& -2

Taking a squareroot across and using v'a + b < \/a + \/5 for a,b > 0 gives the desired bound. The
limiting result follows by substituting this bound into Theorem [B1] O
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our abstract summarizes the theoretical results of our paper. We cleary mention
that while CD can achieve these rates, assumptions are needed to guarantee this. We also
mention the model class studied in this paper, namely (unnormalized) exponential family
distributions.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We mention limitations multiple times in the main body of our work: after
introducing the assumptions in Section[3.1} we mention that spectral gaps may not be verified
for heavy tail distributions, or act numerically unfavorably for multimodal distributions, and
that constants may be large in practice. In the discussion (Section [6]), we reflect back on these
limitations, and we mention the limitations of our considered model class (unnormalized
exponential families).

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was

only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

« If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All of our theoretical results are formally proved in the supplementary material.
In the main paper, we provide some proof sketches (discussion of the tail term in Section 4]
paragraphs after theorems in section [3) to provide high level intuitions behind the proofs.
All of the theoretical results provided by our work are proved in the supplementary material,
usually by invoking (and referencing) more atomic lemmas, also proved in the supplementary
material. All of our theorems and lemmas are stated with the assumptions they require.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: The paper does not include experiments, and thus no code or data.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized

versions (if applicable).

Providing as much information as possible in supplemental material (appended to the

paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: The paper does not include experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: The paper does not include experiments.
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Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: As a theory paper, we believe that our work does not breach the code of
conduct. With this work, we aim to advance the understanding of statistically efficient
algorithms, a domain which has the potential to improve the overall computational efficiency
of machine learning algorithms.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
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Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: We believe that our work will not have the negative impacts mentioned
(e.g., disinformation, surveillance, fairness, privacy, security considerations). We believe
that advancing the domain of statistical effiency has the potential to improve the overall
computational efficiency of machine learning algorithms, which, all else left equal, could
constitute a positive societal impact.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Since our work does not include experiments nor data, and only analyzes
existing models, we do not believe that our work requires any specific guidelines.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our work does not release any assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

 The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
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paperswithcode.com/datasets

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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