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Abstract

Fitness functions map large combinatorial spaces of biological sequences to prop-
erties of interest. Inferring these multimodal functions from experimental data is a
central task in modern protein engineering. Global epistasis models are an effective
and physically-grounded class of models for estimating fitness functions from
observed data. These models assume that a sparse latent function is transformed
by a monotonic nonlinearity to emit measurable fitness. Here we demonstrate that
minimizing supervised contrastive loss functions, such as the Bradley-Terry loss,
is a simple and flexible technique for extracting the sparse latent function implied
by global epistasis. We argue by way of a fitness-epistasis uncertainty principle
that the nonlinearities in global epistasis models can produce observed fitness
functions that do not admit sparse representations, and thus may be inefficient to
learn from observations when using a Mean Squared Error (MSE) loss (a common
practice). We show that contrastive losses are able to accurately estimate a ranking
function from limited data even in regimes where MSE is ineffective and validate
the practical utility of this insight by demonstrating that contrastive loss functions
result in consistently improved performance on empirical benchmark tasks.

1 Introduction

A fitness function maps biological sequences to relevant scalar properties of the sequences, such as
binding affinity to a target molecule, or fluorescent brightness. Biological sequences span combinato-
rial spaces and fitness functions are typically multi-peaked, due to interactions between positions in
a sequence. Learning fitness functions from limited experimental data (often a minute fraction of
the possible space) can be a difficult task but allows one to predict properties of sequences. These
predictions can help identify promising new sequences for experimentation [42] or to guide the search
for optimal sequences [6, 8].

Even in the case of where experimental measurements are available for every possible sequence in a
sequence space, inferring a model of the fitness function can be valuable for understanding the factors
that impact sequences’ fitness [16] or how evolution might progress over the fitness landscape [41].

Numerous methods have been developed to estimate fitness functions from experimental data, includ-
ing classical machine learning techniques [43], deep learning approaches [18], and semi-supervised
methods [21]. Additionally, there are many methods that incorporate biological assumptions into
the modeling process, such as parameterized biophysical models [29], non-parametric techniques
[44, 45], and methods for spectral regularization of neural networks [1]. These latter approaches
largely focus on accurately modeling the influence of “epistasis” on fitness functions, which refers to
statistical or physical interactions between genetic elements, typically either amino-acids in a protein
sequence or genes in a genome.
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“Local” epistasis refers to interactions between a limited number of specific positions in a sequence,
and is often modeled using interaction terms in a linear model of a fitness function [30]. “Global”
epistasis, on the other hand, refers to the presence of nonlinear relationships that affect the fitness of
sequences in a nonspecific manner. A model of global epistasis typically assumes a simple latent
fitness function is transformed by a monotonically increasing nonlinearity to produce observed fitness
data [36, 31, 39, 34, 37]. Typically, these models assume a particular parametric form of the latent
fitness function and nonlinearity, and fit the parameters of both simultaneously. It is most common
to assume that the underlying fitness function includes only additive (non-interacting) effects [31],
though pairwise interaction effects have been added in some models [39].

Despite their relative simplicity, global epistasis models have been found to be effective at modeling
experimentally observed fitness functions [37, 33, 34]. Furthermore, global epistasis is not just
a useful modeling choice, but a physical phenomenon that can result from features of a system’s
dynamics [22] or the environmental conditions in which a fitness function is measured [31]. Therefore,
even if one does not use a standard global epistasis model, it is still important to consider the effects
of global epistasis when modeling fitness functions.

Due to the monotonicity of the nonlinearity in global epistasis models, the latent fitness function in
these models can be interpreted as a parsimonious ranking function for sequences. Herein we show
that fitting a model to observed fitness data by minimizing a supervised contrastive, or ranking, loss
is a simple and effective method for extracting such a ranking function. In particular, we focus on the
Bradley-Terry loss [5], which has been widely used for learning-to-rank tasks [9], and more recently
for ordering the latent space of a generative model for protein sequences [12]. Minimizing this loss
provides a technique for modeling global epistasis that requires no assumptions on the form of the
latent fitness functions or nonlinearity beyond monotonicity, and can easily be applied to any set of
observed fitness data.

Further, we use an entropic uncertainty principle to show that global epistasis can result in observed
fitness functions that cannot be represented using a sparse set of epistatic interactions. In particu-
lar, this uncertainty principle shows that a fitness function that is sufficiently concentrated in the
fitness domain–meaning that a small number of sequences have fitness values with relatively large
magnitudes–can not be concentrated in the Graph Fourier bases that represent fitness functions in
terms of local epistatic interactions [38, 40, 7]. We show that global epistasis nonlinearities tend to
concentrate observed fitness functions in the fitness domain, thus preventing a sparse representation
in the epistatic domain. This insight has the implication that observed fitness functions that have been
affected by global epistasis may be difficult to estimate with undersampled training data and a Mean
Squared Error (MSE) loss. We hypothesize that estimating the latent ranking fitness function using
a contrastive loss can be done more data-efficiently than estimating the observed fitness function
using MSE, and conduct simulations that support this hypothesis. Additionally, we demonstrate the
practical importance of these insights by showing that models trained with the Bradley-Terry loss
outperform those trained with MSE loss on nearly all empirical benchmark tasks [14].

2 Background

2.1 Fitness functions and the Graph Fourier transform

A fitness function f : S → R maps a space of sequences S to a scalar property of interest. In the case
where S contains all combinations of elements from an alphabet of size q at L sequence positions,
then the fitness function can be represented exactly in terms of increasing orders of local epistatic
interactions. For binary sequences (q = 2), this representation takes the form:

f(x) = β0 +

L∑
i=1

βixi +
∑
ij

βijxixj +
∑
ijk

βijkxixjxk + ...,

where xi ∈ {−1, 1} represent elements in the sequence and each term in the expansion represents a
(local) epistatic interaction with weight β{i}, with the expansion continuing up to Lth order terms.
Analogous representations can be constructed for sequences with any size alphabet q using Graph
Fourier bases[38, 40, 7]. These representations can be compactly expressed as:

f = Φβ, (1)

2
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where f is a length qL vector containing the fitness values of every sequence in S, Φ is a qL × qL

orthogonal matrix representing the Graph Fourier basis, and β is a length qL vector containing the
weights corresponding to all possible epistatic interactions. We refer to f and β as representing
the fitness function in the fitness domain and the epistatic domain, respectively. Note that we may
apply the inverse transformation of Eq. 1 to any complete observed fitness function, y to calculate the
epistatic representation of the observed data, βy = ΦTy. Similarly, if f̂ contains the predictions of a
fitness model for every sequence in a sequence space, then β̂ = ΦT f̂ is the epistatic representation
of the model.

A fitness function is considered sparse, or concentrated, in the epistatic domain when β contains a
relatively small number of elements with large magnitudes, and many elements equal to zero or with
small magnitudes. In what follows, we may refer to a fitness function that is sparse in the epistatic
domain as simply being a “sparse fitness function”. A number of experimentally-determined fitness
functions have been observed to be sparse in the epistatic domain [32, 17, 7]. Crucially, the sparsity of
a fitness function in the epistatic domain determines how many measurements are required to estimate
the fitness function using Compressed Sensing techniques that minimize a MSE loss function [7].
Herein we consider the effect that global epistasis has on a sparse fitness function. In particular, we
argue that global epistasis results in observed fitness functions that are dense in the epistatic domain,
and thus require a large amount of data to accurately estimate by minimizing a MSE loss function.
However, in these cases, there may be a sparse ranking function that can be efficiently extracted by
minimizing a contrastive loss function.

2.2 Global epistasis models

A model of global epistasis assumes that noiseless fitness measurements are generated according to
the model:

y = g (f(x)) , (2)

where f is a latent fitness function, g is a monotonically increasing nonlinear function. In most cases,
f is assumed to include only first or second order epistatic terms and the nonlinearity is explicitly
parameterized using, for example, spline functions [31] or sums of hyperbolic tangents [39]. The
restriction that f includes only low-order terms is somewhat arbitrary, as higher-order local epistatic
effects have been observed in fitness data (see, e.g., Wu et al. [41]). In general we may consider f to
be any fitness function that is sparse in the epistatic domain, and global epistasis then refers to the
transformation of a sparse fitness function by a monotonically-increasing nonlinearity.

Global epistasis models of the form of Eq. 2 have proved effective at capturing the variation observed
in empirical fitness data [26, 37, 31, 33, 34, 39], suggesting that global epistasis is a common
feature of natural fitness functions. Further, it has been shown that global epistasis results from
first-principles physical considerations that are common in many biological systems. In particular,
Husain and Murugan [22] show that global epistasis arises when the physical dynamics of a system is
dominated by slow, collective modes of motion, which is often the case for protein dynamics. Aside
from intrinsic/endogenous sources, the process of measuring fitness can also introduce nonlinear
effects that are dependent on the experiment and not on the underlying fitness function. For example,
fitness data is often left-censored, as many sequence have fitness that falls below the detection
threshold of an assay. Finally, global diminishing-returns epistatic patterns have been observed widely
in both single and multi-gene settings where the interactions are among genes rather than within a
gene [26, 34, 4].

Together, these results indicate that global epistasis is an effect that can be expected in empirically-
observed fitness functions. In what follows, we argue that global epistasis is detrimental to effective
modeling of fitness functions using standard techniques. In particular, global epistasis manifests itself
by producing observed data that is dense in the epistatic domain. In other words, when observed fitness
data is produced through Eq. 2 then the epistatic representation of this fitness function (calculated
through application of Eq. 1), is not sparse. Further we argue that this effect of global epistasis
makes it to difficult to model such observed data by minimizing standard MSE loss functions with
a fixed amount of data. Further, we argue that fitting fitness models aimed at extracting the latent
fitness function from observed data is a more efficient use of observed data that results in improved
predictive performance (in the ranking sense).

3
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While the models of global epistasis described thus far could be used for this purpose, they have
the drawback that they assume a constrained form of both g and f , which enforces inductive biases
that may affect predictive performance. Here we propose a flexible alternative to modeling global
epistasis that makes no assumptions on the form of f or g. In particular, we interpret the latent fitness
function f as a parsimonious ranking function for sequences, and the problem of modeling global
epistasis as recovering this ranking function. A natural method to achieve this goal is to fit a model of
f to the observed data by minimizing a contrastive, or ranking, loss function. These loss functions
are designed to learn a ranking function and, as we will show, are able to recover a sparse fitness
function that has been transformed by global epistasis to produce observed data. An advantage of
this approach to modeling global epistasis is that the nonlinearity g is modeled non-parametrically,
and is free to take any form, while the latent fitness function can be modeled by any parametric
model, for example, convolutional neural networks (CNNs) or fine-tuned language models, which
have been found to perform well in fitness prediction tasks [14]. An accurate ranking model also
enables effective optimization, as implied by the results in Chan et al. [12].

2.3 Contrastive losses

Contrastive losses broadly refer to loss functions that compare multiple outputs of a model and
encourage those outputs to be ordered according to some criteria. In our case, we desire a loss
function that encourages model outputs to be ranked according to observed fitness values. An
example of such a loss function is the Bradley-Terry (BT) loss [5, 9], which has the form:

L(θ) =
∑

i,j:yi>yj

log
[
1 + e−(fθ(xi)−fθ(xj))

]
, (3)

where fθ is a model with parameters θ, xi are model inputs and yi are the corresponding labels of
those inputs. This loss compares every pair of data points and encourages the model output fθ(xi)
to be greater than fθ(xj) whenever yi > yj ; in other words, it encourages the model outputs to be
ranked according to their labels. A number of distinct but similar loss functions have been proposed
in the learning-to-rank literature [13] and also for metric learning [19]. An example is the Margin
ranking loss [20], which replaces the logistic function in the sum of Eq. 3 with a hinge function.
In our experiments, we focus on the BT loss of Eq. 3 as we found it typically results in superior
predictive performance

The BT loss was recently used by Chan et al. [12] to order the latent space of a generative model for
protein sequences such that certain regions of the latent space corresponding to sequences with higher
observed fitness values. In this case, the BT loss is used in conjunction with standard generative
modeling losses. In contrast, here we analyze the use of the BT loss alone in order to learn a ranking
function for sequences given corresponding observed fitness values.

A key feature of the contrastive loss in Eq. 3 is that it only uses information about the ranking of
observed labels, rather than the numerical values of the labels. Thus, the loss is unchanged when the
observed values are transformed by a monotonic nonlinearity. We will show that this feature allows
this loss to recover a sparse latent fitness function from observed data that has been affected by global
epistasis, and enables more data-efficient learning of fitness functions compared to a MSE loss.

3 Results

Our results are aimed at demonstrating three properties of contrastive losses. First, we show that
given complete, noiseless fitness data (i.e. noiseless fitness values associated with every sequence
in the sequence space) that has been affected by global epistasis, minimizing the BT loss enables
a model to nearly exactly recover the sparse latent fitness function f . Next, we consider the case
of incomplete data, where the aim is to predict the relative fitness of unobserved sequences. In this
regime, we find through simulation that minimizing the BT loss enables models to achieve better
predictive performance then minimizing the MSE loss when the observed data has been affected with
global epistasis. We argue by way of a fitness-epistasis uncertainty principle that this is due to the
fact that nonlinearities tend to produce fitness functions that do not admit a sparse representation in
the epistatic domain, and thus require more data to learn with MSE loss. Finally, we demonstrate the
practical significance of these insights by showing that minimizing the BT loss results in improved
performance over MSE loss in nearly all tasks in empirical benchmarks [14].
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Figure 1: Recovery of latent fitness function from complete fitness data by minimizing Bradley-Terry loss. (a)
Schematic of simulation. (b) Comparison between latent (f ) and observed (y) fitness functions in fitness (left)
and epistatic (right) domains. The latent fitness function is sampled from the NK model with L = 8 and K = 2
and the global epistasis function is g(f) = exp(10 · f). Each point in the scatter plot represents the fitness of
a sequence, while each bar in the bar plot (right) represents the squared magnitude of an epistatic interaction
(normalized such that all squared magnitudes sum to 1), with roman numerals indicating the order of interaction.
Only epistatic interactions up to order 3 are shown. The right plot demonstrates that global epistasis produces a
dense representation in the epistatic domain compared to the representation of the latent fitness in the epistatic
domain. (c) Comparison between latent and estimated (f̂ ) fitness functions in fitness and epistatic domains.

3.1 Recovery from complete data

We first consider the case of “complete” data, where fitness measurements are available for every
sequence in the sequence space. The aim of our task in this case is to recover a sparse latent
fitness function when the observed measurements have been transformed by an arbitrary monotonic
nonlinearity. In particular, we sample a sparse fitness function f from the NK model [24], a popular
model of fitness functions that has been shown to recapitulate the sparsity properties of some empirical
fitness functions [7]. The NK model has three parameters: L, the length of the sequences, q, the size
of the alphabet for sequence elements, and K, the maximum order of (local) epistatic interactions
in the fitness function. Roughly, the model randomly assigns K − 1 interacting positions to each
position in the sequence, resulting in a sparse set of interactions in the epistatic domain. The weights
of each of the assigned interactions are then drawn from a independent unit normal distributions.

We then transform the sampled fitness function f with a monotonic nonlinearity g to produce a
set of complete observed data, yi = g(f(xi)) for all xi ∈ S. The goal of the task is then to
recover the function f given all (xi, yi) pairs. In order to do so, we model f using a two layer fully
connected neural network and fit the parameters of this model by performing stochastic gradient
descent (SGD) on the BT loss, using the Spearman correlation between model predictions and the yi
values to determine convergence of the optimization. We then compare the resulting model, f̂ , to
the latent fitness function f in both the fitness and epistatic domains, using the forward and inverse
transformation of Eq. 1 to convert between the two domains.

Fig. 1 shows the results of one of these tests. In this case, we used an exponential function to represent
the global epistasis nonlinearity. The exponential function exaggerates the effects of global epistasis
in the epistatic domain and thus better illustrates the usefulness of contrastive losses, although the
nonlinearities in empirical fitness functions tend to have a more sigmoidal shape [31]. Fig. 1b shows
that the global epistasis nonlinearity substantially alters the representations of the observed data y in
both the fitness and epistatic domains, as compared to the latent fitness function f . Nonetheless, Fig.
1c demonstrates that the model fitness function f̂ created by minimizing the BT loss is able to nearly
perfectly recover the sparse latent fitness function (where recovery is defined as being equivalent up
to an affine transformation). This is a somewhat surprising result, as there are many fitness functions
that correctly rank the fitness of sequences, and it is not immediately clear why minimizing the BT
loss produces this particular sparse latent fitness function. However, this example makes clear that
fitting a model by minimizing the BT loss can be an effective strategy for recovering a sparse latent
fitness function from observed data that has been affected by global epistasis. Similar results from
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Figure 2: (a) Demonstration of the fitness-epistasis uncertainty principle for a latent fitness function transformed
by g(f) = exp(a · f) for various settings of a. The dashed black line indicates the lower bound on the sum of
the entropies of the fitness and epistatic representations of the fitness function (b) Test-set Spearman correlation
for models trained with MSE and BT losses on incomplete fitness data transformed by various nonlinearities,
compared to the entropy of the fitness function in the epistatic domain. Each point corresponds to a model
trained on 256 randomly sampled training points from an L = 10,K = 2 latent fitness function which was then
transformed by a nonlinearity. (c) Convergence of models fit with BT and MSE losses to observed data generated
by transforming an L = 10,K = 2 latent fitness function by g(f) = exp(10 · f). Each point represents the
mean test set correlation over 200 training set replicates.

additional examples of this task using different nonlinearities and latent fitness functions are shown
in Appendix B.1.

3.2 Fitness-epistasis uncertainty principle

Next, we consider the case where fitness data is incomplete. Our aim is to understand how models
trained with the BT loss compare to those trained with MSE loss at predicting the relative fitness
of unobserved sequence using different amounts of subsampled training data. We take a signal
processing perspective on this problem, and consider how the density of a fitness function in the
epistatic domain affects the ability of a model to accurately estimate the fitness function given
incomplete data. In particular, we demonstrate that global epistasis tends to increase the density
of fitness functions in the epistatic domain, and use an analogy to Compressive Sensing (CS) to
hypothesize that more data is required to effectively estimate these fitness functions when using an
MSE loss [7]. In order to support this claim, we first examine the effects of global epistasis on the
epistatic domain of fitness functions.

Fig. 1b provides an example where a monotonic nonlinearity applied to a sparse fitness increases the
density of the the fitness function in the epistatic domain. In particular, we see that many “spurious”
local epistatic interactions must appear in order to represent the nonlinearity (e.g. interactions of
order 3, when we used an NK model with K = 2). This effect can be observed for many different
shapes of nonlinearities [36, 3]. We can understand this effect more generally using uncertainty
principles, which roughly show that a function cannot be concentrated on a small number of values in
two different representations. In particular, we consider the discrete entropic uncertainty principle
proved by Dembo et al. [15]. When applied to the transformation in Eq. 1, this uncertainty principle
states:

H(f) +H(β) ≥ −2L logm, (4)

where H(x) = −
∑

i
x2
i

||x||2 log
x2
i

||x||2 is the entropy of the normalized squared magnitudes of a vector
and m = 1/

√
q when q = 2, m = 1/(q −√

q) when q = 3 and m = 1− 1/(q −√
q) otherwise.

Low entropy indicates that a vector is concentrated on a small set of elements. Thus, the fitness-
epistasis uncertainty principle of Eq. 4 shows that fitness functions cannot be concentrated in both the
fitness and epistatic domains. A sparse fitness function (in the epistatic domain) must therefore be
“spread out” (i.e. dense) in the fitness domain, and vice-versa.

The importance of this result for understanding global epistasis is that applying a nonlinearity to a
dense vector will often have the effect of concentrating the vector on a smaller number of values.
This can most easily be seen for convex nonlinearities like the exponential shown in Fig. 1a, but is
also true of many other nonlinearities (see Theorem 1 in Appendix C for a sufficient condition for a
nonlinearity to decrease entropy in the fitness domain and Appendix D for additional experiments
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demonstrating the uncertainty principle). If this concentration in the fitness domain is sufficiently
extreme, then the epistatic representation of the fitness function, β, must be dense in order to satisfy
Eq. 4. Fig. 2a demonstrates the uncertainty principle by showing how the entropy in the fitness and
epistatic domains decrease and increase, respectively, as more extreme nonlinearities are applied to a
sparse latent fitness function.

The uncertainty principle quantifies how global epistasis affects a fitness function by preventing a
sparse representation in the epistatic domain. From a CS perspective, this has direct implications
for modeling the fitness function from incomplete data. In particular, if we were to model the
fitness function using CS techniques such as LASSO regression with the Graph Fourier basis
as the representation, then it is well known that the number of noiseless data points required to
perfectly estimate the function scales as O(S logN) where S is the sparsity of the signal in a chosen
representation and N is the total size of the signal in the representation [11]. Therefore, when using
these techniques, fitness functions affected by global epistasis will require more data to effectively
model. Notably, the techniques for which these scaling laws apply minimize a MSE loss functions
as part of the estimation procedure. Although these scaling laws only strictly apply to CS modeling
techniques, we hypothesize that similar principles may apply when using neural network models and
SGD training procedures. In particular, our results suggest that more data is required to fit neural
networks to fitness functions with dense epistatic representations using the MSE loss. In the next
section we present the results of simulations that support this hypothesis by showing that the entropy
of the epistatic representation is negatively correlated with the predictive performance of models
trained with an MSE loss on a fixed amount of fitness data. Further, these simulations show that
models trained with the BT loss are robust to the dense epistatic representations produced global
epistasis, and converge faster to maximum predictive performance as they are provided more fitness
data compared to models trained with an MSE loss.

3.3 Simulations with incomplete data

We next present simulation results aimed at showing that global epistasis adversely effects the ability
of models to effectively learn fitness functions from incomplete data when trained with MSE loss and
that models trained with BT loss are more robust to the effects of global epistasis.

In our first set of simulations, we tested the ability models to estimate a fitness function of L = 10
binary sequences given one quarter of the fitness measurements (256 measurements out of total
of 210 = 1024 sequences in the sequence space). In each simulation, we (i) sampled a sparse
latent fitness function from the NK model, (ii) produced an observed fitness function by applying
one of three nonlinearities to the latent fitness function: exponential, g(f) = exp(a · f), sigmoid,
g(f) = (1 + e−a·f )−1, or a cubic polynomial g(f) = x3 + ax with settings of the parameter a
that ensured the nonlinearity was monotonically increasing, (iii) sampled 256 sequence/fitness pairs
uniformly at random from the observed fitness function to be used as training data, and (iv) trained
models with this data by performing SGD on the MSE and BT losses. We ran this simulation for 50
replicates of each of 20 settings of the a parameter for each of the three nonlinearities. In every case,
the models were fully-connected neural networks with two hidden layers and the optimization was
terminated using early stopping with 20 percent of the training data used as a validation set. After
training, we measured the extent to which the models estimated the fitness function by calculating
Spearman correlation between the model predictions and true fitness values on all sequences in the
sequence space. Spearman correlation is commonly used to benchmark fitness prediction methods
[14, 27].

The results of each of these simulations are shown in Fig. 2b. We see that the predictive performance
of models trained with the MSE loss degrades as the entropy of the fitness function in the epistatic
domain increases, regardless of the type of nonlinearity that is applied to the latent fitness function.
This is in contrast to the models trained with the BT loss, which often achieve nearly perfect
estimation of the fitness function even when the entropy of the fitness function in the epistatic domain
approaches its maximum possible value of L log 2. This demonstrates the key result that the MSE loss
is sensitive to the density of the epistatic representation resulting from global epistasis (as implied by
the analogy to CS), while the BT loss is robust to these effects. We additionally find that these results
are maintained when the degree of epistatic interactions in the latent fitness function is changed
(Appendix E.1) and when noise is added to the observed fitness functions (Appendix E.2).

Next, we tested how training set size effects the predictive performance of models trained with MSE
and BT losses on a fitness function affected by global epistasis. In order to do so, we sampled a single
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SPEARMAN TOP 10% RECALL

DATA SET SPLIT MSE LOSS BRADLEY-TERRY MSE LOSS BRADLEY-TERRY

GB1

1-VS-REST 0.133± 0.150 0.091± 0.093 0.097 ± 0.030 0.138 ± 0.051
2-VS-REST 0.564± 0.026 0.607 ± 0.009 0.250 ± 0.030 0.282 ± 0.008

3-VS-REST* 0.814± 0.049 0.880 ± 0.003 0.539 ± 0.084 0.664 ± 0.014
LOW-VS-HIGH* 0.499± 0.010 0.567 ± 0.013 0.381 ± 0.028 0.443 ± 0.024

SAMPLED 0.930± 0.002 0.951 ± 0.002 0.823 ± 0.009 0.816 ± 0.010

AAV

MUT-DES 0.751± 0.006 0.757± 0.007 0.288± 0.004 0.307 ± 0.005
DES-MUT 0.806± 0.006 0.832 ± 0.002 0.318± 0.013 0.387 ± 0.008

1-VS-REST* 0.335± 0.117 0.485 ± 0.078 0.052± 0.053 0.143 ± 0.049
2-VS-REST 0.748± 0.010 0.798 ± 0.003 0.490 ± 0.011 0.457± 0.010
7-VS-REST 0.732± 0.003 0.742 ± 0.003 0.694± 0.006 0.695± 0.006

LOW-VS-HIGH 0.401± 0.006 0.410 ± 0.009 0.180 ± 0.009 0.170± 0.006
SAMPLED 0.927± 0.001 0.933 ± 0.000 0.650± 0.005 0.652± 0.010

THERMOSTABILITY
MIXED 0.349± 0.011 0.453 ± 0.007 0.636± 0.013 0.616± 0.011
HUMAN 0.511± 0.016 0.589 ± 0.002 0.382± 0.022 0.405 ± 0.015

HUMAN-CELL 0.490± 0.021 0.570 ± 0.004 0.316± 0.018 0.355 ± 0.012

Table 1: Comparison between MSE and Bradley-Terry losses on FLIP benchmark tasks using the CNN baseline
model. Each row represents a data set and split combination. Numerical columns indicate the mean and standard
deviation of test set metrics over 10 random initializations of the model. Asterisks indicate that unmodified
portions of sequences were used in training data. Bold values indicate that a loss has significantly improved
performance over all other tested losses (p < 0.05). Additional benchmark results are shown in Appendix G.

L = 10,K = 2 fitness function from the NK model and applied the nonlinearity g(f) = exp(10 · f)
to produce an observed fitness function. Then, for each of a range of training set sizes between 25
and 1000, we randomly sampled a training set and fit models with MSE and BT losses using the
same models and procedure as in the previous simulations. We repeated this process for 200 training
set replicates of each size, and calculated both the Spearman and Pearson correlations between the
resulting model predictions and true observed fitness values for all sequences in the sequence space.

Fig. 2c shows the mean correlation values across all 200 replicates of each training set size. There
are two important takeaways from this plot. First, the BT loss achieves higher Spearman correlations
than the MSE loss in all data regimes. This demonstrates the general effectiveness of this loss to
estimate fitness functions affected by global epistasis. Next, we see that models trained with BT
loss converge to a maximum Spearman correlation faster than models trained with MSE loss do to
a maximum Pearson correlation, which demonstrates that the difference in predictive performance
between models trained with MSE and BT losses is not simply due to a result of the evaluation
metric being more tailored to one loss than the other. This result also reinforces our claim that fitness
functions affected by global epistasis require more data to learn effectively with MSE loss, as would
be predicted by CS scaling laws. The BT loss on the other hand, while not performant with the
Pearson metric as expected by a ranking loss, seems to overcome this barrier and can be used to
estimate a fitness function from a small amount of data, despite the effects of global epistasis.

3.4 Empirical benchmark results

In the previous sections, we used noiseless simulated data to explore the interaction between global
epistasis and loss functions. Now we present results demonstrating the practical utility of our
insights by comparing the predictive performance of models trained with MSE and BT losses on
experimentally determined protein fitness data. We particularly focus on the FLIP benchmark [14],
which comprises a total of 15 fitness prediction tasks derived from three empirical fitness datasets.
These three datasets explore multiple types of proteins, definitions of protein fitness, and experimental
assays. In particular, one is a combinatorially complete dataset that contains the binding fitness of
all combinations of mutations at 4 positions to the GB1 protein [41], another contains data about
the viability of Adeno-associated virus (AAV) capsids for many different sets of mutations to the
wild-type capsid sequence [8], and another contains data about the thermostability of many distantly
related proteins [23]. Although there are a number of protein fitness benchmarks, we chose to
primarily focus on FLIP because the FLIP datasets all contain a large number of sequences with three
or more mutations, which is the regime where the effects of global epistasis are most apparent. In
contrast, other benchmarks such as ProteinGym [28] mostly contain datasets with only single and
double mutants. Below we describe results on the FLIP benchmark; however, we also tested on two
datasets in ProteinGym that contained a large number of higher-order mutations and show these
corroborating results in Appendix G.
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For each of the three FLIP datasets, the benchmark provides multiple train/test splits that are relevant
for protein engineering scenarios. For example, in the GB1 and AAV datasets, there are training sets
that contain only single and double mutations to the protein, while the associated test sets contain
sequences with more than two mutations. This represents a typical situation in protein engineering
where data can easily be collected for single mutations (and some double mutations) and the goal is
then to design sequences that combine these mutations to produce a sequence with high fitness. In
all of the FLIP tasks the evaluation metric is Spearman correlation between model predictions and
fitness labels in the test set, since ranking sequences by fitness is the primary task that models are
used for in data-driven protein engineering.

In the FLIP benchmark paper, the authors apply a number of different modeling strategies to these
splits, including Ridge regression, training a CNN, and a number of variations on fine-tuning the
ESM language models for protein sequences [35]. All of these models use a MSE loss to fit the
model to the data, along with any model-specific regularization losses. In our tests, we consider only
the CNN model as it balances consistently high performance in the benchmark tasks with relatively
straightforward training protocols, enabling fast replication with random restarts.

We trained the CNN model on each split using the standard MSE loss and BT contrastive losses.
The mean and standard deviation of Spearman correlations between the model predictions and test
set labels over 10 random restarts are shown in Table 1, third and fourth columns. By default, the
FLIP datasets contain portions of sequences that are never mutated in any of the data (e.g., only
4 positions are mutated in the GB1 data, but the splits contain the full GB1 sequence of length
56). We found that including these unmodified portions of the sequence often did not improve,
and sometimes hurt, the predictive performance of the CNN models while requiring significantly
increased computational complexity. Therefore most of our results are reported using inputs that
contain only sequence positions that are mutated in at least one train or test data point. We found
that including the unmodified portions of sequences improved the performance for the Low-vs-High
and 3-vs-Rest GB1 well splits, as well as the 1-vs-rest AAV split and so these results are reported in
Table 1; in these cases we found both models trained with MSE and contrastive losses had improved
performance.

Although Spearman correlation is commonly used to benchmark models of fitness functions, in
practical protein engineering settings it also important to consider the ability of the model to classify
the sequences with the highest fitness. To test this, we calculated the “top 10% recall“ for models
trained with the BT and MSE losses on the FLIP benchmark data, which measures the ability of the
models to correctly classify the 10% of test sequences with the highest fitness in the test set [18].
These results are shown in the fifth and sixth columns of Table 1. It may be expected that the BT
loss improves performance based on Spearman correlation because both are measures of ranking
performance; however, the consistently improved performance of the BT loss based on top 10% recall
demonstrates that this loss will lead to improvements in fitness prediction that are practical to protein
engineering.

The results in Table1 show that using contrastive losses (and particularly the BT loss) consistently
results in improved predictive performance across a variety of practically relevant fitness prediction
tasks. Further, in no case does the BT loss result in worse performance than MSE. The reasons for
this result may be manifold; however, we hypothesize that it is partially a result of sparse latent fitness
functions being corrupted by global epistasis. Indeed, it is shown in Otwinowski et al. [31] that a GB1
landscape closely associated with that in the FLIP benchmark is strongly affected by global epistasis.
Further, many of the FLIP training sets are severely undersampled in the sense of CS scaling laws,
which is the regime in which differences between MSE and contrastive losses are most apparent
when global epistasis is present, as shown in Fig. 2.

4 Discussion

Our results leave open a few avenues for future exploration. First, it is not immediately clear in what
situations we can expect to observe the nearly-perfect recovery of a latent fitness function as seen
in Fig. 1. A theoretical understanding of this result may either cement the promise of the BT loss,
or provide motivation for the development of techniques that can be applied in different scenarios.
Next, we have made a couple of logical steps in our interpretations of these results that are intuitive,
but not fully supported by any theory. In particular, we have drawn an analogy to CS scaling laws
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to explain why neural networks trained with MSE loss struggle to learn a fitness function that has a
dense representation in the epistatic domain. However, these scaling laws only strictly apply for a
specific set of methods that use an orthogonal basis as the representation of the signal; there is no
theoretical justification for using them to understanding the training of neural networks (although
applying certain regularizations to neural network training can provide similar guarantees [2]). It
is also not clear from a theoretical perspective why the BT loss seems to be robust to the dense
representations produced by global epistasis. A deeper understanding of these phenomena could be
useful for developing improved techniques.

Additionally, our simulations largely do not consider how models trained with contrastive losses
may be affected by the complex measurement noise commonly seen in experimental fitness assays
based on sequencing counts [10]. Although our simulations mostly do not consider the effects of
noise (except for the simple Gaussian noise added in Appendix E.2), our results on multiple empirical
benchmarks demonstrate that contrastive losses can be robust to the effects of noise in practical
scenarios. Further, we show in Appendix F that the BT loss can be robust to noise in a potentially
pathological scenario. A more complete analysis of the effects of noise on contrastive losses would
complement these results.

The code for running the simulations used herein is available at https://github.com/dhbrookes/
Contrastive-Losses-Global-Epistasis.git.
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Appendix A Simulation details

Here we provide more specific details about the simulations used to generate Figures 1 and 2 in the
main text.

A.1 Complete data simulation

This section provides more details on the simulation that is described in Section 3.1 and Fig. 1 in
the main text, in which the goal was to recover a latent fitness function given complete fitness data.
For this task, we first sampled a complete latent fitness function, f(xi) for i = 1, 2, ...2L, from
the NK model, using the parameters L = 8, K = 2 and q = 2. The NK model was implemented
as in [7], using the random neighborhood scheme (described in detail in Section A.3, below) We
then applied a monotonic nonlinearity to the fitness function to produce a complete set of observed
data, yi = g(f(xi)) for i = 1, 2, ...2L. We then constructed a neural network model, fθ, in which
input binary sequences of length L were transformed by two hidden layers with 100 nodes each and
ReLU activation functions and a final linear layer that produced a single fitness output. To fit the
parameters of this model, we performed stochastic gradient descent using the Adam method [25] on
the Bradley-Terry (BT) loss with all (xi, yi) pairs as training data, a learning rate of 0.001, a batch
size of 256. The optimization procedure was terminated when the Spearman between the model’s
predictions and the observed data y failed to improve over 100 epochs. Letting θ̂ be the parameters
of the model at the end of the optimization, we denote the estimated fitness function as f̂ := fθ̂.

In order to calculate the epistatic representations of the latent, observed and estimated fitness functions,
we arranged each of these fitness functions into appropriate vectors: f, y, and f̂, respectively. These
vectors are arranged such that the ith element corresponds to the sequence represented by the ith row
of the Graph Fourier basis. In this case of binary sequences, the Graph Fourier basis is known as the
Walsh-Hadamard basis and is easily constructed, as in [1] and [7]. The epistatic representations of of
the latent, observed and estimated fitness functions were then calculated as β = ΦT f, βy = ΦT y,
and β̂ = ΦT f̂, respectively.

A.2 Incomplete data simulations

This section provides further details on the simulations in Section 3.3 and Fig. 2 where we tested the
ability of models trained with MSE and BT losses to estimate fitness functions given incomplete data
corrupted by global epistasis. Many of the details of these simulations are provided in the main text.
We used a different set of settings of the a for each nonlinearity used in the simulations shown in Fig.
2b. In particular, for the exponential, sigmoid, and cubic functions we used 20 logarithmically spaced
values of a in the ranges [0.1, 50], [0.5, 25], and [0.001, 10], respectively. In all cases where models
were trained in these simulations, we used the same neural network model described in the previous
section. In all of these cases, we performed SGD on either the MSE or BT loss using the Adam
method with a learning rate of 0.001 and batch size equal to 64. In cases where the size of the training
set was less than 64, we set the batch size to be equal to the size of the training set. In all cases,
the optimization was terminated when the validation metric failed to improve after 20 epochs. The
validation metrics for models trained with the BT and MSE losses were the Spearman and Pearson
correlations, respectively, between the model predictions on the validation set and the corresponding
labels. In order to calculate the yellow curve in Fig. 2a and the values on the horizontal axis in Fig.
2b, the epistatic representations of the observed fitness functions were calculated as described in the
previous section.

A.3 Definition of the NK model

The NK model is an extensively studied random field model of fitness functions introduced by
Kauffman and Weinberger [24]. In order to sample a fitness function from the NK model, first one
chooses values of the parameters L, K, and q, which correspond to the sequence length, maximum
degree of epistatic interaction, and size of the sequence alphabet, respectively. Next, one samples a
“neighborhood” V [j] for each position j in the sequence, which represents the K positions that interact
with position j. Concretely, for each position j = 1, ..., L, V [j] is constructed by sampling K values
from the set of positions {1, ..., L} \ j uniformly at random, without replacement. Now let S(L,q)
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be the set of all qL sequences of length L and alphabet size q. Given the sampled neighborhoods
{V [j]}Lj=1, the NK model assigns a fitness to every sequence in S(L,q) through the following two
steps:

1. Let s[j] := (sk)k∈V[j] be the subsequence of s corresponding to the indices in the neigh-
borhood V [j]. Assign a ‘subsequence fitness’, fj(s[j]) to every possible subsequence, s[j],
by drawing a value from the normal distribution with mean equal to zero and variance
equal to 1/L. In other words, fj(s[j]) ∼ N (0, 1/L) for every s[j] ∈ S(K,q), and for every
j = 1, 2, ..., L.

2. For every s ∈ S(L,q), the subsequence fitness values are summed to produce the total fitness
values f(s) =

∑L
j=1 fj(s

[j]).

Appendix B Additional complete data results

Here we provide additional results to complement those described in Section 3.1 and shown in Fig. 1.

B.1 Additional nonlinearities and latent fitness function

In order to more fully demonstrate the ability of models trained with the BT loss to recover sparse
latent fitness functions, we repeated the test shown in Fig. 1 and described in Sections 3.1 and A.1
for multiple examples of nonlinearities and different settings of the K parameter in fitness functions
sampled from the NK model. In each example, a latent fitness function of L = 8 binary sequences
was sampled from the NK model with a chosen setting of K and a nonlinearity g(f) was applied to
the latent fitness function to produce observed data y. The results of these simulations are shown in
Fig. 3, below. In all cases, the model almost perfectly recovers the sparse latent fitness function given
complete fitness data corrupted by global epistasis.
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Figure 3: Results from multiple examples of the task of recovering a latent fitness function given
complete observed data transformed by a global epistasis nonlinearity. Each sub-plot shows the
results of one such task. The setting of K used to sample the latent fitness function from the NK
model and the particular form of the nonlinearity g(f) used are indicated in each sub-plot title. The
horizontal axis in each sub-plot represents the values of the latent fitness function, while the vertical
axis represents the values of either the observed data (blue dots) or model predictions (red dots). For
ease of plotting, all fitness functions were normalized to have an empirical mean and std. dev. of 1,
respectively. The R2 correlation between the latent fitness function and the model predictions are
indicated in red text.

16

93389https://doi.org/10.52202/079017-2962



Appendix C Characterizing nonlinearities that decrease entropy

Here we provide a sufficient condition on a nonlinearity for the nonlinearity to reduce the entropy
of a fitness function in the fitness domain. In other words, we characterize a class of g such that

H(g(f)) ≤ H(f). First, we define probability vectors p and q such that pi :=
f2
i

||f||2
and qi :=

g(fi)
2

||g(f)||2
for all i = 1, ..., N .

We additionally define the vector w such that wi :=
qi
pi

and the probability vector r(α) where

ri(α) =
piw

α
i∑N

j=1 piw
α
i

for all i = 1, ..., N . Note that r(0) = p and r(1) = q.

Finally, let Hs(p) = −
∑N

i=1 pi log pi be the Shannon entropy of a probability vector p.

A note on notation: below we are primarily concerned with distributions over discrete outcomes
indexed by integers. Given a probability vector p representing such a distribution and a vector
x representing values associated with each outcome, we denote the expectation of values of x
over the distribution represented by p as Ep[x] =

∑
i pixi. Similarly, we write covariances as

Covp(x, y) = Ep[xy]− Ep[x]Ep[y].

Theorem 1. Assume without loss of generality that p is sorted such that pi ≥ pi+1 for
i = 1, ..., N − 1. Additionally assume that if pi = 0 then qi = 0 for all i. If wi ≥ wi+1 for
all i = 1, ..., N − 1, then H(g(f)) ≤ H(f).

To prove Theorem 1, we first provide a number of lemmas.

Lemma 1. The derivative of the Shannon entropy of r(α) with respect to α is equal to the negative
covariance between log r(α) and logw. Specifically, the derivative is given by

dHs(r(α))
dα

= −Covr(α)(log r(α), logw).

Lemma 2. Given a probability vector p of length N and any two vectors x and y of length N , we
have

Covp(x, y) =
∑
j>i

pipj(xi − xj)(yi − yj). (5)

Corollary 1. If two vectors x and y of length N are sorted such that xi ≥ xi+1 and yi ≥ yi+1 for
i = 1, ..., N − 1, then Covp(x, y) ≥ 0 for any probability vector p.

Proof of Theorem 1. First we note that by the definition of entropy given in the main text, we have
H(f) = Hs(p) and H(g(f)) = Hs(q). Therefore we need only prove that Hs(q) ≤ Hs(p).

By Lemma 1, we have that

Hs(q)−Hs(p) = −
∫ 1

0

Covr(α)(log r(α), logw)dα. (6)

Both p and w are sorted by assumption and therefore it is clearly true that r(α) is also sorted such that
ri(α) ≥ ri+1(α) for i = 1, ..., N − 1 and all α ∈ [0, 1]. Since the logarithm is a monotonic function,
both log r(α) and logw are similarly sorted. Therefore, by Corollary 1, we have that the integrand in
Eq. 6 is positive for all α ∈ [0, 1]. Therefore, the integral must be positive and Hs(q)−Hs(p) < 0.
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Proof of Lemma 1.

dHs(r(α))
dα

= −
N∑
i=1

(1 + log ri(α))
dri(α)

dα

= −
N∑
i=1

(1 + log ri(α))
piw

α
i∑N

j=1 piw
α
i

(
logwi −

∑N
k=1 pkw

α
k logwk∑N

j=1 piw
α
i

)

= −
N∑
i=1

ri(α)(1 + log ri(α))

(
logwi −

∑
k

rk(α) logwk

)

= −
N∑
i=1

ri(α)
(
logwi + log ri(α) logwi − Er(α)[logw]− log ri(α)Er(α)[logw]

)
= −Er(α)[logw]− Er(α)[log r(α) logw] + Er(α)[logw] + Er(α)[log r(α)]Er(α)[logw]

= −Er(α)[log r(α) logw] + Er(α)[log r(α)]Er(α)[logw]

= −Covr(α)(log r(α), logw)

Proof of Lemma 2.

N∑
i=1

N∑
j=i

pipj(xi − xj)(yi − yj) =
1

2

N∑
i=1

N∑
j=1

pipj(xi − xj)(yi − yj)

=
1

2

N∑
i=1

pixiyi

N∑
j=1

pj −
1

2

N∑
i=1

pixi

N∑
j=1

pjyj −
1

2

N∑
i=1

piyi

N∑
j=1

pjxj +
1

2

N∑
j=1

pjxjyj

N∑
i=1

pi

= Ep[xy]− Ep[x]Ep[y]

= Covp(x, y)

where the first line follows from the summand equaling zero when i = j.

Proof of Corollary 1. This is a straightforward consequence of Lemma 2. For every term in the sum
of Eq. 5, we have that j > i, and therefore xi − xj ≥ 0 and yi − yj ≥ 0 by assumption. Further p is
a probability vector and thus pi > 0 for all i. Therefore every element of the sum is positive and the
covariance is positive.

Notably, the condition of Theorem 1 is not necessary in order decrease entropy in the fitness domain.
Indeed, many of the nonlinearities tested herein do not satisfy this condition. Eq. 6 is an illuminating
relationship that may provide further insight into additional classes of nonlinearities that decrease
entropy.
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Appendix D Additional examples of uncertainty principle

Here we provide additional examples showing that nonlinearities tend to decrease the entropy in the
fitness domain of sparse fitness, which causes corresponding increases in the entropy in the epistatic
domain due to the uncertainty principle of Eq. 4. We show this for four nonlinearities:exponential,
g(f) = exp(a · f), sigmoid, g(f) = (1 + e−a·f )−1, cubic polynomial g(f) = x3 + ax with a > 0,
and a hinge function that represents the left-censoring of data, g(f) = max(0, f − a). Left-censoring
is common in fitness data, as biological sequences will often have fitness that falls below the detection
threshold of an assay. For each of these nonlinearities, we chose a range of settings of the a parameter,
and for each setting of the a parameter, we sampled 200 fitness functions from the NK model with
parameters L = 8,K = 2 and q = 2 and transformed each function by the nonlinearity with the
chosen setting of a. For each of these transformed fitness functions, we calculated the entropy of the
function in the fitness and epistatic domains. The mean and standard deviation of these entropies
across the fitness function replicates are shown in Fig. 4, below. In each case, we can see that the
nonlinearities cause the fitness domain to become increasingly concentrated, and the epistatic domain
to become increasingly sparse.

Figure 4: Demonstration of the fitness-epistasis uncertainty principle for multiple examples of
nonlinearities. The title of the subplot indicates the nonlinearity used to produce the results in that
subplot. The lines and shaded regions represent the mean and std. dev. of entropies, respectively,
across 200 replicates of latent fitness functions sampled from the NK model. The black dotted line
indicates the lower bound on the sum of the entropies in Eq. 4.
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Appendix E Additional incomplete data results

Here we provide additional results to complement those described in Section 3.3 and shown in Fig. 2.

E.1 Additional nonlinearity and latent fitness function parameters

Here we show results for incomplete data simulations using latent fitness functions with varying
orders of epistatic interactions and for additional parameterizations of the global epistasis nonlinearity.
In particular, we repeated the simulations whose results are shown in Fig. 2b using latent fitness
functions drawn from the NK model with K = 1 and K = 3, with all other parameters of the
simulation identical to those used in the K = 2 simulations described in the main text. We ran
the simulations for 10 replicates of each of the 20 settings of the a parameter for each of the three
nonlinearities. The results of these simulations are shown in Figure 5, below. These results are
qualitatively similar to those in Figure 5, demonstrating that the simulation results are robust to the
degree of epistatic interactions in the latent fitness function.

We also repeated the simulations whose results are shown in Figure 2c using different settings of the
K parameter in the NK model, as well as multiple settings of the a parameter that determines the
strength of the global epistasis nonlinearity. All other parameters of the simulations are identical
to those used in the K = 2 and a = 10 simulation described in the main text. The results of these
simulations, averaged over 40 replicates for each training set size, are shown in Fig 6, below. These
results are qualitatively similar to those shown in Figure 2c, demonstrating the robustness of the
simulation results to different forms of latent fitness functions and nonlinearities.

Figure 5: Results from incomplete data simulations for latent fitness functions drawn from the NK model with
(a) K = 1 and (b) K = 2. Plot descriptions are as in Figure 2b.
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Figure 6: Results from incomplete data simulations using multiple settings of the K parameter in the NK
model and the a parameter in the global epistasis nonlinearity. The settings of K and a used to generate each
subplot are shown in the title of the subplots; results are not shown for the K = 2 and a = 10 case because
these results are shown in Figure 2c of the main text. Plot descriptions are as in Figure 2c; each point in the plots
represents the mean over 40 replicate simulations.
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E.2 Adding noise to the observed data

Here we test how the addition of homoskedastic Gaussian noise affects the results incomplete data
simulations. In particular, we repeated the set of simulations in which we test the ability of the MSE
and BT losses to estimate a fitness function at varying sizes of training set, but now added Gaussian
noise with standard deviation of either 0.025 or 0.1 to the observed fitness function (first normalized
to have mean and variance equal to 0 and 1, respectively). The results of these tests, averaged over
40 replicates for each training set size, are shown in Figure 7, below. We can see that despite the
noise drastically altering the observed ranking, the BT loss still outperforms the MSE loss in terms of
Spearman correlation at both noise settings.

Figure 7: Incomplete data simulations with additive Gaussian noise with standard deviation equal to (a) 0.025
and (b) 0.1. Left plots show the rankings of sequences in the latent NK fitness function, f, against the ranking
of sequences in the noisy observed fitness function, y. The right plot descriptions are as in Figure 2c, with the
addition of black dashed lines that indicates the Spearman correlation between the latent fitness function, f, and
the noisy observed fitness function, y, which is the maximum Spearman correlation that can be achieved in this
test.
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Appendix F Noisy toy simulation

A potential disadvantage of the BT and Margin losses used in the main text is that neither takes
into consideration the size of the true observed gap between the fitness of pairs of sequences. In
particular, Eq. 3 shows that any two sequences in which yi > yj will be weighted equally in the loss,
regardless of the magnitude of the difference yi − yj . This has implications for how measurement
noise may affect these losses. In particular, the relative ranking between pairs of sequences with a
small gap in fitness in more likely to have been swapped due to measurement noise, compared to a
pair of sequences with a large gap. This suggests that contrastive losses may exhibit pathologies in
the presence of certain types of noise.

Here we examine a toy scenario in which the observed fitness data has the form yi = I(xi)+ ϵ, where
I(xi) is an indicator function that is equal to zero or one and ϵ ∼ N (0, σ2) is Gaussian noise. One
may expect contrastive loses to exhibit pathologies when trained on this data because the relative
rankings between sequences that have the same value of I(x) is due only to noise.

In order to construct this scenario, we sampled an L = 10, K = 2 binary fitness function f(x from
the NK model, and then let I(x) = 0 when f(x) < med(f) and 1 otherwise, where med(f) is the
median NK fitness of all sequences. We then added Gaussian noise with σ = 0.1 to produce the
observed noisy data y. We consider I(x) to be the true binary label of a sequence and y to be the noisy
label of the sequence. The relationship between the NK fitness, true labels and noisy labels is shown
in Fig. 8a, below. Next, we randomly split the data into training and test sets containing 100 and 924
sequences and noisy labels, respectively. We used the training set to fit two neural network models,
one using the MSE loss and the other using the BT loss. The models and training procedure were the
same as described in Appendix A. The predictions of these models on test sequences, compared to
noisy labels, are shown in 8b. We next constructed Receiver Operating Characteristic (ROC) curves
that test the ability of each model to classify sequences according to their true labels I(x) (Fig. 8c).
These curves show that while the MSE loss does slightly outperform the BT loss in this classification
task, the BT loss still results in an effective classifier and does not exhibit a major pathology in this
scenario.

Notably, on empirical protein landscapes, as shown in Table 1, the performance gain by contrastive
losses out-weighs the potential drawback of further sensitivity to this kind of noise, and contrastive
losses ultimately result in improved predictive performance.

Figure 8: Toy simulation testing the effects of noise on the BT loss. (a) Noisy and true labels
of training and test data (vertical axis), plotted against NK fitness (horizontal axis). True labels
correspond to I(x) values, while noisy labels correspond to y = I(x) + ϵ values. (b) Observed noisy
labels (vertical axis) plotted against model predictions from a models trained with the MSE and BT
losses (horizontal axis). (c) ROC curves comparing the ability of the models trained with MSE and
BT losses to classify test sequences according to true labels. The blue (MSE) and green (BT) curves
have AUC values of 0.977 and 0.932, respectively.
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Appendix G Results on ProteinGym benchmark datasets

We compared the MSE vs Bradley-Terry loss on the CAPSD AAV2S Sinai 2021 and
GFP AEQVI Sarkisyan 2016 datasets from the ProteinGym benchmark [28] using the same pro-
tocol as described in 3.4. These are two of the most relevant datasets in ProteinGym because they
contain a large number of multi-mutants, whereas many other datasets contain only single and double
mutations. The results for 10 replicates of uniform 80/20 train test splits are shown below:

SPEARMAN TOP 10% RECALL

DATASET MSE LOSS BRADLEY-TERRY MSE LOSS BRADLEY-TERRY

CAPSD AAV2S SINAI 2021 0.912± 0.003 0.920 ± 0.003 0.915 ± 0.001 0.915 ± 0.001
GFP AEQVI SARKISYAN 2016 0.867± 0.001 0.873 ± 0.001 0.938 ± 0.003 0.945 ± 0.003

Table 2: Comparison between MSE and Bradley-Terry losses on ProteinGym benchmark tasks using the CNN
baseline model. Each row represents a data set and split combination. Numerical columns indicate the mean
and standard deviation of test set metrics over 10 random initializations of the model. Asterisks indicate that
unmodified portions of sequences were used in training data. Bold values indicate that a loss has significantly
improved performance over all other tested losses (p < 0.05).
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Appendix H Derivation of fitness-epistasis uncertainty principle

Here we show how to derive the fitness-epistasis uncertainty of Eq. 4, starting from the uncertainty
principle presented in Theorem 23 of [15]. When applied to the transformation f = Φβ, this
uncertainty principle is stated as:

H(f) +H(β) ≥ log

(
1

M2

)
(7)

where M = maxij |Φij |. This can be further simplified by calculating the maximum absolute value
of the elements in the Graph Fourier basis, Φ. As shown in [7], this matrix for sequences of length L
and alphabet size q is calculated as

Φ =

L⊗
i=1

P(q) (8)

where ⊗ denotes the Kronecker product, and P(q) is an orthonormal set of eigenvectors of the Graph
Laplacian of the complete graph of size q. Based on Eq. 8, we can make the simplification to the
calculation of the maximum value in Φ that

M = mL (9)

where m = maxij |Pij(q)|. Further, the value of m can be determined for each setting of q by
considering the following calculation of P(q) used in [7]:

P(q) = I − 2wwT

||w||2
(10)

where I is the identity matrix and w = 1−√
qe1, with 1 representing a vector with all elements equal

to one, and e1 is the vector equal to one in its first element and zero in all other elements. The values
of each element in P(q) can be straightforwardly calculated using Eq. 10. In particular, we have:

Pij(q) =


1√
q if i = 1 or j = 1

1− 1
q−√

q if i = j ̸= 1
1

q−√
q otherwise.

(11)

Now all that remains is determining which of these three values has the largest magnitude for each
setting of q. For q = 2, only the first two values appear in the matrix, and both have magnitude
1√
q = 1√

2
. For q = 3, we can directly calculate that all three values are positive and we have

1
q−√

q > 1√
q > 1− 1

q−√
q . For q = 4, we can again directly calculate that all three values are equal

to 1√
q = 1

2 . For q > 4, all three of the values are positive. Further, algebraic manipulations can be

used to show that q > 4 implies 1 − 1
q−√

q > 1
q−√

q and 1√
q > 1

q−√
q . Therefore, 1 − 1

q−√
q is the

maximum value in P(q) for all q > 4.

Putting these results together with Eq. 9, the fitness-epistasis uncertainty principle simplifies to

H(f) +H(β) ≥ L log

(
1

m2

)
(12)

where

m =


1√
q if q = 2
1

q−√
q if q = 3

1− 1
q−√

q if q ≥ 4

which is the form presented in the main text.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our abstract and introduction provide accurate summaries of the contributions
made by the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Our work does have limitations, which we lay out clearly in the Discussions
section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: Our paper contains only one true theoretical result, which is the uncertainty
principle of Eq.. 4. We provide a complete derivation of this result in Appendix H. The
remainder of our claims are supported by experiments.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Our simulation experiments are clearly described, with all necessary parameters
and procedures defined in either the main text or Appendix. Further, we will release the
code to run these simulations upon acceptance. Our benchmarking results use the FLIP
benchmark datasets and code, which have been published in the NeurIPS benchmark track
and are publicly accessible.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
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In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: We will release the code on Github upon acceptance, which will allow any
researcher to fully reproduce our results.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: [TODO]
Guidelines: Our experiments are clearly described with all information required to under-
stand the result.

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We have provided error bars and measures of statistical signficance in all
benchmarking experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer ”Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [NA]
Justification: None of our experiments are sufficiently compute-intensive to require us to
specify this.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our paper conforms to the Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: Our paper is purely scientific in nature and does not have immediate positive
or negative societal impacts.
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Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Nothing in our paper would require such safeguards.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All contributors to the paper have been properly credited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: No new assets are introduce in our paper.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We did no research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Eq.uivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: We did no research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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