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Abstract

The emerging vision foundation model (VFM) has inherited the ability to generalize
to unseen images. Nevertheless, the key challenge of domain-generalized semantic
segmentation (DGSS) lies in the domain gap attributed to the cross-domain styles,
e.g., the variance of urban landscape and environment dependencies. Hence,
maintaining the style-invariant property with varying domain styles becomes the
key bottleneck in harnessing VFM for DGSS. The frequency space after Haar
wavelet transform provides a feasible way to decouple the style information from
the domain-invariant content, since the content and style information is retained in
the low- and high-frequency components of the space, respectively. To this end,
we propose a novel Frequency-Adapted (FADA) learning scheme to advance the
frontier. Its overall idea is to separately tackle the content and style information by
frequency tokens throughout the learning process. Particularly, the proposed FADA
consists of two branches, i.e., low- and high-frequency branches. The former is able
to stabilize the scene content, while the latter learns the scene styles and eliminates
its impact to DGSS. Experiments conducted on various DGSS settings show the
state-of-the-art performance of our FADA and its versatility to a variety of VFMs.
Source code is available at https://github.com/BiQiWHU/FADA.

1 Introduction

Most existing semantic segmentation tasks assume that the training and inference images follow
the independent and identical distribution (i.i.d.) [12, 13, 36, 35, 34, 81, 54, 44, 74], which is far
from reality. Domain-generalized semantic segmentation (DGSS) aims to infer robust pixel-wise
semantic predictions on arbitrary unseen target domains when a segmentation model is trained on
the source domain (as illustrated in Fig. 1a). Compared with general domain generalization tasks,
the feature distribution discrepancy between the source domain and unseen target domains in the
context of DGSS holds some unique factors. Specifically, the cross-domain images in DGSS usually
share the same content information (i.e., common semantic categories in driving scenes), while the
cross-domain styles (i.e., urban landscape, weather, lighting conditions, etc.) mainly account for the
feature distribution difference [65, 49, 18, 11, 72, 6, 23, 43, 24].

Existing DGSS methods can be summarized into three categories. The first category intends to
decouple the style information from the scene representation [55, 30, 14, 56, 78, 71, 58], but does not
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Figure 1: (a) The key challenge of domain generalized semantic segmentation (DGSS) lies in the
stability of the scene content, while the domain gap is caused by the style variation. (b) Analysis of
frozen VFM features after Haar wavelet transform. We compute the correlation coefficient between
the CityScapes source domain (C) and BDD, Mapillary, SYHTHIA, GTA5 unseen target domains (B,
M, G, S). The low-frequency component exhibits a higher correlation and smaller domain gap. In
contrast, the high-frequency components exhibit a lower correlation and a larger domain gap.

ensure a strong content representation ability. The second category, on the contrary, directly focuses
on the content representation ability regardless of the cross-domain style variations [19, 4, 7]. Such
methods were recently developed much owing to the stronger pixel-wise representation ability of
mask attention [12, 13]. The third category focuses on enriching the styles as much as possible during
training [82, 41, 83]. However, the content representation ability is rarely taken into consideration.

The emerging vision foundation model (VFM) [62, 39, 20, 37], with strong generalization ability
inherited from a large quantity pre-trained images, provides a new possible paradigm for DGSS. Under
the realm of parameter-efficient fine-tuning, the hypothesis, i.e., a foundation model relies on the low
intrinsic dimension [42, 1] to adapt to the downstream tasks, exemplified by low-rank adaptation
(LoRA) [28], has shown great success, where the key idea is to inject trainable rank decomposition
matrices into each layer. More recently, the low-rank adaptation paradigm has demonstrated to
be feasible to fine-tune the VFM for DGSS [69]. Unfortunately, the style-invariant properties of
VFM, which is a fundamental problem for the extraction of domain generalized semantics, remain
unexplored.

An ideal style invariant low-rank adaptation is supposed to discern the subtle low intrinsic dimension
while does not pose shift on the fragile and frozen VFM features. The prior DGSS methods learned
style invariance from the fully trained image features (e.g., instance normalization [55, 30] and
instance whitening [14, 56, 71, 58]), which are more likely to collapse and less feasible. Therefore,
we adapt the low-rank adaptation to the frequency space, where the style and content have been
separated to high-frequency and low-frequency components [29, 46, 40, 77, 67], respectively.

In this paper, we present a novel Frequency-Adapted learning scheme, dubbed FADA, to push this
frontier. Its conceptual idea is to adapt the style and content representation from the VFM features
separately in the frequency space. After transforming the frozen VFM features to the frequency space
by the Haar wavelet transform [60], the low-frequency branch exploits the scene content from frozen
VFM features by the learnable low-frequency tokens. In contrast, in the high-frequency branch, the
high-frequency token features are implemented using the instance normalization operation, so that
the representation becomes invariant to the scene style.

Notably, the proposed FADA introduces two new research lines. Firstly, the possibility of learning low-
rank adaptation in the frequency space is explored, which can further benefit other VFM downstream
tasks strongly related to the style and content representation. Secondly, it demonstrates the potential
of harnessing the Haar wavelet transform for DGSS, which can also inspire advancements in general
visual domain generalization.

Concretely, our contributions can be summarized as follows:
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• We propose a Frequency-Adapted learning scheme, dubbed FADA, to fine-tune VFMs for
domain-generalized semantic segmentation.

• The proposed FADA, aided by the Haar wavelet guidance to mine the style-invariant property
of VFM, is versatile to a variety of VFMs.

• Experimentally, the proposed FADA significantly outperforms the state-of-the-art DGSS
methods, and yields an improvement up to 2.9% mIoU over the contemporary REIN [69].

2 Related Work

Domain Generalization handles the challenging setting where the feature distribution of an arbitrary
target domain is not identical to that of the source domain. It has been extensively studied in the past
few years. Multiple techniques, to namely a few, optimal transport [22, 79], batch normalization [66],
causal inference [48, 47, 25], discrepancy regularization [80, 68, 17, 5], and uncertainty modeling
[59, 70], have been proposed. Furthermore, domain generalization via unsupervised learning [26, 27]
or from a single source domain [61, 59, 84, 75] has also been recently studied.

Domain Generalization by Frequency Decoupling has drawn increasing attention. Its general idea
rests in that the style and content have been demonstrated on high-frequency and low-frequency
components [29, 46, 40, 77, 67, 7, 6], respectively. Most of these methods implement Fast Fourier
Transform (FFT) to transfer the image to the frequency space, and then represent the style and content
by the amplitude (high-frequency) and phase (low-frequency) components, respectively. However, to
the best of our knowledge, 1) leveraging Haar wavelet for domain generalization; and 2) enhancing
the generalization ability of VFM features via frequency space have been rarely explored. Compared
with other frequency analysis methods such as FFT, the orthogonal property of Haar wavelet basis
leads to a stronger decorrelation [50]. In the context of domain generalization, it indicates a better
separation between low- and high-frequency components and deserves exploration.

Domain Generalized Semantic Segmentation (DGSS) in the CNN era either decouple the style
information [55, 30, 56, 14, 58, 71, 78] or enrich the style diversity [41, 82, 83, 45, 52]. With the
rapid development of Vision Transformer (ViT), recent DGSS methods usually leverage the masked
attention mechanism [12, 13] to enhance the content representation [19, 8, 7]. Later, the masked
attention is used to decode the frozen contrastive image-text pre-trained features [33], and REIN [69]
fine-tunes the VFM under the low-rank adaptation paradigm. However, the style invariant properties
of VFM, which are the key of the DGSS representation, remain unexplored.

3 Preliminary

3.1 Low-Rank Adapted VFM

To fine-tune a VFM with parameter efficiency, the low intrinsic dimension [42, 1] assumes that a
VFM relies on the intrinsic low-dimension in the frozen VFM features to adapt to the downstream
tasks. Inspired by this, the low-rank adaptation (LoRA) paradigm [28] is devised to inject trainable
rank decomposition matrices into each layer. Given a VFM with N sequential layers (denoted as
L1, L2, · · · , LN ), each layer corresponds to a pre-trained weight matrix of W1, W2, · · · , WN , i.e.,
Wi ∈ Rc×c. The frozen features from layer Li are denoted as fi ∈ Rc×n. Particularly, for the first
layer L1, f1 is generated by f1 =W1x. Here x denotes the image embedding, n denotes the patch
number, and c denotes the channel size.

Denoting the learnable weight matrix as ∆Wi ∈ Rc×c and the input of layer Li as fi, the feature
propagation from the layer Li to Li+1 can be formulated as fi+1 = Wifi + ∆Wifi. Then, we
assume that the learnable weight matrix ∆Wi can be formulated as a low-rank decomposition, i.e.,
∆Wi = BA, where B ∈ Rc×r and B ∈ Rr×c (r ≪ c). More recently, REIN [69] specifies this
paradigm in DGSS by transferring the learnable matrix term ∆Wi into a learnable token Ti followed
by a MLP Mi(·), denoted as fi+1 = Wifi +Mi(Ti(Wifi)), where Ti ∈ Rm×c and m is the token
length. This modification allows a significance reduction of the token length (from a thousand
magnitude c to a hundred or even ten magnitude m), which can alleviate Curse of Dimensionality and
allow each token to be better connected to the instances in an image [69]. Our low-rank adaptation is
implemented on Ti, i.e., Ti = AiBi, where Ai ∈ Rm×r and Bi ∈ Rr×c (r ≪ min(m, c)).
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Figure 2: Overview of the proposed Frequency-adapted Vision Foundation Model (FADA) learning
scheme. It innovatively incorporates the low-rank adaptation of VFM models on the frequency space,
where the low-/high-frequency component contains more content/style, respectively. It consists of
three key steps, namely, low-/high-frequency decomposition (in Sec. 4.1), low-frequency adaptation
(in Sec. 4.2) and high-frequency adaptation (in Sec. 4.3).

3.2 Haar Wavelet Transform

The Haar transform [60] cross-multiplies a function with various shifts and stretches, which has been
demonstrated to be effective in applications, such as signal and image processing.

Definition 1. Haar Scaling Function. Given an input signal x, the Haar scaling function is
mathematically defined as

ϕ(t) =

{
1 0 ≤ t < 1
0 otherwise

. (1)

Let V0 denote the space of all functions of the form
∑

k∈Z akϕ(x− k), where k ∈ Z is an arbitrary
integer, and ak ∈ R. As each element of V0 is zero outside a bounded set, such a function akϕ(x− k)
has finite or compact support.

Definition 2. Basis of the Step Function Space. Given an arbitrary nonnegative integer j ∈ Z+
0 ,

Let Vj denote the step function space at the level j, which is spanned by the set

{· · · , ϕ(2jx+ 1), ϕ(2jx), ϕ(2jx− 1), · · · }. (2)

Definition 3. Haar Wavelet Function. The Haar wavelet is the function ψ(x) = ϕ(2x)−ϕ(2x− 1).

For more details of the properties of the Haar transform, please refer to the supplementary material.

4 Methodology

Fig. 2 gives an overview of the proposed FADA. After each frozen VFM layer, it consists of three
key steps, namely, low-/high-frequency decomposition (in Sec. 4.1), low-frequency adaptation (in
Sec. 4.2), and high-frequency adaptation (in Sec. 4.3). Finally, the frequency components are fused
together and transferred from the frequency space back to the spatial space, and then fed to the next
VFM layer.

4.1 Low-/High-Frequency Decomposition

Orthogonal property (in Sec. 3.2) leads to the result of a strong decorrelation [50]. This property after
the Haar wavelet function allows a better separation between low- and high-frequency components
of input signal than other frequency analysis methods such as Fourier transform. In the context of
DGSS, the domain gap is caused by the cross-domain style variation, while the cross-domain content
is stable [14, 78, 71, 58]. As it has been well documented that the style and content are predominate

4
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in the high-frequency and low-frequency components, respectively [29, 46, 40, 77, 67], a feasible
way to explore the style-invariant properties is to mitigate the variation of high-frequency components
in the VFM features. Therefore, the first step is to decompose the frozen VFM feature fi into the low-
and high-frequency components, respectively.

In our work, we exploit the Haar wavelet transform to decouple the low- and high-frequency compo-
nents, where four kernels, namely, LLT, LHT, HLT, HHT, are given by

LT =
1√
2
[1 1], HT =

1√
2
[−1 1]. (3)

As discussed in prior works [60, 3], the LLT kernel captures the average of the pixel responses, which
is more robust to the scene content and therefore preserves more low-frequency components. In
contrast, by taking the differences between adjacent pixels into account, the LHT, HLT and HHT

kernels tend to preserve the details from the horizontal, vertical and diagonal directions, respectively.
These details are more related to the structures, edges, etc, which attribute to the style.

For a layer Li, we implement the Haar wavelet transform on the frozen VFM feature Wifi by the
above four kernels LLT, LHT, HLT and HHT, respectively. The fLL

i component filtered by LLT

captures more scene content, and in contrast the fLH
i , fHL

i and fHH
i components filtered by LHT,

HLT and HHT capture more style information. This decomposition is computed as

fLL
i = (Wifi)⊗ LLT, fLH

i = (Wifi)⊗ LHT, fHL
i = (Wifi)⊗HLT, fHH

i = (Wifi)⊗HHT. (4)

4.2 Low-Frequency Adaptation

In the context of DGSS, a stable scene content representation despite the style variance is important
to predict the scene semantics. For each layer Li, the scene content from the frozen VFM features
rests more in the low-frequency component fLL

i (in Eq. 4), which is learned in the low-frequency
adaptation branch.

Assume we have a low-frequency token TL
i ∈ Rm×c, where m is the sequence length of TL

i , and c is
the dimension of the frozen VFM feature defined in Sec. 3.1. The low-frequency token TL

i is used to
exploit the scene content from the low-frequency component fLL

i , while at the same time following
the low-rank adaptation paradigm (in Sec. 3.1).

First, we compute a similarity map Si ∈ Rn×m between the token TL
i and low-frequency component

fLL
i from the frozen VFM feature, which measures the correlation between each element in TL

i and
each patch embedding represented in fLL

i , given by

SL
i = Softmax(

fLL
i × TL

i
T

√
c

), (5)

where Softmax denotes the softmax activation function.

Then, we project the token feature TL
i into the feature space of fLL

i by a multilayer perceptron (MLP)
parameterized by weight parameters W 1

i and bias parameters b1i , followed by the point-wise product
with the similarity map SL

i . The product with SL
i allows the token features Ti to better align to fLL

i ,
where the scene content is highlighted. Assume the output is denoted as f

LL

i . Briefly, this process
can be mathematically expressed as

f
LL

i = SL
i × [TL

i ×W 1
i + b1i ]. (6)

Then, we fuse the projected token features f
LL

i with the low-frequency features fLL
i by another MLP

parameterized by weight parameters W 2
i and bias parameters b2i , followed by the skip connection.

Assuming the output is f̃LL
i , this process can be mathematically computed as

f̃LL
i = fLL

i + (f
LL

i + fLL
i )×W 2

i + b2i . (7)

4.3 High-Frequency Adaptation

For DGSS, the robustness to the cross-domain style variance is particularly important. Such style
difference is usually reflected on the high-frequency components. The Haar wavelet transform

5
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enables the separation of these high-frequency components fLH
i , fHL

i and fHH
i (in Eq. 4). Directly

eliminating all the high-frequency components seems to be a simple and straight-forward solution,
but it also leads to the loss of other information such as structure and object boundary. It may
degrade a scene representation and decline the segmentation performance. Therefore, the objective of
the high-frequency adaptation branch is to mitigate the impact of cross-domain style variation, not
directly removing all the high-frequency components.

As the decoupling of styles does not differentiate whether the high-frequency components are from
the horizontal, vertical or diagonal directions, for simplicity, we concatenate them together for
processing in this branch. Specifically, still in layer Li, assume we have a high-frequency token
TH
i ∈ R3m×c. The token size of TH

i is tripled compared with the token size of TL
i , as three high-

frequency components are involved. Similar to the low-frequency branch, the high-frequency token
TH
i is used to exploit the style information from the high-frequency components fLH

i , fHL
i and

fHH
i , while at the same time following the low-rank adaptation paradigm (in Sec. 3.1).

Same as the low-frequency adaptation branch, we compute a similarity map SH
i ∈ Rn×m between

the token TH
i and high-frequency components fLH

i , fHL
i and fHH

i , given by

SH
i = Softmax(

[fLH
i , fHL

i , fHH
i ]× TH

i
T

√
c

), (8)

where [·, ·] denotes the concatenation operation.

Then, the highlighted positions in SH
i reveal the predominant style responses from the source

domain images. The high responses, which reflect more domain-specific styles, are supposed to
be suppressed during training. It allows the fine-tuned VFM features to be less impacted by the
domain-specific styles. Instance normalization [55, 31], which computes the channel-wise mean
and standard deviation, is effective to eliminate the styles. To this end, an instance normalization is
implemented on the feature-token similarity map SH

i , given by

S̃H
i =

SH
i − µ

σ
, µ =

1

3m

3m∑
i=1

SH
i , σ =

√√√√ 1

3m

3m∑
i=1

(SH
i − µ)2. (9)

Then, we project the token feature TH
i into the high-frequency feature space by a multilayer perceptron

(MLP) parameterized by weight parameters W 3
i and bias parameters b3i , followed by the point-wise

product with the similarity map SH
i . The product with SH

i allows the token features TH
i to better

align to the decoupled high-frequency features, which is less relevant to the source domain. Assume
the output is denoted as f

H

i . Briefly, this process can be mathematically expressed as

f
H

i = S̃H
i × [TH

i ×W 3
i + b3i ]. (10)

Afterwards, we fuse the projected token features f
H

i with the high-frequency features fHi by another
MLP parameterized by weight parameters W 4

i and bias parameters b4i , followed by the skip connec-
tion. Assuming the outputs of these three components are f̃LH

i , f̃HL
i and f̃HH

i , this process can be
mathematically computed as

[f̃LH
i , f̃HL

i , f̃HH
i ] = [fLH

i , fHL
i , fHH

i ] + (f
H

i + [fLH
i , fHL

i , fHH
i ])×W 4

i + b4i . (11)

Finally, the low-frequency component f̃LL
i and high-frequency components f̃LH

i , f̃HL
i , f̃HH

i that
have been processed by both branches are fused and transferred back by the inverse Haar wavelet
transform. The output, denoted as fi+1, is the input of the next frozen layer Li+1.

4.4 Implementation Details

Same as the REIN [69] baseline, the loss function L of FADA directly inherits the losses from the
Mask2Former decoder [12], given by

L = λceLce + λdiceLdice + λclsLcls, (12)

6
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where Lce, Ldice and Lcls denote the cross-entropy loss, dice loss and classification loss. Here the
hyper-parameters λce, λdice and Lcls are 5.0, 5.0 and 2.0, respectively.

By default we use DINO-V2 [53] as the frozen VFM, but the proposed FADA is also feasible to
other VFMs. For fair evaluation, the Mask2Former segmentation decoder [13] is used to generate
the pixel-wise prediction as REIN does. Same as the existing paradigm [69], the images are re-sized
to 512× 512 pixels before input to the models. The Adam optimizer with an initial learning rate of
1× 10−4 is used to train the model. The training process terminates after 20 epochs.

5 Experiments

5.1 Datasets & Evaluation Protocols

Five driving-scene semantic segmentation datasets that share 19 common scene categories are used
for validation. Specifically, CityScapes (C) [16] consists of 2,975 and 500 images for training and
validation, respectively. The images are captured under the clear conditions in tens of Germany
cities. BDD-100K (B) [76] has 7,000 and 1,000 images for training and validation, respectively. The
images are captured under diverse conditions from a variety of global cities. Mapillary (M) [51] is
another large-scale semantic segmentation dataset, which consists of 25,000 images from diverse
conditions. SYNTHIA (S) [64] is a synthetic driving-scene segmentation dataset, which has 9,400
images. GTA5 (G) [63] is another synthetic dataset, which has 24,966 simulated images from the
American street landscape.

Following the evaluation protocol of existing DGSS methods [55, 56, 14, 58], a certain dataset is used
as the source domain for training and the rest four are used as unseen target domains for validation.
Three commonly-used evaluation settings are: 1) G → C, B, M, S; 2) S → C, B, M, G; and 3) C →
B, M, G, S. The evaluation metric is mean Intersection of Union (mIoU, in percentage %). All of our
experiments are implemented and averaged by three independent repetitions, starting from different
random seeds.

5.2 Comparison with State-of-the-art DGSS Methods

Existing DGSS methods are involved for comparison: 1) ResNet based methods, namely, IBN [55],
IW [56], Iternorm [31], DRPC [78], ISW [15], GTR [57], DIRL [71], SHADE [82], SAW [58],
WildNet [41], AdvStyle [83] and SPC [32]; 2) Mask2Former based methods, namely, HGFormer
[19] and CMFormer [8]; 3) VFM based methods, namely, DIDEX [52] and REIN [69]. By default,
the performance is directly cited from prior works [55, 56, 14, 58]. ’-’ denotes that the authors did
not reported the results nor provided source code. ’*’ denotes re-implementation with official source
code under all default settings.

GTA5 Source Domain. From left to right, the third column of Table 1 reports the performance.
Compared with the VFM based REIN [69], the proposed FADA shows an mIoU improvement of
1.83%, 1.54%, 1.99% and 1.50% on the C, B, M and S target domains, respectively. In addition, the
proposed FADA shows an average mIoU improvement of 20% and 10% when compared with ResNet
and Mask2Former based DGSS methods, respectively.

SYNTHIA Source Domain. The fourth column of Table 1 shows that the proposed FADA achieves
the state-of-the-art performance, outperforming the REIN by 1.45%, 1.41%, 1.22% and 1.29% mIoU
on the C, B, M and G unseen target domains, respectively. In addition, the proposed FADA shows an
average mIoU improvement of 15% and 6% over ResNet and Mask2Former based DGSS methods.

CityScapes Source Domain. The last column of Table 1 shows that the proposed FADA shows an
mIoU improvement of 1.58%, 1.83%, 1.37% and 1.19% on the B, M, G and S unseen target domains,
respectively. In addition, the proposed FADA shows an average mIoU improvement of 15% and 5%
over existing ResNet and Mask2Former based methods, respectively.

5.3 Ablation Studies

On Each Haar Component. Five settings are involved for experiments: (1) No wavelet components
are used. The model fine-tunes on the frozen VFM, which is a simplified version of REIN [69]
removing the instance link module; (2) Only fine-tuning on the low-frequency component fLL

i , and

7

94053 https://doi.org/10.52202/079017-2983



Table 1: Performance comparison between the proposed FADA and existing DGSS methods. C:
CityScapes [16]; B: BDD-100K [76]; M: Mapillary [51]; S: SYNTHIA [64]; G: GTA5 [63]. ’-’:
results were not reported and official source code is not available; ’*’: only reported one decimal
official results; ’†’: re-implementation with official source code under all default settings. Evaluation
metric is mIoU in %. Top three results are highlighted as best , second and third , respectively.

Method Proc. & Year Trained on GTA5 (G) Trained on SYNTHIA (S) Trained on Cityscapes (C)
→ C → B → M → S → C → B → M → G → B → M → G → S

ResNet based:
IBN [55] ECCV2018 33.85 32.30 37.75 27.90 32.04 30.57 32.16 26.90 48.56 57.04 45.06 26.14
IW [56] CVPR2019 29.91 27.48 29.71 27.61 28.16 27.12 26.31 26.51 48.49 55.82 44.87 26.10

Iternorm [31] CVPR2019 31.81 32.70 33.88 27.07 - - - - 49.23 56.26 45.73 25.98
DRPC [78] ICCV2019 37.42 32.14 34.12 28.06 35.65 31.53 32.74 28.75 49.86 56.34 45.62 26.58
ISW [14] CVPR2021 36.58 35.20 40.33 28.30 35.83 31.62 30.84 27.68 50.73 58.64 45.00 26.20
GTR [57] TIP2021 37.53 33.75 34.52 28.17 36.84 32.02 32.89 28.02 50.75 57.16 45.79 26.47
DIRL [71] AAAI2022 41.04 39.15 41.60 - - - - - 51.80 - 46.52 26.50

SHADE [82] ECCV2022 44.65 39.28 43.34 - - - - - 50.95 60.67 48.61 27.62
SAW [58] CVPR2022 39.75 37.34 41.86 30.79 38.92 35.24 34.52 29.16 52.95 59.81 47.28 28.32

WildNet [41] CVPR2022 44.62 38.42 46.09 31.34 - - - - 50.94 58.79 47.01 27.95
AdvStyle [83] NeurIPS2022 39.62 35.54 37.00 - 37.59 27.45 31.76 - - - - -

SPC [32] CVPR2023 44.10 40.46 45.51 - - - - - - - - -
BlindNet [2] CVPR2024 45.72 41.32 47.08 31.39 - - - - 51.84 60.18 47.97 28.51

Mask2Former:
HGFormer∗[19] CVPR2023 - - - - - - - - 53.4 66.9 51.3 33.6
CMFormer [8] AAAI2024 55.31 49.91 60.09 43.80 44.59 33.44 43.25 40.65 59.27 71.10 58.11 40.43
VFM based:
DIDEX∗[52] WACV2024 62.0 54.3 63.0 - - - - - - - - -
REIN* [69] CVPR2024 66.4 60.4 66.1 48.86† 48.59† 44.42† 48.64† 46.97† 63.54† 74.03† 62.41† 48.56†

FADA (Ours) - 68.23 61.94 68.09 50.36 50.04 45.83 49.86 48.26 65.12 75.86 63.78 49.75
↑1.83 ↑1.54 ↑1.99 ↑1.50 ↑1.45 ↑1.41 ↑1.22 ↑1.29 ↑1.58 ↑1.83 ↑1.37 ↑1.19

Table 2: Ablation studies on each component of the proposed
FADA. LL, LH , HL and HH denote the fLL

i , fLH
i , fHL

i

and fHH
i components, respectively. ✓ refers to that fine-

tuning is implemented. Evaluation metric is mIoU in %.
Frequency Components Trained on CityScapes (C) Trained on SYNTHIA (S)

LL LH HL HH → B → M → G → S → C → B → M → G
62.43 73.05 61.29 47.61 48.03 43.27 47.85 46.02

✓ 63.85 74.16 62.04 48.68 48.79 44.81 48.96 47.35
✓ ✓ 64.04 74.89 62.95 48.92 49.18 45.07 49.13 48.07
✓ ✓ ✓ 64.69 75.16 63.20 49.35 49.62 45.37 49.50 48.16
✓ ✓ ✓ ✓ 65.12 75.86 63.78 49.75 50.04 45.83 49.86 48.26

Table 3: Ablation studies of the rank r
on generalization performance. Evalua-
tion metric is mIoU in %.

Method Trained on Cityscapes (C)
→ B → M → G → S

4 64.21 74.96 62.79 48.68
8 64.73 75.18 63.06 49.03
16 65.12 75.86 63.78 49.75
32 65.28 75.34 63.56 49.42
64 64.85 75.12 62.38 49.64

Table 4: Generalization ability test of the proposed
FADA on different VFM models. One decimal result
is reported and compared following prior references.

Backbone Fine-tune Trainable mIoU
Method Params* Citys BDD Map Avg.

CLIP [62]

Full 304.15M 51.3 47.6 54.3 51.1
Freeze 0.00M 53.7 48.7 55.0 52.4
REIN [69] 2.99M 57.1 54.7 60.5 57.4
FADA 11.65M 58.7 55.8 62.1 58.9

SAM [39]

Full 632.18M 57.6 51.7 61.5 56.9
Freeze 0.00M 57.0 47.1 58.4 54.2
REIN [69] 4.51M 59.6 52.0 62.1 57.9
FADA 16.59M 61.0 53.2 63.4 60.0

EVA02 [20]

Full 304.24M 62.1 56.2 64.6 60.9
Freeze 0.00M 56.5 53.6 58.6 56.2
REIN [69] 2.99M 65.3 60.5 64.9 63.6
FADA 11.65M 66.7 61.9 66.1 64.9

DINOV2 [53]

Full 304.20M 63.7 57.4 64.2 61.7
Freeze 0.00M 63.3 56.1 63.9 61.1
REIN [69] 2.99M 66.4 60.4 66.1 64.3
FADA 11.65M 68.2 62.0 68.1 66.1

Table 5: Generalization performance compari-
son on the four adverse condition domains from
ACDC dataset [65]. CityScapes as the source
domain. Top three results are highlighted as
best , second and third , respectively.

Method Trained on Cityscapes (C)
→ Fog → Night → Rain → Snow mean

ResNet Based:
IBN [55] 63.8 21.2 50.4 49.6 43.7

Iternorm [30] 63.3 23.8 50.1 49.9 45.3
IW [56] 62.4 21.8 52.4 47.6 46.6

ISW [14] 64.3 24.3 56.0 49.8 48.1
Transformer Based:

ISSA [45] 67.5 33.2 55.9 53.2 52.5
HGFormer [19] 69.9 52.7 72.0 68.6 67.2

Mask2Former [13] 73.4 37.1 63.6 62.5 58.0
CMFormer [8] 77.8 33.7 67.6 64.3 60.9
VFM based:
REIN†[69] 79.5 55.9 72.5 70.6 69.6

Ours 80.2 57.4 75.0 73.5 71.5
↑0.7 ↑1.5 ↑2.5 ↑2.9 ↑1.9

directly fusing with three high-frequency components without fine-tuning; (3) fine-tuning on fLL
i and

fLH
i ; (4) fine-tuning on fLL

i , fLH
i and fHL

i ; (5) fine-tuning on all the four frequency components
(Ours). Table 2 reports the results. Harnessing the low-frequency features leads to an average of 1%
mIoU improvement on most experimental settings. In addition, fine-tuning on each high-frequency
component leads to a slight improvement on unseen target domains. It demonstrates the necessity to
decouple the impact of cross-domain styles.

On Low-Rank Dimension r. By default we set the low-rank dimension r as 16. We further test the
generalization performance when r is 4, 8, 32 and 64, respectively. Table 3 reports the performance
when CityScapes is used as the source domain. When r is 16 or 32, the performance on unseen target
domains shows the most stable performance. However, when r is too small (e.g., 4 or 8) or too large
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Baseline Ours

Figure 3: Channel-wise correlation matrix of the
features from last VFM layer between source do-
main (C) and unseen domain (B). The brighter a
cell is, the higher response.

Baseline Ours

BDD100K Mapillary GTA5 SYNTHIA

Figure 4: t-SNE visualization. Feature embed-
ding is extracted from the last VFM layer. Left:
baseline; Right: ours.

(e.g., 64), the performance on unseen target domains demonstrates a clear decline, which can be
explained by the under-fitting and over-fitting, respectively.

Understanding from Cross-Domain Feature Correlation. We display the channel-wise correlation
matrix of the last-layer feature embeddings from C source domain and B target domain. The results are
displayed in Fig. 3. Brighter indicates higher response. FADA allows both low- and high-frequency
token features from the source domain and unseen target domains to show similar channel-wise
activation response, which allows the model to be better generalized to unseen target domains.

T-SNE Visualization. We display the features before the segmentation decoder by t-SNE visualiza-
tion. The experiments are conducted under the C → B, M, G, S setting. The feature space of the
original REIN and the proposed FADA is visualized in Fig. 4. The samples from different unseen
target domains are more uniformly distributed by the proposed FADA, narrowing the domain gap.

Understanding the Benefit of Instance Normalization to Mitigate Domain-specific Information.
HHHLLH

w
.o

.
w

it
h

Figure 5: Impact of instance normalization on the
domain generalization property of high-frequency
components. w.o./with: without/with implement-
ing instance normalization.

We extract the three high-frequency components
from the last VFM layer, and display them by
t-SNE visualization. The feature space without
(denoted as w.o.) and with (denoted as with)
implementing the instance normalization func-
tion is visualized in the first and second row of
Fig. 5, respectively. The experiments are con-
ducted under the C → B, M, G, S setting. It
is observed that the implementation of instance
normalization allows the samples from different
unseen target domains to be more uniformly dis-
tributed, indicating its effectiveness to mitigate
the domain-specific information containing in
the high-frequency components.

5.4 Generalization on Other Settings

To Different VFMs. We test the translation ability of the proposed FADA to other VFMs, namely,
CLIP [62], SAM [39] and EVA02 [20]. For comprehensive evaluation, each VFM is validated under
full-training, fine-tuning (REIN), or frozen scheme [69], respectively. The reported one decimal
results are directly cited from [69]. Experiments are conducted under the G → {C, B, M} setting.
Table 4 shows the superiority of FADA when embedded into these VFMs. For comparison with
parameter-efficient fine-tuning (PEFT) methods, please refer to Table 7 in the supplementary material.

To Adverse Domains Adverse Conditions Dataset with Correspondence (ACDC) [65] is a semantic
segmentation dataset that consists of samples from four types of adverse conditions, namely, rain,
fog, night and snow. Table 5 shows that the proposed FADA outperforms existing DGSS methods by
up to 0.7%, 1.5%, 2.5% and 2.9% on the fog, night, rain and snow domains, respectively.
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Unseen images ISW SAW REIN OursWildNet SPC

Figure 6: Exemplar segmentation results of existing DGSS methods (ISW [14], SAW [58], WildNet
[41], SPC [32], CMFormer [8], and REIN [69]) and FADA under the C →{B, G, M, S} setting.

Unseen images ISW SAW REIN OursWildNet SPC

Figure 7: Exemplar segmentation results of existing DGSS methods (ISW [14], SAW [58], WildNet
[41], SPC [32], CMFormer [8], and REIN [69]) and FADA under the C → four ACDC setting.

5.5 Quantitative Segmentation Results

Some exemplar segmentation results are compared under the C → B, M, G, S and C → adverse
domains are provided in Fig. 6 and Fig. 7, respectively. The proposed FADA shows better pixel-wise
prediction than not only ResNet based methods (i.e., ISW [14], SAW [58], WildNet [41], and SPC
[32]) and Mask2Former based methods (i.e., CMFormer [8]), but also VFM based REIN [69].

6 Conclusion

In this paper, we focused on adapting VFM for DGSS by exploiting the style-invariant properties
from the VFMs, and presented a novel Frequency-ADApted learning scheme to push this frontier.
Concisely, Haar wavelet transform was introduced to decouple the frozen VFM features into low- and
high-frequency components, which contain more scene content and style information, respectively.
We innovatively modified the low-rank adaptation paradigm to both frequency features, and alleviated
the impact of cross-domain variation on high-frequency features. Consequently, the model achieved
a better generalization on unseen target domains. Extensive experiments and ablation studies on a
variety of settings showed the effectiveness of the proposed FADA.

Limitation Discussion & Broader Societal Impact. The proposed FADA handles the low- and high-
frequency features separately, which increases the trainable parameters compared with prior work
(Table 4). However, the increase of about 6M parameters is acceptable. The proposed FADA advances
the reliability and safety of autonomous driving and alleviates human involvement, benefiting the
human well-being. We do not envision any negative social impact.
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A Appendix / supplemental material

A.1 Theoretical Analysis on Haar Wavelets

The Haar transform [60] cross-multiplies a function with various shifts and stretches, which has been
demonstrated to be effective in applications, such as signal and image processing. In other words, it
is able to analyze the local aspects of a signal.

Definition 1. Haar Scaling Function. Given an input signal x, the Haar scaling function is
mathematically defined as

ϕ(t) =

{
1 0 ≤ t < 1
0 otherwise

. (13)

Given the space of all functions of the form
∑

k∈Z akϕ(x − k) as V0, where k ∈ Z is an arbitrary
integer, and ak ∈ R. As each element of V0 is zero outside a bounded set, such a function akϕ(x− k)
has finite or compact support.

Definition 2. Basis of the Step Function Space. Given an arbitrary nonnegative integer j ∈ Z+
0 ,

Let Vj denote the step function space at the level j, which is spanned by the set

{· · · , ϕ(2jx+ 1), ϕ(2jx), ϕ(2jx− 1), · · · }. (14)

Theorem 1. (1) A function f(x) belongs to V0 ⇐⇒ f(2jx) belongs to Vj . (2) A function f(x)
belongs to Vj ⇐⇒ f(2−jx) belongs to V0.

Proof. (1) If f(x) ∈ V0, then we have f(x) =
∑

k∈Z akϕ(x− k), where ak ∈ R. Then, f(2jx) =∑
k∈Z akϕ(2

jx− k). It means f(2jx) ∈ Vj . (2) The proof of (2) is similar.

Theorem 2. The set of functions {2j/2ϕ(2jx− k), k ∈ Z} is an orthonormal basis of Vj .

Proof. The norm of a certain basis 2j/2ϕ(2jx−k) is |2j/2ϕ(2jx−k)| = 2j/2|ϕ(2jx−k)| = 2j/2 · 1
2j/2

=1. (2) For any two basis m and n (m ̸= n), < 2m/2ϕ(2mx− k), 2n/2ϕ(2nx− k) > = 2m/2 · 2n/2
· < ϕ(2mx − k), ϕ(2nx − k) > = 0. Thus, the set of functions {2j/2ϕ(2jx − k), k ∈ Z} is an
orthonormal basis of Vj .

Definition 3. Haar Wavelet Function. The Haar wavelet is the function ψ(x) = ϕ(2x)−ϕ(2x− 1).

Theorem 3. The Haar wavelet function ψ(x) ∈ V1, and is orthogonal to V0.

Lemma 1. Any function f1(x) =
∑

k∈Z akϕ(2x− k) ∈ V1, i.e., orthogonal to each ϕ(x− l), l ∈ Z
if and only if a1 = −a0, a3 = −a2, · · ·
Proof. Given ϕ(x) ∈ V0, if f1(x) =

∑
k∈Z akϕ(2x − k) ⊥ V0, then

∑
k∈Z akϕ(2x − k) ⊥ ϕ(x).

Therefore, f1(x) ⊥ V0 if and only if<
∑

k∈Z akϕ(2x−k), ϕ(x) >= 0. As ϕ(x) = ϕ(2x)−ϕ(2x−
1), we have

<
∑
k∈Z

akϕ(2x−k), ϕ(2x)−ϕ(2x−1) >= a0 < ϕ(2x), ϕ(2x) > +a1 < ϕ(2x−1), ϕ(2x−1) >= 0.

(15)
Thus, a0 = −a1. Similarly, by inspecting <

∑
k∈Z akϕ(2x − k), ϕ(x − 1) >= 0, we have

a2 + a3 = 0, · · · .

Proof of Theorem 3. Based on Lemma 1, we have

f1(x) =
∑
k∈Z

a2k(ϕ(2x− k)− ϕ(2x− k − 1)) =
∑
k∈Z

a2kψ(x− k). (16)

A.2 Impact on Token Length m

By default we set the token length m in the proposed FADA as 100. To study its impact on the unseen
target domain, the scenarios when m are set 25, 50, 75, 125, 150 and 175 are tested. CityScapes is
used as the source domain. The results on B, M, G and S unseen target domains are displayed in
Fig. 8 a, b, c and d, respectively. It is observed that, the generalization performance when m ranges
from 75 to 125 is relatively stable, while the performance when m is too small (i.e., 25, 50) or too
large (i.e., 150, 175) shows a slight decline.
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Figure 8: Ablation studies on the token length m. Experiments are conducted under the C [16] → B
[76], M [51], G [63], S [64] settings, which are displayed from left to right.

Table 6: Ablation study on the positions of the frequency adapters. GTA5 as the source domain.
CityScapes, BDD and Mappilary are unseen target domains. Evaluation metric is mIoU in %. Top
three results are highlighted as best , second and third , respectively.

Method Citys BDD Map Avg.
Full 63.7 57.4 64.2 61.7

Freeze 63.3 56.1 63.9 61.1
REIN [69] 66.4 60.4 66.1 64.3

Shallow 67.6 61.5 67.4 65.5
Deep 67.3 61.2 67.0 65.2

FADA 66.7 61.9 66.1 64.9

A.3 Impact on the Position of the Frequency Adapter

The high-level idea of our intuition focuses on the frequency space. As existing LoRA based and
side-adapter based methods implement the adaptation on each of the transformer layer, therefore we
treat the frequency space as a whole, and embed it into each transformer layer.

Nevertheless, it would be meaningful to have an in-depth analysis on the learning behaviour from
shallow to deep. To this end, apart from the REIN baseline [69] and the proposed FADA, we further
provide two experiments, where the frequency adapter is attached in the first half seven layers
(denoted as shallow) and the second half seven layers (denoted as deep), respectively. Results in
Table 6 show that:

• Using the frequency adapter on the first half layers (shallow) shows a slightly better perfor-
mance than on the second half layers (deep). It may be explained that the shallower features
contain more cross-domain styles, such as illumination, landscape and etc.

• Using the frequency adapter on all layers (ours) achieves the best performance, indicating
its effectiveness on all layers.

A.4 Comparison with Token Fine-Tuning Methods

We further compare the proposed method with some existing parameter-efficient fine-tuning (PEFT)
methods, namely, AdvStyle [83], PASTA [9], GTR-LTR [57], LoRA [28], AdaptFormer [10], VPT
[38] and REIN [69]. Following the setting in REIN [69], GTAV is used as the source domain. BDD,
CityScapes and Map are used as unseen target domains. Results in Table 7 show that the proposed
FADA outperforms these methods on all unseen target domains.

A.5 More Visual Results

Fig. 9 and Fig. 10 show more results under C → B, M, G, S and C → ACDC setting. On both settings,
the segmentation results show that the proposed FADA shows better pixel-wise prediction than the
compared DGSS methods, especially in terms of the completeness of objects.
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Table 7: Performance Comparison of the proposed FADA against other DGSS and PEFT methods
under the G→ C, B, M setting. The best results are highlighted. ∗ denotes trainable parameters in
backbones. Top three results are highlighted as best , second and third , respectively.

Backbone Fine-tune Trainable mIoU
Method Params* Citys BDD Map Avg.

EVA02 [20]

Full 304.24M 62.1 56.2 64.6 60.9
+AdvStyle [83] 304.24M 63.1 56.4 64.0 61.2
+PASTA [9] 304.24M 61.8 57.1 63.6 60.8
Freeze 0.00M 56.5 53.6 58.6 56.2
+AdvStyle [83] 0.00M 51.4 51.6 56.5 53.2
+PASTA [9] 0.00M 57.8 52.3 58.5 56.2
+GTR-LTR [57] 0.00M 52.5 52.8 57.1 54.1
+LoRA [28] 1.18M 55.5 52.7 58.3 55.5
+AdaptFormer [10] 3.17M 63.7 59.9 64.2 62.6
+VPT [38] 3.69M 62.2 57.7 62.5 60.8
+Rein (ours) 2.99M 65.3 60.5 64.9 63.6
+FADA 11.65M 66.7 61.9 66.1 64.9
Full 304.20M 63.7 57.4 64.2 61.7
+AdvStyle [83] 304.20M 60.8 58.0 62.5 60.4
+PASTA [9] 304.20M 62.5 57.2 64.7 61.5

DINOv2 +GTR-LTR [9] 304.20M 62.7 57.4 64.5 61.6
(Large) [53] Freeze 0.00M 63.3 56.1 63.9 61.1

+AdvStyle [83] 0.00M 61.5 55.1 63.9 60.1
+PASTA [9] 0.00M 62.1 57.2 64.5 61.3
+GTR-LTR [9] 0.00M 60.2 57.7 62.2 60.0
+LoRA [28] 0.79M 65.2 58.3 64.6 62.7
+AdaptFormer [10] 3.17M 64.9 59.0 64.2 62.7
+VPT [38] 3.69M 65.2 59.4 65.5 63.3
+WHT [73] 3.51M 65.8 58.9 65.3 63.3
+FourierFT [21] 0.67M 66.1 59.2 65.8 63.7
+REIN [69] 2.99M 66.4 60.4 66.1 64.3
+FADA 11.65M 68.2 62.0 68.1 66.1
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Unseen images WildNetISW SAW REIN OursSPC

Figure 9: Visual segmentation results on unseen target domains under the C → B, M, G, S setting.
The proposed FADA is compared with ISW [15], SAW [58], WildNet [41], SPC [32] and Rein [? ].

19

94065 https://doi.org/10.52202/079017-2983



Unseen images WildNetISW SAW REIN OursSPC

Figure 10: Visual segmentation results on unseen target domains under the C → ACDC setting. The
proposed FADA is compared with ISW [15], SAW [58], WildNet [41], SPC [32] and Rein [? ].
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: This paper proposes to learn style-invariant property from vision foundation
model from the frequency space by Haar wavelet transformation.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: At the end of the conclusion section, the limitation of the proposed method
has been discussed.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: The theory assumptions are in the methodology section.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The model realization and implementation details are provided in the experi-
mental section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The datasets are public. The source code will be publicly available up on
publication.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The experimental settings and details are provided in the experiment section.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: The evaluation protocols of these segmentation datasets do not require report
the error bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The computation resources and details are discussed in experiment section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).
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Answer: [Yes]
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datasets without obeying the code of ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: At the end of the conclusion section, the broader impacts have been discussed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This work does not have such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The asserts used in this paper are all public available for academic researches.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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