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Abstract

This paper addresses the long-standing challenge of reconstructing 3D structures
from videos with dynamic content. Current approaches to this problem were not
designed to operate on casual videos recorded by standard cameras or require a
long optimization time. Aiming to significantly improve the efficiency of previous
approaches, we present TRACKST04D, a learning-based approach that enables
inferring 3D structure and camera positions from dynamic content originating from
casual videos using a single efficient feed-forward pass. To achieve this, we propose
operating directly over 2D point tracks as input and designing an architecture
tailored for processing 2D point tracks. Our proposed architecture is designed with
two key principles in mind: (1) it takes into account the inherent symmetries present
in the input point tracks data, and (2) it assumes that the movement patterns can be
effectively represented using a low-rank approximation. TRACKST04D is trained in
an unsupervised way on a dataset of casual videos utilizing only the 2D point tracks
extracted from the videos, without any 3D supervision. Our experiments show that
TRACKSTO04D can reconstruct a temporal point cloud and camera positions of
the underlying video with accuracy comparable to state-of-the-art methods, while
drastically reducing runtime by up to 95%. We further show that TRACKST04D
generalizes well to unseen videos of unseen semantic categories at inference time.
Project page: | https://tracks-to-4d.github.io.

1 Introduction

Predicting 3D geometry in dynamic scenes is a challenging problem. In this problem setup, we
are given access to multiple images of a scene taken sequentially, e.g., from a monocular video
camera, where both the content in the scene and the camera are moving. Our task is to reconstruct
the dynamic 3D positions of the points seen in the images and the camera poses. This fundamental
problem has gained significant interest from the research community over the years [7, 137, 26, 164],
mainly due to its important applications in many fields such as robot navigation, autonomous driving
and 3D reconstruction of general environments [[19]. Importantly, in contrast to static scenes where
the epipolar geometry constraints hold between the corresponding points of different views [17],
determining the depth of a moving point from monocular views is an ill-posed problem [3]]. This
causes standard Structure from Motion techniques [42, |55} 133]] to be inadequate in this setup [25]].

Previous work and limitations. Many existing approaches for the above problem make simplifying
assumptions that limit their applicability to real-world scenarios. Methods based on orthographic
camera models and low-rank assumptions use matrix factorization techniques [7} 26], but the ortho-
graphic camera assumption might not be realistic and may cause reconstruction errors. Techniques
that incorporate depth priors often require lengthy optimization processes in order to make the depth
estimates across frames consistent [25) [64]. Other physics-based approaches make assumptions

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

96150 https://doi.org/10.52202/079017-3047


https://tracks-to-4d.github.io/

P Movement \

Tnput 2D - B Level val — Per-frame 3D Point Clouds
Point-track Equivaraint network architecture evel Values Xy Xy € RP X3

Point Order Y112 ER
Equivariant

K bases (]
B, ..Bx € RPX3

>

Linear coefficients
€ RV X (K-
Point Order
Invariant
Points
attention

N Camera Poses

s
attention
(Ry, 1), e, (Ry, ty)

~

Invariant Layers

Figure 1: We present TRACKSTO04D, a method for mapping a set of 2D point tracks extracted from casual
dynamic videos into their corresponding 3D locations and camera motion. At inference time, our network
predicts the dynamic structure and camera motion in a single feed-forward pass. Our network takes as input
a set of 2D point tracks (left) and uses several multi-head attention layers while alternating between the time
dimension and the track dimension (middle). The network predicts cameras, per-frame 3D points, and per-world
point movement value (right). The 3D point internal colors illustrate the predicted 3D movement level values,
such that points with high/low 3D motion are presented in red/purple colors respectively. These outputs are used
to reproject the predicted points into the frames for calculating the reprojection error losses. See details in the
text. The reader is encouraged to watch the supplementary video visualizations.

about rigid bones [60} 58] or isometric deformable surfaces [37]] and typically involve complex, slow
optimization per video. In addition, they may require foreground-background segmentation of the
moving content, which is not always easily obtained. Alternatively, some methods are specifically
tailored to certain object classes like humans [52], restricting their domain to those limited cases.
Consequently, these prior methods are either not directly applicable to casual videos, or require long
optimization time per video.

Our approach. We propose TRACKSTO4DE| a novel approach for fast reconstruction of sparse
dynamic 3D point clouds and camera poses from casual videos. Our main idea is to train a neural
network on multiple videos to learn the mapping from the input image sequence to a sequence of
the scene’s 3D point clouds and camera poses. After training, the trained network can be efficiently
applied to new image sequences using a single feed-forward pass, avoiding costly optimization.

To enhance the method’s ability to generalize across different types of videos and scenes, we made
a crucial design choice: our approach processes point track tensors as input, rather than operating
directly on the image sequence. Specifically, each entry (n,p) in these tensors represents the 2D
position of a tracked point p in a specific video frame n [7]. Our main insight is that point track
tensors may exhibit more common motion patterns across casual video domains compared to image
pixels. In other words, we argue that processing the raw point track data rather than scene-specific
pixels or features may enable learning class and scene-agnostic internal feature representations for
improved generalization. Importantly, recent advances in point tracking [[11} 20] enable efficiently
inferring these point tracks from casual videos using pre-trained models. These two properties make
point track matrices an attractive input for our learning method.

Following this design choice, we design our architecture according to two principles: (1) process
point track tensors, which have a unique structure, and (2) encode meaningful prior knowledge about
the reconstruction problem, as the problem is ill-posed in general. In the following, we address these
desired properties.

First, we design a network architecture that can effectively and efficiently handle point track inputs.
To do that, we propose a novel layer design that takes into account the symmetries of the problem: the
mapping we aim to learn, from point track matrices to 3D point clouds and camera poses, preserves
two natural symmetries: (i) the points being tracked can be arbitrarily permuted without affecting the
problem; (ii) the frames containing these points exhibit temporal structure, adhering to an approximate
time-translation symmetry. Following the Geometric Deep Learning paradigm [8]], we build upon
recent theoretical advances in equivariant learning [30] and integrate these two symmetries into our
network architecture using dedicated attention and positional encoding mechanisms.

4D since we have three Euclidean coordinates with an additional time coordinate
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Second, a key challenge in predicting 3D dynamic motion and camera poses from 2D point tracks
is that this problem is inherently ill-posed without additional constraints [3]]. To address this, we
integrate a low-rank movement assumption into our architecture, following the seminal work of [7]]
which constrained output point clouds to be linear combinations of basis elements. Specifically, given
an input point track tensor, our architecture equivariantly predicts a small set of input-specific basis
elements. The output point clouds at each time frame are then defined as a linear combination of
these basis elements, with the coefficients also predicted by the network. Notably, the first basis
is assumed to fully represent the 3D static points in the video, while the remaining basis elements
capture the 3D dynamic deviations. This structure effectively restricts the predicted point clouds to
have a more specific form, making the problem more constrained.

Our network is trained on a dataset of extracted point track matrices [20] from raw videos without
any 3D supervision by simply minimizing the reprojection errors, aiming to predict output point
clouds that, after undergoing a perspective projection, will return the original 2D point tracks. In our
experiments, TRACKSTO04D is trained on the Common Pets dataset [44]. We evaluate our method on
test data with GT camera poses and GT depth information for point tracks, and demonstrate that it
produces comparable results to state-of-the-art methods, while having a significantly shorter inference
time by up to 95%. In addition, we show the method’s ability to generalize to out-of-domain videos.

Contributions. In summary, our contributions are (1) A novel modeling of the dynamic recon-
struction problem via learning on point tracks without 3D supervision; (2) A novel deep learning
architecture incorporating two key principles: accounting for the symmetry of the data and en-
coding low-rank structure in the predicted point clouds (3) Experiments demonstrating extremely
fast inference time compared to baselines, accurate results, and strong generalization across other
categories.

2 Method

Problem formulation. Given a video of N frames, let M € RY*P*3 be a pre-extracted 2D
point tracks tensor (Fig. [I] left side). This tensor represents the two-dimensional information about
a set of P world points that are tracked throughout the video. Each element in the tensor, M, ; .,
stores three values: (z,y, 0) where z,y € R are respectively the observed horizontal and vertical
locations of point j in frame 4, and o € {0, 1} indicates whether point j is observed in frame 4
or not. Our goal is to train a deep neural network to map the input point tracks tensor M into a
set of per-frame camera poses {R;(M),t;(M)}¥_; and per-frame 3D points { X;(M)} Y ;, where
R;(M) € SO(3),t;(M) € R3, X, (M) € RP*3 (Fig.[1] right side).

Overview of our approach. Our method receives M € RY*P*3 ag input. This tensor is being
processed by a neural architecture composed of multi-head attention layers where the attention
is applied in an alternating fashion on the P and the /N dimensions in each layer. These layers
are defined in Sec.[2.1] After a composition of several such layers, the network uses the resulting
features in RN ¥4 to predict N camera poses in SO® x R? and N point clouds in RV *P*3_ These
N point clouds are parameterized as a linear combination of K input specific point cloud bases
Bi(M),...Bg (M) € RF*3. This is discussed in detail in Sec.[2.2} Our network is trained in an
unsupervised way on a dataset of videos by minimizing the reprojection error and other regularization
losses (Sec.[2.3) that are used to update the model parameters. Our pipeline is illustrated in Fig. [T]

2.1 Equivariant layers for point track tensors

Following the geometric deep learning paradigm, our goal is to design a neural architecture that
respects the underlying symmetries and structure of the data.

Symmetry analysis. Our input is a tensor M € RV*¥>3 representing a sequence of N frames
each with P point coordinates. This structure gives rise to two key symmetries: First, the order of
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the P points within each frame does not matter - in other words, permuting this axis results in an
equivalent problem [30, 39, 63] ﬂ

Formally, this axis has a permutation symmetry Sp where Sp is the symmetric group on P elements.
Second, along the temporal N axis, we have an approximate translation symmetry arising from the
ordered video sequence. This means that shifting the time frames is required to result in the same
shift in our output. We model this with a cyclic group C'y of order /N. Both symmetries are illustrated
in Fig. |2l We note that while the cyclic group assumption may not be entirely accurate, we still
find it useful as it helps us to derive appropriate parametric layers for our data, similar to how the
convolutional layer is derived for data with translational symmetries such as images. Taken together,
the full symmetry group of the input space is the direct product G = Cy x Sp combining these time
and point permutation symmetries, acting on RNV *F*3 by ((£,0) - M)y = My—1(5),5—1(p),; for
(t,o) € Qﬂ Next, we will design an architecture equivariant to G, to ensure that the model takes into
account the symmetries above.
Points

Linear equivariant layers. Point track tensors can
be viewed as a collection of N individual point tracks,
each of which exhibits translational symmetry. The
scenario where an object comprises a set of elements
with their own symmetry group, such as a set of images
or graphs, was previously explored in [30]. In that work,
the authors characterized the general linear equivariant
layer structure in such cases, termed the Deep Sets for
Symmetric Elements (DSS) layer. Building on the DSS
approach, our basic linear equivariant layer for the point
track tensors M would take the form:

P Permutation symmetry P’

Frames
&

Time translation
symmetry

e

Figure 2: The symmetry structure of our
problem. Frames (vertical) have time trans-
lation symmetry while points (horizontal)

P .
have set permutatlon Symmetry.
F(M).; = Li(M.;) + > Lo(M.j) (1)
j'=1

where L; are linear translation equivariant function (i.e. convolutions), M. ; € RN >4 are the columns

of M representing all the inputs for a specific tracked point, F/(M). ; € RV xd" i the output column
and d, d’ are the input and output feature channels respectively. To construct a neural network, these
layers can be interleaved with pointwise nonlinearities, similar to basic convolutional neural networks.

Implementation via transformers and positional encoding. While the linear layer design is
reasonable, it may not be the optimal choice. To enhance the model, we design a new layer whose
structure follows Equation (T]), but incorporates nonlinear layers in the form of transformers [[51]].
We note that the idea of using linear layers as inspiration for non-linear layers aligns with common
practices in geometric deep learning, as described in several previous works [30, 4} [14]].

Specifically, our layer F' is formulated similarly to Equation (), but instead of convolutions (L;)
and summations, it utilizes two self-attention mechanisms and suitable temporal positional encoding
across the N dimension. Formally, our basic layer F : RN xPxd _y RNxPxd" ig computed via four
steps, which are described below:
Y exp(ay - ki)
Qi = WOM,j, ki = WEM,;, v, = WY M;; = M;; = Z vy, (2)
721 2i=1 exp(@y; - ki)

P
_ _ _ exp(qi; - kijr
qij = V[/Q]\Iij7 kij = WKMij, Vz’j = WVMij = F(M)lj = Z P ( L tJ ) Vij’ (3)
521 21— exp(ai; - ka)
Here, M; ; € R? are the features associated with the j-th point in the ¢-th frame. The attention
mechanism defined in the first equation above (2)) is augmented with standard temporal positional

2Qur work builds upon the pioneering works PointNet [39]] and Deep Sets [63] that studied permutations
symmetries in general and for point clouds in particular. As we shall see next, in our case, the symmetry group
is a bit more complicated and fits nicely in the setup of [30].

3This is different from the symmetry group studied in [32]], where the temporal structure was not exploited.
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encoding in the first layer and replaces the translation equivariant function L; applied to the columns
of M (Eq.(I)). The attention in the second equation (3) implements the set aggregation (summation)
(also in Eq.(I))) applied to the rows of M. As commonly done, we use transformers with 16 attention
heads [51].

2.2 Constraining 3D motion and camera poses via low-rank assumption

Given our 2D tracks, we aim to characterize the motion of the points by decomposing them into the
global camera motion and the 3D motion of objects in the scene. The 2D motion of static scene points
provides useful constraints for estimating the camera motion. However, as previously mentioned,
predicting camera and dynamic 3D motion solely from 2D motion is an ill-posed problem without
additional constraints [3]]. We tackle this challenge by adding two mechanisms to our architecture: (1)
low-rank movement assumption; and (2) specific modeling of the static scene for camera estimation.

Low-rank movement assumption. First, motivated by classical orthographic Non-Rigid Structure
from Motion [7]], we constrain the output points to be formulated by a linear combination of input-
specific basis elements. Specifically, given the input 2D point tracks, M € RV *F>3_our network
predicts K point clouds: By (M), ..., Bg(M) € RP*3 and N(K — 1) linear coefficients,

{1 (M), .. {enp(M)}E,, such that

K
Xi(M) = By(M) + Y cix(M)Bg(M) @
k=2

where X;(M) € RF*3 is the 3D point cloud at frame i. The point clouds and coefficients are
computed by taking the output of the last equivariant layer as defined in the previous section and
applying invariant aggregations on the respective dimension resulting in equivariant and invariant
outputs. See more details in the appendix. We note that we deliberately chose the coefficient of
B (M) to be the constant 1, the reason is explained in the next paragraph.

Specific modeling of the static scene for camera estimation. Frequently, casual video data of
dynamic scenes contains many static regions, which can be used to determine camera poses [66]. We
leverage this observation by treating the first basis element By (M) € R*3 as a static approximation
for all scene points and encourage By (M) as well as the output camera poses to explain the 2D
observations according to this approximation using a "static" reprojection 1oss (Lsyic, defined in the
next section). We note, however, that a static point cloud is not likely to produce low reprojection
errors for the non-static components, thus the reprojection error necessitates robustness to substantial
errors from the non-static elements. To address this, our network predicts (equivariantly) P motion
level values v1 (M), ...,yp(M) € R, one for each point in our dynamic point cloud, which we
use to weight the reprojection errors from By (M ). The main idea is to give less weight to non-static
points so that the static projection loss can disregard them. Specifically, inspired by [64], each ~; (M)
defines a Cauchy distribution that models the reprojection errors for its associated world point, such
that a world point with higher ~ is expected to produce a wider error distribution. Empirically,
as noted by [64]], the Cauchy distribution tends to be more robust for modeling reprojection error
uncertainties compared to Gaussian noise modeling [22]]. Then, Lgc, minimizes the negative
log-likelihood under this assumption. See details in Sec.[2.3]

Comparison to supervised learning setups. A central aspect of our method is addressing the
ill-posed nature of this problem through an architecture that heavily regularizes the output dynamic
point clouds, enabling training without supervision. Alternatively, one could use video data with
ground truth depth for supervised training, potentially allowing the output to have a more general form.
Unfortunately, such supervision is both challenging to acquire and may lead to poor generalization
on novel motion patterns.

2.3 Training and losses

Model outputs. Given the input 2D point tracks M € R¥*¥>*3_our network produces outputs as a
function of M linear bases and coefficients,
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Bi(M),...,Bg(M) € RP*3 {egp(M)}E,, ... {enk (M)}, € R which define a dynamic
point cloud X; (M), -, Xy (M) € RP*3 5 (M), ... ,7p(M) € Ry movement level values, and
(Ry(M),t1(M)),...,(Rn(M),tn(M)) € SO(3) x R? camera poses.

We use these network outputs to define a self-supervised loss function with respect to the current
network weights and M which is defined by:

L= )\ReprojectEReproject + >\Stalic['Slalic + ANegativeENegative + )\SpmseESpmse (5)

Reprojection loss. The reprojection loss encourages the consistency between the output 3D point
clouds and camera poses, to the input 2D observations:

£Reproject - N —P .. Z Z ij7 R t MMJ) (6)
Zz 1 Z] 1 7] =1 j=1
where R(X;;, R;, t;, M, ””’) is the reprojection error when projecting the point X;; with the camera
pose (R;, t;) with respect to the measured point M;’":

-
Xij —ti))s

Static loss. As discussed in Sec.[2.2] to better constrain the camera poses, the first predicted basis
element B, (M) € RP*3 defines a static (fixed in time) point cloud approximation. Our network
also predicts a movement coefficient ~v; (M) for each world point that defines a zero-mean Cauchy
distribution. Given ~y; and the reprojection error r;; = R(Bi;, R;, t;, ijy)ﬂof the j* point of B;
that is projected by the i*” camera, the negative log-likelihood of r; ; distributed according to the
~vj-zero-mean Cauchy distribution is proportional to:

R(Xij, Riyte, M) 2 - MY

)

"
C(rij,75) = log (%‘ + 7]> (®)

J

Note, that this loss reduces the contribution of the reprojection errors for points with high ~, but also
encourages -y to be small, i.e. encouraging the static point cloud to represent the dynamic scene when
possible. Our static loss is the mean negative log-likelihood over all observed points in all frames:

Lstatic = —ZZ Blj,R“t“M ) ) ©)]
Zz 123 1 zy i=1 j=1

Regularization losses. As in [32] we regularize the observed points to be in front of the camera by:

MWW-ZZMMm (Xij — t:))3,0) (10)

=1 j=1

We further find it beneficial to regularize the deviation from the static approximation B to be sparse
for static points, i.e. points with low ~ values:

ESparse = Z Z ‘Bk]1| + |Bk12‘ + |Bk‘j3|) (11)

k2]1

where 7 is detached from the gradient calculation for this loss.

3 Experiments

In this section, we conduct experiments to verify our proposed network’s performance on real-world
casual videos. We began by training the network on specific domains and then evaluated its accuracy
and running time on unseen videos from both, training and unseen domains.

“We denote the ' 3D point of B, € R”*® by Bi; € R®. The 3 elements of this point are denoted by
Buj1, Brj2, Brjs € R (see (TI)).
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Table 1: Pet evaluation. Top: Baseline method results for structure or camera estimation (or both). Bottom:
Our results with several configurations. (C),(D), or (CD) respectively indicate the object categories in the training
set: cats, dogs, or both. BA and FT respectively indicate a post-processing of Bundle Adjustment or fine-tuning.

Abs Rel | | 6 <1251 | 6 <1.2521 | §<1.2551 | ATEL | RPEqunsd | RPERed | Time

Dyn. All ‘ Dyn. All Dyn. All Dyn. All (mm) (mm) (deg) (min)

D-SLAM [48] - - - - - - - - 5.08 3.60 0.20 0.16
ParticleSFM [66] - - - - - - - - 12.79 6.95 0.51 11.00
RCVD (23] 040  3.6E+07 | 043 072 | 075 0.90 0.92 0.96 43.95 25.77 231 20.00
CasualSAM [62] 0.09 0.06 093 097 | 099 0.99 1.00 1.00 6.90 3.95 0.22 130
MiDaS$ {5l 0.16  62E+04 | 078 071 | 097 0.88 1.00 0.93 - - - 0.15
Ours (C) 0.11 0.08 0.88 092 | 099 0.98 1.00 1.00 8.96 3.79 0.23 0.15
Ours (C)+BA 0.11 0.08 0.88 092 | 099 0.98 1.00 1.00 422 2.86 0.17 0.15
Ours (C)+FT 0.09 0.06 090 096 | 1.00 0.99 1.00 1.00 4.00 2.74 0.16 4.86
Ours (D) 0.12 0.08 085 091 | 099 0.99 1.00 1.00 8.03 3.54 0.23 0.15
Ours (D)+BA 0.12 0.08 085 091 | 099 0.99 1.00 1.00 4.19 2.83 0.17 0.15
Ours (D)+FT 0.09 0.06 0.88 096 | 1.00 0.99 1.00 1.00 3.98 2.74 0.16 4.86
Ours (CD) 0.12 0.08 0.85 091 0.98 0.98 1.00 1.00 8.11 3.68 0.24 0.15
Ours (CD)}+BA 0.12 0.08 0.85 091 0.98 0.98 1.00 1.00 421 2.86 0.17 0.15
Ours (CD)+FT 0.09 0.06 090 096 | 1.00 0.99 1.00 1.00 3.98 2.74 0.16 4.86

Table 2: Out-of-training-domain evaluation . Evaluation metrics on monocular videos from [62]. The table
has the same structure as Tab.[I]

Abs Rel | | <1251 | 6§<1.2524 | §<1.25° 1 | ATEL | RPEquns{ | RPERgd | Time

Dyn. All ‘ Dyn. All Dyn. All Dyn. All (mm) (mm) (deg) (min)

D-SLAM [48] - - - - - - - - 7.96 10.91 0.07 0.18
ParticleSFM [66] - - - - - - - - 26.66 23.83 0.20 2.13
RCVD [23] 0.19 26E+05 | 069 075 | 095 095 096 098 160 320 3.43 7.00
CasualSAM [64] 0.05 0.03 095 099 | 099  1.00 100 1.00 7.81 10.09 0.06 22.00
MiDas [5] 28E+04  27E+05 | 059 058 | 073 072 083 080 - - - 0.02
Ours (C) 0.08 0.06 089 095 | 099 099 0.99 1.00 32.06 47.99 0.45 0.04
Ours (C)+BA 0.08 0.06 089 095 | 099 099 099  1.00 8.67 12.36 0.08 0.04
Ours (C)+FT 0.07 0.03 094 098 | 099  1.00 100 1.00 7.98 11.64 0.08 0.59
Ours (D) 0.08 0.07 092 093 | 099 098 099  1.00 33.77 51.64 0.61 0.04
Ours (D)+BA 0.08 0.07 092 093 | 099 098 099  1.00 8.40 12.06 0.08 0.04
Ours (D)+FT 0.05 0.03 097 099 | 099  1.00 099  1.00 8.15 11.88 0.09 0.59
Ours (CD) 0.10 0.08 093 094 | 099 099 .00 1.00 36.17 53.94 0.67 0.04
Ours (CD)+BA 0.10 0.08 093 094 | 099 099 .00 1.00 8.62 12.49 0.08 0.04
Ours (CD)+FT 0.06 0.03 097 099 | 099  1.00 099  1.00 8.04 11.84 0.09 0.59

Training procedure. We trained our network on the cat and dog partitions from the COP3D dataset
[44]], which contains a diverse set of casual real-world videos of pets. Our networks were trained
from scratch three times to test our generalization capability between semantic categories: once on
the cat partition, once on the dog partition, and once on both partitions combined. Training technical
details are provided in the appendix. We use K = 12 bases in all our experiments (Sec. [2.2)).

Evaluation data. To assess our framework’s performance on pet videos, we curated a new datasetE]
consisting of 21 casual videos of dogs and cats, each video containing 50 frames. These videos
were captured using an RGBD (RGB-Depth) sensor. The depth maps were used as ground truth for
evaluating the reconstructed structure. We extracted the cameras by running COLMAP on the images
while masking out the pet areas with dilatated masks provided by [[71]. The cameras were scaled to
millimeter units using the provided GT depth. Note that our network did not see this test data during
training and it was not used to tune our hyperparameters.

Additionally, to evaluate our method on out-of-domain evaluation data, we used the Nvidia Dynamic
Scenes Dataset [62]. Specifically, while our network was trained on pet videos, this dataset contains
other dynamic object types, e.g. human, balloon, truck, and umbrella, with a different camera
motion type and a variety of motion profiles. The dataset contains 8 dynamic scenes which are
captured by 12 synchronized cameras, enabling accurate depth estimation which is treated as GT for
evaluating monocular depth estimation. The ground truth camera poses were calculated by [42]] with
the synchronized multiview camera rig and the ground truth dynamic masks. Similarly to [27]] we

SWhile the COP3D dataset provides cameras that were extracted by COLMAP [42], we note that this
evaluation data is insufficient in our case. This is because the dynamic structure was captured as well in part of
their reconstruction which indicates that its reconstruction might not be accurate. Furthermore, the coordinates
system units of these reconstructions are unknown. Finally, this dataset does not have any depth map information
for evaluating the dynamic structure.
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Table 3: Ablation study. The contribution of different parts from our method. See details in the text.

Abs Rel | 5 <1.2571 5 < 1.25%2 ¢ 5 < 1.25% ¢ Rep.(pix.) | ATE | RPE Trans | RPE Rot |

Dyn. All Dyn. All Dyn. All Dyn. All Dyn. All (mm) (mm) (deg)
Set of Sets 0.27 0.15 0.60 0.77 0.87 0.94 0.97 0.99 9.86 5.33 16.87 5.53 0.39
No Lgatic 0.77 0.36 0.25 0.46 0.48 0.70 0.68 0.82 1.00 0.86 96.20 29.86 0.99
No v 0.22 0.16 0.66 0.73 0.93 0.91 0.99 0.97 4.54 2.41 13.91 4.86 0.29
K=30 0.14 0.09 0.81 0.90 0.97 0.98 0.99 0.99 4.88 2.78 9.39 3.68 0.23
K=2 0.11 0.08 0.88 091 0.98 0.98 1.00 1.00 8.58 3.56 9.31 3.86 0.25
DSS 1.65 0.58 0.19 0.35 0.34 0.60 0.47 0.74 63.75 70.60 34.90 22.63 1.64
No Lsparse 0.17 0.13 0.79 0.80 0.95 0.94 1.00 0.99 4.57 273 11.79 7.99 0.55
Full 0.11 0.08 0.88 0.92 0.99 0.98 1.00 1.00 3.98 1.97 8.96 3.79 0.23

simulated 8 monocular dynamic video sequences using the camera rig, each with 24 frames, and used
them for evaluation.

Evaluation results. Qualitative visualizations are presented in Fig. [3]°| We also show a visualization
of the movement level values, + in Fig. ] For comparisons, we chose state-of-the-art methods that
as our method, can be applied to raw casual videos that were captured by standard pinhole camera
models and do not need any static or dynamic segmentation. We evaluated both, the camera poses
and the structure accuracies. Comparison results for the pet-test-set and out-of-domain dataset are
presented in Tables[I]and [2] respectively. The camera poses are evaluated compared to the GT, using
the Absolute Translation Error(ATE), the Relative Translation Error(RTE), and the Relative Rotation
Error(RRE) metrics after coordinates system alignment. We compare three training configurations
of our method of training only on cats, only on dogs, and on both. As can be seen in the tables, the
results are similar in all 3 cases. Our output camera poses as inferred by the network are already
accurate and outperform some of the prior methods. We further show the results of our method after
a single and short round of Bundle Adjustment, which makes our method better than all baselines on
the pet sequences, and comparable on the out-of-domain cases.

Importantly, Tables |1| and |2 also compare the method’s runtime. It can be seen that our method,
even with bundle adjustment, is the fastest camera prediction method. Note that our method’s
runtimes include the point tracking time that is performed by [20] as a pre-process. In the appendix
(Tab.[8)), we present tracking time versus inference time, showing that most of the time is spent on
tracking, while our inference is very fast. Tables|[I]and[2]also show structure evaluation with the depth
evaluation metrics [[12] on the sampled point tracks. They demonstrate that our inferred structure is
almost comparable to the state-of-the-art [64]] while taking significantly shorter running times (a few
seconds for our method versus more than two hours for [64] on pet videos). Short (0.6-5 minutes),
per-sequence fine-tuning makes our method’s accuracy comparable to [64]. In the appendix, we
present per-scene output accuracy, demonstrating our ability to generalize across different speed
profiles. In terms of running time, our method is a bit slower than MiDaS [5] which only provides
depth maps without cameras, but achieves much better resultﬂ We note that in contrast to the other
methods that predict the dynamic depth, ours does not use any depth-from-single-image prior.

Ablation study To evaluate the contribution of our different method parts we run an ablation
study which is presented in Tab.[3] In this study, the training was always done on the cat partition
from COP3D and evaluated on our test data which contains dogs and cats. First, we performed an
ablation study on our transformer architecture by taking the architecture suggested by [32] ("Set
of Sets") or the DSS architecture that uses only linear layers [30] ("DSS"). As the table shows our
architecture ("Full") achieved significantly better results. To test the losses in our framework, we also
evaluated the following: (1) ignoring the  outputs and using regular reprojection error on B; for all
points ("No 7"); (2) removing our sparsity loss ("No Lsparse"); and (3) removing the static loss ("No
Lsuiic"). In all cases, the error increased whereas in the later one, the results became much worse. We
further ablate the choice of K = 12 as the number of linear bases, by trying 2 extreme numbers of
K = 30, K = 2 (we saw no significant differences when we used nearby choices such as K = 11).
As can be seen in the table, when K = 30 the output is not regularized enough and produces a higher

SThe reader is encouraged to watch the supplementary videos for better 4D perception.

"Our comparisons were made using MiDa$ 3.1, specifically the dpt_beit_large_512 version (Birkl et al.
2023). This is an improved version of MiDaS that utilizes the DPT architecture, representing a more current
state of the method.
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Figure 3: Qualitative Results. Top. Frames from 2 different test video sequences with point tracks marked
with corresponding colors. Bottom. A 3D visualization of our method’s outputs, from two time stamps. The
camera trajectory is present as gray frustums, whereas the current camera is marked in red. The reconstructed
3D scene points are presented in corresponding colors to the input tracks on the top. The scene is observed from
the same viewpoint, enabling the visualization of the dynamic reconstructed structure.
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Figure 4: ~ Visualization. We show a visualization of the « outputs of our network that are described in
Sec.[22] In each video sequence, we show the input tracks, where each color visualizes its movement level
value, 7. Purple marks static points with low v whereas red marks dynamic points with high +. Note, that our
network did not get any direct supervision for these values, but only the raw point tracks predictions from [20].
The ~ visualizations for cats were produced by the model that was only trained on dogs and vice versa. We note
that our model generalizes well to out-of-domain (non-pet) cases as well.

depth error for the dynamic part. For K = 2 the depth is regularized but the reprojection error ("Rep.
(pix.)") gets higher due to over-regularization. Overall, this study justifies our design choices ("Full").

4 Related Work

Simultaneous Localization and Mapping (SLAM) and Structure from Motion (SfM) SfM
pipelines seek to recover static 3D structure and camera poses from unordered images.[49, 145|142 [1}
S5]]. Learning-free pipelines [42]] are effective but require repeated applications of Bundle Adjustment
(BA) [50]. [32} 9] presented a method for learning prior from a dataset of multiview image sets, to
accelerate SfM pipelines by using equivariant deep networks. Monocular Simultaneous Localization
and Mapping (SLAM) methods [33} 34} 131161} 16} 154} 167, 69, 146]] extract camera poses from video
sequences while defining a scene map with keyframes. These methods assume static scenes, fail to
produce the cameras in scenes with large portions of dynamic motion, and cannot reproduce dynamic
parts of the scene. DROID-SLAM [48] used synthetic data with ground truth 3D supervision for
learning to predict camera poses via deep-based BA on keyframes while excluding dynamic objects.
ParticleStM [66] filters out 2D dynamic content for reproducing the cameras in dynamic scenes,
using its pre-trained motion prediction network. Both, [48 66] do not infer the dynamic 3D structure.

Orthographic Non-Rigid SfM (NRSfM) Bregler et al. [7]] introduced a factorization method for
computing a non-rigid structure and rotation matrices from a point track matrix, by assuming a low
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dimensional basis model. While follow-up papers improved accuracies with different regularizations
[26L 10, 36, [18] or neural representations [35} 124, 43|, the orthographic camera model assumption
is in general not valid for casual videos. Furthermore, these methods often assume background
subtraction as a preprocessing. Even though a follow-up work proposed factorization solutions for
pinhole cameras [[16]], its sensitivity to noise [[19], makes it impractical for casual videos.

Test-time optimization for dynamic scenes Recent methods [29] [25] 164, 65] finetuned the
monocular depth estimation from a pre-trained model [41} 40] using optical flow constraints [47/], for
obtaining consistent dense depth maps for a monocular video. [64] further optimized motion maps
for handling scenes with large dynamic motion. [S6,|15]] use depth from single image estimations, to
improve novel view synthesis in dynamic scenes. [28] further optimizes for the unknown camera
poses together with the dynamic radiance field optimization. [37, 38|] model a single deformable
surface from a monocular video by applying isometric constraints. LASR [38]], ViSER [59] and
BANMo [60] optimize for a dynamic surface by assuming rigid bones and linear blend skinning
weights. However, all the above-mentioned methods require per-scene optimization, resulting in slow
inference. Recently, [44] presented the Common Pets in 3D (COP3D) dataset that contains casual,
in-the-wild videos of pets, and used it to learn priors for novel view synthesis in dynamic scenes.

Point tracking There has been a recent advance in 2D point tracking by learning [20, [11], or
optimization [53]] techniques. Concurrently, [57] presented a method for jointly performing 2D
tracking and 3D lifting, by learning to track with depth supervision while applying an as-rigid-as-
possible loss. However, their method cannot predict camera poses or identify static parts directly.

5 Conclusions and limitations

We presented TRACKST04D, a novel deep-learning framework that directly maps 2D motion tracks
from casual videos into their corresponding dynamic structure and camera motion. Our approach
features a deep learning architecture that considers the symmetries in the problem with designed
intrinsic constraints to handle the ill-posed nature of this problem. Notably, our network was trained
using only raw supervision of 2D point tracks extracted by an off-the-shelf method [20] without any
3D supervision. Yet, it implicitly learned to predict camera poses and 3D structures while identifying
the dynamic parts. During inference, our method demonstrates significantly faster processing times
compared to previous methods while achieving comparable accuracy. Furthermore, our network
exhibits strong generalization capabilities, performing well even on semantic categories that were not
present in the training data.

Limitations and future work. While our experiments demonstrated that our network is efficient,
accurate, and capable of generalizing to unseen video categories, there are several limitations and
future work directions that we would like to address. First, our method is limited in handling
videos with rapid motion, as it depends on the accuracy of the tracking method used, specifically
CoTracker [20], which has limitations in tracking fast movements. We observed that [20] often fails
in automotive scenes due to high motion blur, particularly on the road, limiting our ability to perform
large-scale evaluations on automotive datasets given the current tracking method performance. We
note that any future improvements with point tracking in terms of accuracy and inference time
will directly improve our method as well. Second, our method assumes enough motion parallax to
constrain the depth values and fails to generate accurate camera poses without it. An interesting
direction for future work would be to leverage depth models and 3D tracking techniques, which could
potentially improve accuracy, especially in cases with minimal motion parallax. Yet, our current
attempts to incorporate MiDaS-inferred depth as an additional input and apply a depth loss relative
to MiDaS have not yielded any performance improvements, indicating that this approach needs
further exploration. Third, while we found K = 12 basis elements to be effective for our evaluation
set, balancing complexity reduction and motion representation, we acknowledge this fixed number
may not capture all possible scene dynamics. Future work could explore automatically inferring the
optimal number of bases per scene. Lastly, our network can handle up to about 1000 point tracks in
50 frames in one inference step when running on a single GPU. A possible extension to handle denser
point clouds and longer videos could involve querying point tracks iteratively while maintaining a
shared state, but this approach remains to be explored.
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A Supplementary results

A.1 Video results

We provide supplementary video outputs of several cases from our test set. Each video presents the
input video frames with a set of pre-extracted point tracks that are used as input to our network and
presented in corresponding colors (left side), and the output cameras and dynamic 3D structure (right
side). The output camera trajectory is presented as gray frustums, whereas the current camera is
marked in red. The reconstructed 3D scene points are presented in corresponding colors to the input
tracks. Note that the outputs presented in the videos were obtained at inference time, with a single
feed-forward prediction, without any optimization or fine-tuning, on unseen test cases.

A.2 Extended quantitative evaluation

Per sequence quantitative numbers Per-sequence and mean quantitative comparisons for our 21
pet test videos are presented in Tab.[9]and Tab.[I0] Tables with similar structure for the out-of-domain
dataset are presented in Tab. [TT]and Tab. [I2] Tables [I1]and [I2]also demonstrate our robustness
across various levels of dynamic motion. However, some differences in tolerance to motion patterns
are evident. For instance, our depth accuracy on *Skating’ is slightly higher than on ’Truck’.

Handling tracking errors We note that the input point tracks extracted by CoTracker [18] are
imperfect and contain noise and outliers. Nevertheless, our model shows significant robustness to
these errors. Our model handles imperfect input through two features:

* Static scene modeling: Ensures that only 2D motion that can be represented by a camera
motion and truly static points is modeled statically. This makes our camera estimation robust
to errors while pushing the non-modelled errors to the dynamic part.

* Dynamic scene modeling: Using limited basis elements for dynamic parts inherently resists
outliers and extreme anomalies.

To quantify this robustness, we conducted tests by adding Gaussian and uniform noise to CoTracker
points. The results (see Tab. 4)) confirm that our method tolerates significant noise levels, further
validating its effectiveness in handling imperfect input data.

Robustness to tracking method Additionally, we tested using point tracks extracted by TAPIR
[[L1]] as input at inference, instead of the CoTracker point tracks [20]. This evaluates our method’s
ability to generalize to a different tracking method at inference than the one used during training. The
results are shown in Tab.[5] Although we observed some degradation in accuracy, the results are still
good especially after finetunning, demonstrating our method’s robustness to different point trackers.

Synthetic Data Evaluation We ran an evaluation on multiple test cases from PointOdyssey [[68]]
and compared them with CasualSAM [64], which is the most accurate baseline. The results are
presented in Tab.[6] We observed that our method generalizes well to these cases while taking much
less time than CasualSAM and maintaining high accuracy.

Comparsion with Marigold We also add new experiments with the Marigold depth estimation
method [21]]. The numbers are presented in Tab. [7} demonstrating that our method is more accurate
in terms of depth accuracy.

B Implementation details

B.1 Architecture technical details

For learning high frequencies we map each input coordinate to sinusoidal functions as in [31] with
L = 12. We use 3 pairs of attention layers, each of frames attention followed by point attention.
Each point (after sinusoidal functions embedding) is mapped into R256 with a linear layer. Each
attention layer is a function of the form F : RVXFx256 _, RNXPx256 (see details above). Each
attention uses 16 heads with K, Q,V e R or P)x64 followed by a fully connected network with 1
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Table 4: Tracking Error. The table demonstrates our point track error handling and contains four row
sections. 1. Ours: our results when evaluating on the original CoTracker point tracks from the pet test
set. 2. 0 = 1,5,10: our results using the original CoTracker point tracks with added Gaussian noise with
corresponding standard deviation in pixels. 3. 10,20,50% outliers: our results using the original CoTracker
point tracks where respectively 10,20,50 percent of the tracks are replaced with uniformly sampled pixels. 4.
10,20,50% occlusions: same as the outlier setup, but the outlier points are marked as occluded by setting 0 = 0
(defined in Sec. |Z[), which improves outlier handling. Overall we see that our method can robustly handle the
noisy CoTracker inputs, and can further tolerate a significant level of synthetically added noise.

AbsRel | | 6 <1.25% 5§<1.2521 | 6§ <1.25% ¢ | ATEL | RPETrans| | RPERot |

Dyn. All ‘ Dyn. All Dyn. All Dyn. All (mm) (mm) (deg)
Ours | 011 008 | 08 092 | 099 098 | 1.00 100 | 896 | 3.79 | 023 |
o=1 011 008 | 088 092 | 099 098 100 1.00 9.07 3.87 0.24
c=5 011 008 | 088 092 | 099 098 100 1.00 10.96 5.05 0.30
o =10 013 010 | 084 090 | 098 098 100 099 13.18 6.75 0.42
10% outliers 026 019 | 074 074 | 089 090 | 094 096 1445 592 0.45
20% outliers 035 023 | 062 065 | 08 085 | 090 094 15.26 5.96 0.46
50% outliers 061 032 | 036 051 | 060 075 | 078 088 19.68 11.41 0.69
10% occlusions | 022 016 | 080 080 | 092 093 | 095 097 11.68 458 0.30
20% occlusions | 030 020 | 070 071 | 085 089 | 092 095 13.15 5.04 0.35
50% occlusions | 058 033 | 038 051 | 064 076 | 082 0.8 16.18 5.82 0.51

Table 5: TAPIR point tracks. Comparison of using our method with TAPIR [11]] point tracks as input at
inference time versus using CoTracker [20]], which was used for training our method, on the pet test set. As can
be seen, our method is robust to the point tracks obtained by TAPIR, and the results are further improved when
applying test time finetuning (FT).

AbsRel | | 6 <1257 | 6<1.2521 | 6<1.25%+ | ATEL | RPETrans| | RPERot]
Dyn. All ‘ Dyn. All Dyn. All Dyn. All (mm) (mm) (deg)
Ours (C) CoTracker 011 008 | 088 092 | 099 098 1.00 1.00 8.96 3.79 0.23
Ours (C) TAPIR 014 011 | 082 085 | 096 096 | 099 099 11.86 5.00 0.36
Ours (C)TAPIR+BA | 0.14 011 | 08 085 | 096 096 | 099 099 6.08 4.14 0.26
Ours (C)TAPIR+FT | 009 006 | 08 094 | 099 099 100 099 6.66 3.88 0.22

hidden layer of 2048 features. We then average over the rows to get per-point features Py € R *?256

and over the columns to get per-frame features Fy € RV*256 Finally, we map Py to per-point
outputs P, € RP*BE+1) (K basis points and ) with a linear layer, and Fy into per-camera outputs
Fy € RNX(643+K-1) (6 for the rotation parameters [70], 3 for the camera center, and K — 1 linear
coefficients) using a convolutional layer with a kernel size of 31.

B.2 Training details

In total, we used 733 cat videos and 753 dog videos for training. We trained our networks for 7000
and 3500 epochs for the single-class and multi-class setups respectively. Training our method lasts
about one week on a single Tesla V100 GPU with 32GB memory. We used the Adam optimizer
[23] with a learning rate of 10~*. Our method assumes known camera internal parameters which are
provided by the dataset and used to normalize the point tracks as a preprocessing step.

B.3 Licenses and links for existing assets

CoTracker[20] The code is available here: https://github.com/facebookresearch/co-tracker. It is
released under Creative Commons Attribution-NonCommercial 4.0 International Public License

Common pets dataset [44] The data is available here: https://github.com/facebookresearch/cop3d.
It is released under Creative Commons Attribution-NonCommercial 4.0 International Public License.

Nvidia Dynamic Scenes Dataset [62] The data is available here:
https://gorokee.github.io/jsyoon/dynamic_synth/. It is released under the CC_BY-NC-ND License.
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Table 6: PointOdyssey. Average results on 9 test samples from the PointOdyssey dataset [68]. Metrics are the
same as in the main paper. Note that since the input point tracks are provided by the dataset, our running times
are computed without considering point track extraction time. As can be seen, our model trained only on cats,
can efficiently and accurately handle sequences from the PointOdyssey dataset.

Abs Rel | 6 <1.2571 5 < 1.25%2 ¢ 5 <1.25% ¢ ATE | RPE Trans | RPE Rot | Time |
Dyn. All Dyn. All Dyn. All Dyn. All (deg) (minutes)
Ours (C) 0.09 0.09 0.91 0.92 1.00 1.00 1.00 1.00 0.05 0.02 0.18 0.003
Ours (C) + BA 0.09 0.09 0.91 0.92 1.00 1.00 1.00 1.00 0.02 0.01 0.06 0.007
CasualSAM [64] 0.12 0.11 0.85 0.86 0.98 0.99 0.99 1.00 0.02 0.01 0.03 62

Table 7: Comparisons with Marigold. Comparison with the Marigold depth prediction method [21]] on the
pet test set. As can be seen, our depth accuracy is much higher.

AbsRel | | §<1.257% 5§<1.252 1 | 6§ <1.25% ¢
Dyn. All ‘ Dyn. All Dyn. All Dyn. All

Ours (C) 0.11 0.08 0.88 0.92 0.99 0.98 1.00 1.00
Marigold 0.48 0.31 0.28 0.51 0.50 0.75 0.64 0.86

B.4 Other implementation details

Point tracks sampling For building M € RY*P*3 we use the implementation of [20]. We sample
a uniform grid of 15 x 15 2D points, starting from frame number 0, 20, 40, . . ., and then track these
points throughout the entire video (backward and forward). In Tab. 8] we show the effect of reducing
the grid size at inference time, in terms of camera pose accuracy and running time. During training,
at each iteration, we randomly sample 20-50 frames from the training videos and 100 point tracks, i.e.
20 < N < 50 and P = 100. When sampling cameras and point tracks of size N x P x 3 from a
larger tensor of size N’ x P’ x 3 we only take a point track if its starting tracking time is in the range
[t — %, t+ %], where t is the first sampled index. At inference time we take all the available point
tracks. In both, training and inference time, we keep only point tracks that are observed in more than
10 frames.

Finetuning details For our fine-tuning (FT) in the main paper, we applied per-sequence fine-tunning
of 500,100 iterations starting from our final checkpoint, for pets,out-of-domain data respectively. The
fine-tuning is done as a post-processing by minimizing the original loss function on the given test
video.

Test Set We used the RGBD camera of the iPhone 11 to record our 21 test videos of dogs and cats.
Each frame has a resolution of 640 x 480 pixels. Note that the training set contained various types
of resolutions. All pet owners who were photographed gave their permission for the animals to be
photographed. For evaluation only, we define a point track as dynamic if its associated GT mask
value is 1 for at least 40 frames. The GT masks are obtained by running [71] and searching for labels
of dogs and cats. They were only used for evaluation and not used by our method at all. We verified
that this data includes enough dynamic motion, by also including several videos that COLMAP failed
to reconstruct without the masks. We further verified manually that the camera trajectories look
reasonable.

The out-of-domain dataset contains video sequences with 24 frames, each of resolution of 546 x 288.
The GT dynamic masks are provided by the dataset. For this dataset, for evaluation only, we define a
point track as dynamic if its associated GT mask value is 1 for at least 15 frames.

Bundle Adjustment After inference, as optional refinement, we take the output static approximation
By € RP*3 and the output camera poses { Ry, ..., Rx}, {t1,...,tx} and apply Bundle Adjustment
(BA). We use a 3D world point from B; if its associated v is below 0.008 for the pets dataset and
0.005 for out-of-domain dataset. We optimize reprojection errors of a given observation M; ;, only if
it is observed, i.e. M?; = 1 and if the initial reprojection error is below 10 pixels. We use the BA
implementation providjed by [32]], which is based on the Ceres package [2].

Running times All inference running times were computed on a machine with NVIDIA RTX
A6000 GPU and Intel(R) Core(TM) 17-9800X 3.80GHz CPU. Extracting point tracks with [20] took
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Grid | ATE| | RPE Trans | | RPE Rot | Inference |

size (mm) (mm) (deg) Time
Ours (C) 15 8.96 3.79 0.23 0.16(+8.6) seconds
Ours (C)+BA 15 4.22 2.86 0.17 0.40(+8.6) seconds
Ours (C) 12 9.18 3.81 0.24 0.09(+7.8) seconds
Ours (C)+BA 12 4.36 2.97 0.17 0.24(+7.8) seconds
Ours (C) 10 8.91 391 0.23 0.05(+7.7) seconds
Ours (C)+BA 10 4.44 3.01 0.18 0.16(+7.7) seconds
Ours (C) 7 9.06 4.11 0.25 0.02(+7.6) seconds
Ours (C)+BA 7 4.93 3.52 0.20 0.08(+7.6) seconds
Ours (C) 5 10.29 4.97 0.31 0.01(+7.6) seconds
Ours (C)+BA 5 8.08 6.33 0.38 0.05(+7.6) seconds

Table 8: Tracking Grid Size Effect Quantitative evaluation of the effect of reducing the number
of sampled point tracks at inference time on our model that was trained on cats (C). We measure
the camera pose accuracy and the running time. We also mention the point tracks extraction time
in parenthesis (e.g. +8.6 seconds) which is performed by [20] as a preprocess. As can be seen, our
method can handle a smaller number of points but the accuracy slightly drops with fewer sampled
points

8.6 and 2.5 seconds for each video on the pet-videos and out-of-domain videos respectively and
included in the running time tables as part of our method inference time.

Training technical details In all training setups, we used: Areprojection = 90.0, Asatic = 1.0,
ANegative = 1.0, Asparse = 0.001. At the beginning of the training, we pre-train the camera poses to
be located behind and facing the origin. This prevents cases in which the cameras are located in
the middle of the initial point cloud s.t. many points have negative depths, which may result in bad

convergence. More specifically, the pre-train 10ss is: Lpregain = 77 Zf\il w5 |16 = [0, 0, —15]TH2 +
2
R — I

The pretrain runs until convergence (Lpretrain < 10’4). During the main training, we detach gradients
from By and (Ri,t1) ..., (Rn,tn) for Lreproject to stabilize the training. Until epoch 50 we sample
sequences of IV in the range [20, 22], and then we increase the range to [20, 50].

C Broader Impacts

Our work focuses on mapping video data to dynamic 3D point clouds and camera motion. Our
network efficiently takes this video input and generates dynamic point cloud representations that
model the evolving 3D structure as a set of points in space, enabling analysis of geometry changes
across the video frames. This could improve applications in domains where a fast understanding of
the spatiotemporal evolution of 3D structure from video data is valuable, such as motion capture,
robotic perception, augmented reality, and dynamic scene reconstruction. As robotic capabilities
advance, it could fundamentally reshape how society perceives and interacts with the domains that
become automated by robots, as well as the individuals previously employed in those domains being
replaced.

RCVD [23] | MiDaS[5] | CasualSAM{G4] | Ours(C&D) | Ours (C&D)FT | Our(C) | Our(C)FT
b Rell Dyn 011 0.12 0.05 0.05 0.06 0.05 0.06
s Re All 1.90E+08 8.80E+05 0.11 0.06 0.06 0.06 0.06
Dyn 094 087 .00 0.99 098 0.99 0.98
Sedd R 071 0.74 0.96 0.98 0.97 0.98 0.97
q 5 =127 Dyn 1.00 1.00 1.00 1.00 1.00 1.00 1.00
< L2571 1 Ay 0.85 0.87 0.97 1.00 0.99 1.00 0.99
3 Dyn 1.00 1.00 1.00 1.00 1.00 1.00 1.00
6 < L2571 | L 0.8 091 0.97 1.00 1.00 1.00 1.00
: Dyn 029 0.16 0.16 0.14 012 013 011
Abs Rely All 0.19 0.18 0.09 0.09 0.07 0.09 0.07
Dyn 045 075 081 08T 086 0.90 087
Seal <127 0.68 0.76 092 0.90 092 0.94 092
q 5 < 1257 Dyn 055 099 0.89 T.00 T.00 0.99 T.00
<L25T1 1 0.93 0.95 0.96 1.00 1.00 1.00 1.00
Dyn 0.99 1.00 T.00 T.00 T.00 T.00 T.00
3 y
§<L2TT | Al 1.00 0.99 1.00 1.00 1.00 1.00 1.00
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Dyn 054 0.10 0.06 0.06 0.03 0.03 0.04
Abs Rell All 0.20 0.55 0.06 0.07 0.06 0.06 0.06
Dyn 0.20 094 0.9 0.99 0.9 0.99 0.9
o |25 A 0.66 0.66 0.98 0.96 0.98 0.97 0.98
q 5 =122 Dyn 052 1.00 0.99 1.00 1.00 1.00 1.00
< L2571 1 A 0.8 0.75 0.99 0.99 0.99 0.99 0.99
; Dyn 091 1.00 .00 .00 .00 .00 .00

3 y
6 <1257 1 | 4y 0.98 0.80 0.99 0.99 0.99 0.99 0.99
: Dyn 079 025 007 0.15 0.05 007 0.05
Abs Rely All 022 0.24 0.06 0.09 0.06 0.08 0.06
Dyn 0.10 053 097 095 0.99 097 098
Seas <1257 0.76 0.74 0.97 091 0.97 0.92 0.97
€4 5 < 1257 Dyn 027 0.99 1.00 1.00 1.00 1.00 1.00
<2571 0.85 092 0.99 0.98 0.99 0.98 0.99
Dyn 059 .00 .00 .00 .00 .00 .00

3 Y
§ <1251 | 0.92 0.95 0.99 0.99 0.99 0.99 0.99
Dyn 031 0.08 0.06 027 015 0.9 015
Abs Rel|, All 0.17 0.27 0.09 0.12 0.11 0.10 0.11
Dyn 044 0.08 .00 054 075 065 077
o |5 ] A 0.80 0.65 0.96 0.84 0.92 0.89 0.92
q 5 =127 Dyn 087 1.00 1.00 0.58 1.00 0.99 1.00
< L2571 1 A 0.97 0.90 0.98 0.98 0.99 1.00 0.99
: Dyn 1.00 1.00 1.00 1.00 1.00 1.00 1.00

3 y
6 < L2571 | L 1.00 094 0.99 1.00 1.00 1.00 1.00
: Dyn 0.00 0.08 0.05 0.07 007 0.06 0.07
Abs Rely All 0.12 3.75E+05 0.03 0.08 0.05 0.06 0.04
Dyn 097 0.08 .00 0.99 098 099 098
Seds <127 0.86 0.86 0.98 091 0.97 0.96 0.98
€4 5 < 1257 Dyn 1.00 1.00 1.00 1.00 1.00 1.00 1.00
<2571 0.97 0.95 1.00 097 1.00 0.98 1.00
Dyn .00 .00 .00 .00 .00 .00 .00

3 Y
6 <1251 | 0.99 0.98 1.00 0.99 1.00 1.00 1.00
Dyn 035 0.10 0.04 005 0.03 0.04 0.03
Abs Rely All 0.14 0.15 0.05 0.04 0.05 0.05 0.05
Dyn 047 094 0.98 0.99 0.99 0.99 0.99
g || A 0.83 0.87 0.96 0.98 0.96 0.97 0.96
q 5 =127 Dyn 065 0.99 0.99 .00 1.00 1.00 1.00
< L2571 A 0.91 095 0.99 0.99 0.98 0.99 0.98
3 Dyn 0.99 0.99 1.00 1.00 1.00 1.00 1.00
6 <1251 | L 0.99 0.98 1.00 1.00 0.99 1.00 0.99
: Dyn 039 0.08 0.00 0.5 0.11 012 0.10
Abs Rely Al 022 0.17 0.06 0.10 0.06 0.09 0.06
Dyn 045 095 092 084 001 090 001
Sea? <1257 0.65 0.80 0.97 0.86 0.96 091 0.97
q 5 =192 Dyn 068 .00 099 0.98 098 098 008
<2571 0.86 092 0.99 0.98 0.99 0.98 0.99
Dyn 093 .00 .00 .00 0.99 .00 0.9

3 Y
S <127 | A 0.97 0.98 1.00 0.99 1.00 0.99 1.00
Dyn 047 023 0.05 0.09 0.05 0.09 0.05
Abs Rely All 0.20 3.80E+04 0.03 0.08 0.04 0.07 0.04
Dyn 018 0.68 0.99 097 0.99 098 0.99
Seas <251y 0.72 0.64 0.99 0.89 0.99 0.97 0.99
q 5 =122 Dyn 0.60 097 .00 .00 .00 .00 1.00
< L2 091 0.84 1.00 0.99 1.00 1.00 1.00
3 Dyn 097 1.00 1.00 1.00 1.00 1.00 1.00
6 <1251 | L 0.99 092 1.00 1.00 1.00 1.00 1.00
: Dyn 0.86 0.26 018 022 0.17 022 018
Abs Rely All 0.33 020 0.09 021 0.09 022 0.09
Dyn 005 0.5 0.8 0.46 063 045 0.60
Sed <121 ) 0.65 0.74 0.92 0.55 0.88 0.52 0.87
q 3 <1902 Dyn 0% 085 095 001 .00 085 .00
<L25TT 1 A 0.78 091 0.98 0.89 0.99 0.86 0.98
Dyn 068 .00 .00 .00 .00 .00 .00

3 y
6 < L2571 | Ly 0.90 0.98 1.00 097 1.00 0.97 0.99
Dyn 0.08 0.06 0.02 0.02 0.02 0.02 0.02
Abs Rel{ All 0.11 0.24 0.03 0.03 0.02 0.04 0.02
Dyn 0.99 .00 .00 .00 .00 .00 .00
Seald <251y 0.92 0.73 1.00 1.00 1.00 0.99 1.00
¢4 5 < 1252 Dyn 1.00 1.00 1.00 1.00 1.00 1.00 1.00
< L2500 0.99 0.87 1.00 1.00 1.00 1.00 1.00
3 Dyn .00 1.00 .00 .00 .00 .00 1.00
6 <1251 | L 1.00 0.95 1.00 1.00 1.00 1.00 1.00
Dyn 034 0.14 0.06 0.10 0.07 0.10 0.07
Abs Rel} All 0.17 038 0.05 0.08 0.05 0.07 0.05
Dyn 047 0.79 0.92 0.90 0.92 0.90 0.92
Seall <121 ) 0.74 0.67 0.97 0.90 0.96 0.94 0.96
q 3 =192 Dyn 086 .00 099 096 098 097 008
<L2571 1A 0.94 0.78 0.99 0.99 0.99 0.99 0.99
Dyn 0.9% .00 .00 099 .00 099 .00

3 y
6 < L2571 | Ly 0.99 0.86 1.00 1.00 1.00 1.00 1.00
Dyn 037 0.16 0.05 0.10 0.05 0.09 0.04
Abs Rel} All 0.16 0.13 0.05 0.08 0.06 0.08 0.07
Dyn 0.9 0.79 098 098 097 098 097
Seal O <1251y 0.73 085 0.98 095 0.94 0.95 0.94
¢4 5 = 1252 Dyn 0.97 1.00 1.00 1.00 1.00 1.00 1.00
< L2571 0.98 0.98 1.00 0.99 0.98 0.99 0.98
3 Dyn .00 .00 .00 .00 .00 .00 .00
R 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Dyn 031 029 0.00 0.15 0.11 0.14 0.11
Abs Rell All | 331E+08 0.35 0.06 0.10 0.07 0.09 0.07
s <1251 | Dm 0.50 0.50 093 082 092 085 0.95

Seql3
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All 0.67 0.69 0.97 091 0.96 0.93 0.97
> Dyn 081 084 .00 .00 .00 .00 .00
6 < L2571 | 4y 0.81 0.87 0.99 0.98 0.99 0.99 0.99
Dyn .00 .00 .00 .00 .00 .00 .00

3 y
6 < L2571 | Ly 0.87 093 1.00 0.99 0.99 0.99 0.99
Dyn 018 0.17 0.03 0.05 0.04 0.0 0.04
Abs Rely All 0.18 0.34 0.03 0.04 0.03 0.03 0.03
Dyn 079 072 0.99 099 0.99 0.99 0.99
Seald O<L25T |y 0.76 0.55 1.00 0.99 0.99 0.99 0.99
€4 5 < 1252 Dyn 0.93 097 1.00 1.00 1.00 1.00 1.00
< L2571 0.94 0.83 1.00 1.00 1.00 1.00 1.00
3 Dyn 0.99 T.00 T.00 T.00 .00 .00 .00
R 0.99 092 1.00 1.00 1.00 1.00 1.00
Dyn 122 0.12 015 027 0.10 018 0.10
Abs Rell All 0.33 0.39 0.09 0.15 0.09 0.18 0.09
Dyn 0.01 0.7 095 062 0.96 079 0.97
Seals <1251 0.65 0.65 0.97 0.80 0.94 0.70 095
q 3 = 12° Dyn 012 1.00 0.99 093 0.99 0.96 0.9
< L2571 1A 0.81 0.83 0.99 097 0.99 0.92 0.99
; Dyn 045 .00 0.99 .00 .00 .00 .00

3 y
6 < L2571 | 0.90 0.89 0.99 099 0.99 0.99 0.99
: Dyn 0% 012 0.07 0.04 011 014 011
Abs Rely All 021 021 0.05 0.06 0.06 0.06 0.06
Dyn 04 002 098 081 0.88 0.80 0.0
Sealt O <L25T 0.66 0.79 0.99 096 0.97 0.96 0.97
¢4 5 < 1257 Dyn 0.8 1.00 1.00 1.00 1.00 1.00 1.00
<L25TT 0.95 0.93 1.00 1.00 1.00 1.00 1.00
3 Dyn .00 .00 .00 .00 .00 .00 .00
6 <1257 T | 4 1.00 0.96 1.00 1.00 1.00 1.00 1.00
Dyn 035 012 0.14 0.1 012 011 0.12
Abs Rell All 0.23 0.15 0.08 0.07 0.06 0.07 0.07
Dyn 0.40 0.88 076 093 0.89 001 0.58
ety |52 ] A 0.60 0.81 0.89 0.94 0.94 0.93 0.94
q 5 = 12° Dyn 082 0.99 098 0.99 098 098 0.98
< L2571 1 A 0.87 094 0.98 0.98 0.99 0.99 0.99
; Dyn 095 .00 .00 0.99 099 099 0.9

3 y
<L | Al 095 0.98 1.00 0.99 1.00 1.00 1.00
: Dyn 048 021 0.10 0.12 0.07 011 0.07
Abs Rely All 0.14 0.32 0.05 0.10 0.09 0.08 0.09
Dyn 045 0.60 093 087 0.96 088 0.96
Seals <127 ) 0.86 0.65 0.98 091 0.96 0.95 0.96
>ed 5 < 1257 Dyn 055 095 0.8 1.00 0.99 0.99 0.99
<2571 091 0.84 0.99 0.98 0.98 0.98 0.98
Dyn 084 .00 0.99 .00 .00 .00 .00

3 y
R 0.97 0.92 1.00 0.99 0.98 0.99 0.98
Dyn 033 0.14 0.06 0.04 0.05 0.05 0.05
Abs Rel| All 0.15 0.27 0.03 0.03 0.03 0.05 0.03
Dyn 028 0.50 097 097 097 0.98 097

.

Seal R 0.81 0.74 0.99 0.99 0.99 0.99 0.99
4 5 =127 Dyn 001 097 1.00 1.00 0.99 0.99 0.99
< L2571 1 A 0.98 0.87 1.00 1.00 1.00 1.00 1.00
: Dyn 1.00 0.99 1.00 1.00 1.00 1.00 1.00

3 y
6 < L2571 | L 1.00 092 1.00 1.00 1.00 1.00 1.00
: Dyn 033 027 021 027 029 026 030
Abs Rely All 2.42E+08 0.45 0.04 0.05 0.05 0.05 0.05
Dyn 034 0.49 0.61 044 037 049 034
Sea20 <127 0.50 042 0.97 095 0.95 0.95 0.95
q 5 < 1252 Dyn 0.93 0.90 1.00 1.00 1.00 1.00 1.00
<2571 0.77 0.72 1.00 1.00 1.00 1.00 1.00
Dyn 0.99 0.99 .00 .00 .00 .00 .00

3 y
R PN 0.83 0.85 1.00 1.00 1.00 1.00 1.00
b RelL Dyn 0.40 0.16 0.00 0.2 0.00 011 0.00
s Re All 3.63E+07 6.16E+04 0.06 0.08 0.06 0.08 0.06
Dyn 043 0.78 0.93 055 0.90 088 0.90
Mean <251y 0.72 0.71 0.97 0.91 0.96 0.92 0.96
5 =127 Dyn 075 097 0.99 0.98 1.00 0.99 1.00
<L25TT A 0.90 0.88 0.99 0.98 0.99 0.98 0.99
3 Dyn 092 1.00 1.00 1.00 1.00 1.00 1.00
R 0.96 093 1.00 1.00 1.00 1.00 1.00
b RelL Dyn 027 0.07 0.05 0.08 0.06 0.07 0.06
‘ All 9.39E+07 | 2.04E+05 0.02 0.04 0.02 0.04 0.02
Dyn 029 0.17 0.00 0.18 015 0.16 0.16
SO <121 0.10 0.11 0.03 0.10 0.03 0.1 0.03
3 <1952 Dyn 0% 0.05 002 0.03 0.01 003 0.01
<2571 1z 0.07 0.07 0.01 0.02 0.01 0.03 0.01
Dyn 015 0.00 0.00 0.00 0.00 0.00 0.00

3 y
S <1271 | A 0.05 0.05 0.01 0.01 0.00 0.01 0.00

Table 9: Depth accuracy, pet test set. We show a comparison to previous methods on the predicted depth for the
point trajectories compared to their GT depths. We compare 4 ways of running our method. Ours (C&D), Ours (C): Our
inference time outputs for a model that was trained on cats and dogs or only on cats respectively. Ours (C&D) FT, Ours
(C) FT: The outputs of our model trained on cats and dogs or cats respectively, after fine-tuning our losses for each specific
video. As can be seen, fine-tuning improves our accuracy even more.
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DROID-SLAM|438] ParticleSTM[66] RCVD[25] CasualSAM[64] Ours Ours Ours
(©) (C)+BA | (C+FT
ATE(mm) 371 6.10 64.67 5.36 5.60 543 4.42
Seq0 RPE T.(mm) 3.05 3.22 26.92 3.13 3.63 3.04 2.89
RPE R.(deg.) 0.14 0.18 2.53 0.16 0.22 0.15 0.14
ATE(mm) 1.91 3.83 38.44 10.28 13.21 4.32 1.76
Seql RPE T.(mm) 1.32 1.49 2523 3.00 2.65 1.72 1.32
RPE R.(deg.) 0.18 0.23 243 0.67 0.29 0.19 0.16
ATE(mm) 3.13 4.68 39.46 2.13 4.57 2.78 2.53
Seq2 RPE T.(mm) 3.62 5.82 2727 1.97 3.24 2.62 2.49
RPE R.(deg.) 0.08 0.21 1.89 0.06 0.12 0.09 0.09
ATE(mm) 513 2.26 29.55 2.49 7.83 2.66 2.92
Seq3 RPE T.(mm) 5.76 2.00 24.18 2.31 3.13 2.27 2.30
RPE R.(deg.) 0.17 0.07 2.38 0.08 0.13 0.07 0.07
ATE(mm) 2.59 438 56.16 2.65 421 2.38 2.28
Seq4 RPE T.(mm) 2.05 2.07 21.36 1.74 2.40 2.05 2.04
RPE R.(deg.) 0.11 0.11 1.05 0.09 0.15 0.11 0.11
ATE(mm) 1.07 0.83 1422 0.53 1.44 0.79 0.75
Seq5 RPE T.(mm) 1.02 0.74 6.51 0.52 0.88 0.68 0.68
RPE R.(deg.) 0.09 0.07 1.63 0.05 0.12 0.07 0.06
ATE(mm) 26.08 31.07 48.31 26.12 27.10 28.28 28.98
Seq6 RPE T.(mm) 10.57 11.01 24.21 10.31 10.44 10.92 10.82
RPE R.(deg.) 0.66 0.67 4.03 0.62 0.69 0.69 0.68
ATE(mm) 2.25 28.48 47.25 1.78 4.53 2.39 2.25
Seq7 RPE T.(mm) 2.34 6.13 23.81 1.72 2.32 1.98 1.99
RPE R.(deg.) 0.15 0.59 2.29 0.11 0.20 0.16 0.16
ATE(mm) 1.23 3879 44.06 2.00 478 0.84 0.89
Seq8 RPE T.(mm) 1.07 50.57 25.46 1.24 1.54 0.71 0.70
RPE R.(deg.) 0.07 4.78 1.73 0.09 0.13 0.06 0.05
ATE(mm) 21.74 18.52 4345 3493 24.15 3.92 322
Seq9 RPE T.(mm) 9.04 7.96 21.35 21.06 6.89 2.77 2.08
RPE R.(deg.) 0.62 0.47 3.47 0.71 0.37 0.12 0.10
ATE(mm) 1.47 1.75 22.49 1.40 3.03 1.42 1.46
Seql10 RPE T.(mm) 1.84 1.15 24.22 111 1.87 1.25 1.22
RPE R.(deg.) 0.22 0.12 2.18 0.10 0.21 0.12 0.12
ATE(mm) 1.71 3.60 19.10 1.32 312 1.66 1.49
Seql1 RPE T.(mm) 1.65 1.54 16.34 1.21 3.12 1.75 1.55
RPE R.(deg.) 0.08 0.08 1.80 0.06 0.12 0.08 0.07
ATE(mm) 170 3.64 20.82 2.51 6.23 3.6l 2.54
Seql2 RPE T.(mm) 2.24 2.63 18.50 2.74 4.04 3.02 2.84
RPE R.(deg.) 0.09 0.12 2.03 0.12 0.23 0.15 0.14
ATE(mm) 1.23 2.38 33.49 1.49 4.10 1.17 1.28
Seql3 RPE T.(mm) 1.19 1.40 17.33 1.00 1.72 1.12 1.09
RPE R.(deg.) 0.13 0.14 2.12 0.12 0.19 0.12 0.12
ATE(mm) 542 515 1.05E+02 24.95 6.09 5.06 4.93
Seql4 RPE T.(mm) 3.40 3.38 69.36 9.45 4.07 3.57 341
RPE R.(deg.) 0.18 0.19 3.81 0.65 0.26 0.20 0.19
ATE(mm) 7.69 61.06 36.70 7.40 36.51 4.98 541
Seql5 RPE T.(mm) 7.95 17.57 28.18 6.93 10.19 5.86 5.72
RPE R.(deg.) 0.22 0.58 2.85 0.19 0.30 0.16 0.15
ATE(mm) 5.04 5.06 36.42 3.69 452 411 3.81
Seql6 RPE T.(mm) 4.53 4.54 20.11 4.02 4.47 4.25 4.15
RPE R.(deg.) 0.28 0.29 2.94 0.25 0.31 0.28 0.27
ATE(mm) 112 34.07 7791 2.08 6.52 2.51 2.86
Seql7 RPE T.(mm) 115 12.30 39.64 1.18 2.14 1.50 1.55
RPE R.(deg.) 0.10 1.11 2.20 0.08 0.17 0.13 0.13
ATE(mm) 2.98 6.25 36.54 491 7.73 4.13 3.86
Seql8 RPE T.(mm) 4.05 5.21 24.78 3.89 4.34 3.62 3.65
RPE R.(deg.) 0.23 0.29 1.67 0.21 0.24 0.21 0.21
ATE(mm) 1.45 2.23 42.95 1.82 851 2.79 2.36
Seql19 RPE T.(mm) 1.65 1.72 29.12 1.44 3.23 2.21 2.01
RPE R.(deg.) 0.11 0.11 2.09 0.09 0.25 0.16 0.15
ATE(mm) 8.13 437 66.03 4.95 4.30 3.43 4.06
Seq20 RPE T.(mm) 6.20 3.57 27.34 3.00 3.30 3.05 3.06
RPE R.(deg.) 0.36 0.20 1.35 0.18 0.20 0.18 0.18
ATE(mm) 5.08 12.79 43.95 6.90 8.96 422 4.00
Mean RPE T.(mm) 3.60 6.95 25.77 3.95 3.79 2.86 2.74
RPE R.(deg.) 0.20 0.51 2.31 0.22 0.23 0.17 0.16
ATE(mm) 6.63 1632 21.22 9.55 9.06 5.68 5.87
STD RPE T.(mm) 2.80 10.88 11.80 4.74 2.52 2.22 2.22
RPE R.(deg.) 0.16 1.01 0.76 0.22 0.13 0.13 0.13
Table 10: Camera poses accuracy for pets. We show a comparison to previous methods on the predicted camera poses.
‘We compare 3 ways of running our method. Ours (C): Our inference time outputs (total inference time of 0.16 seconds) for
a model that was trained only on cats. Ours (C)+BA: Our inference time outputs, followed by a short Bundle Adjustment
(total inference time of 0.4 seconds) for a model that was trained only on cats. Ours (C) FT: The outputs of the model that
was trained only on cats after fine-tuning our losses for each specific video (total running time of about 5 minutes). As can
be seen, after BA, our results are the most accurate compared to the other methods, and fine-tuning improves our accuracy
even more.
RCVD [25] MiDaS[5] CasualSAM[64] Ours (C&D) Ours (C&D) FT
] Dyn 0.21 0.12 0.04 0.09 0.03
Abs Rel} All 0.14 034 0.02 0.06 0.01
Dyn 0.42 0.89 0.98 0.98 0.98
Balloon <L A 062 072 0.99 099 0.99
5 < 1.252 4 Dyn 1.00 0.98 0.99 0.99 0.99
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All 1.00 081 1.00 1.00 1.00
; Dyn .00 0.99 .00 .00 .00

3 y
6 < L2571 | 4y 1.00 0.88 1.00 1.00 1.00
: Dyn 0.10 I21E+05 0.04 0.0 0.03
Abs Rel} All 0.14 4.87E+05 0.01 0.06 0.01
Dyn 097 095 .00 099 .00
Balloond <127 0.83 0.76 1.00 0.97 1.00
atloo 5 < 1252 Dyn 1.00 0.99 1.00 1.00 1.00
<L25T T 1.00 0.86 1.00 1.00 1.00
Dyn .00 0.99 .00 .00 .00

3 Y
S <1251 | L 1.00 093 1.00 1.00 1.00
Dyn 0.14 055 0.01 015 0.01
Abs Rel), All 0.05 4.75E+04 0.01 0.06 0.01
Dyn 094 0.03 0.9 098 008
vnamicrace | 2T | an 0.98 0.67 1.00 1.00 1.00
Y 5 < 1252 Dyn 1.00 0.04 1.00 098 1.00
< L2571 1 A 1.00 0.82 1.00 1.00 1.00
: Dyn 1.00 0.18 1.00 1.00 .00

3 y
6 < L2501 | L 1.00 0.86 1.00 1.00 1.00
: Dyn 017 043 0.05 007 0.07
Abs Rel} All 0.12 0.59 0.02 0.05 0.04
Dyn 077 0.07 0.99 096 0.96
Jumping <121 Ly 0.86 022 0.99 0.97 0.97
Dyn .00 030 .00 .00 0.9

2 y
§<L2TT | A 1.00 0.38 1.00 100 1.00
Dyn .00 075 .00 .00 .00

3 y
6§ <1257 1 | 1.00 0.64 1.00 1.00 1.00
Dyn 033 052 0.0 0.16 0.16
Abs Rel) All 0.30 7.67E+03 0.07 0.15 0.08
Dyn 036 0.49 0.93 064 0.89
Plaveround <1251 |y 0.44 0.59 0.96 0.78 0.94
ygrou 5 < 1252 Dyn 0.61 0.72 0.9 0.08 0.94
< L2571 1 A 0.71 078 0.98 0.91 097
3 Dyn 067 083 1.00 098 094
6 <1251 | L 0.82 0.87 0.99 0.98 0.98
: Dyn 0.16 0.4 015 012 0.10
Abs Rel} All 0.10 1.09 0.02 0.05 0.04
Dyn 0.89 0.59 076 093 0.93
Skatin <121 0.92 0.29 0.99 1.00 0.99
atng 5 < 1957 Dyn .00 095 097 097 097
<L25T T 1.00 042 1.00 1.00 1.00
Dyn .00 097 .00 .00 097

3 y
6 <1251 | 1.00 053 1.00 1.00 1.00
Dyn 032 0.3 0.03 014 0.08
Abs Rel) All 2.06E+06 0.22 0.03 0.14 0.05
Dyn 0.26 081 0.99 0.4 T.00
Truck <251y 0.50 0.71 1.00 0.79 1.00
5 = 1207 Dyn 0.99 0.99 1.00 .00 1.00
< L2571 1 Ay 0.88 094 1.00 1.00 1.00
3 Dyn 1.00 1.00 1.00 1.00 1.00
6 <1251 | L 100 0.99 100 100 1.00
: Dyn 0.08 0.51 0.02 0.03 0.02
Abs Rely All 0.10 1.62E+06 0.02 0.05 0.02
Dyn 091 087 .00 .00 .00
Unbrella S<L2T 0.84 0.68 1.00 0.99 1.00
3 =192 Dyn .00 0.1 .00 .00 .00
< L2571 1 A 1.00 0.71 1.00 1.00 1.00
Dyn .00 002 .00 .00 .00

3 y
S <27 | A 1.00 0.72 1.00 1.00 1.00
Dyn 0.19 276E+04 0.05 0.10 0.06
Abs Rel| All 2.58E+05 2.70E+05 0.03 0.08 0.03
Dyn 069 059 095 093 097
M <251y 0.75 0.58 0.99 0.94 0.99
ean 5 < 1952 Dyn 0.95 0.73 0.99 0.99 0.9
<L25TT 0.95 0.72 1.00 0.99 1.00
3 Dyn 0.96 083 1.00 1.00 0.99
R 0.98 0.80 100 1.00 1.00
Dyn 0.10 TSIE+04 0.05 0.05 0.05
Abs Rely All 728E+05 | 5.69E+05 0.02 0.04 0.02
Dyn 0.2 037 0.08 012 0.04

-

- S<L2T 0.20 021 0.01 0.10 0.02
3 =192 Dyn 0.14 037 0.01 0.01 0.02
< L2571 0.10 021 0.01 0.03 0.01
Dyn 012 028 0.00 001 0.02

3 y
6 < L2571 | 0.06 0.16 0.00 0.01 0.01

Table 11: Depth accuracy for out-of-domain data [62]. We show a comparison to previous methods on the predicted
depth for the point trajectories compared to their GT depths. We compare 2 ways of running our method. Ours (C&D):
Our inference time outputs for a model that was trained on cats and dogs. Ours (C&D) FT: The outputs of our model
trained on cats and dogs, after fine-tuning our losses for each specific video. As can be seen, fine-tuning improves our
accuracy even more.

DROID-SLAM[48] ParticleSfM[66] RCVDI[25] CasualSAM[64] Ours Ours Ours
©) (C)+BA (O+FT
ATE(mm) 2.87 5.81 1.7E+02 5.57 21.47 4.17 4.14
Balloonl RPE T.(mm) 4.58 6.51 2.5E+02 4.96 27.73 6.76 6.76
RPE R.(deg.) 0.05 0.08 3.35 0.05 0.40 0.07 0.07
ATE(mm) 7.81 13.51 3.5E+02 7.74 41.25 10.22 9.92

Balloon2

96172 https://doi.org/10.52202/079017-3047



RPE T.(mm) 12.82 14.16 3.9E+02 11.47 77.12 16.80 16.78
RPE R.(deg.) 0.13 0.13 3.21 0.11 0.84 0.17 0.17
ATE(mm) 2.80 9.71 1.1IE+02 3.59 32.79 4.11 3.73
DynamicFace RPE T.(mm) 1.71 7.93 2.4E+02 2.05 48.39 3.20 3.16
RPE R.(deg.) 0.04 0.17 3.34 0.05 1.04 0.07 0.06
ATE(mm) 7.65 13.31 2.8E+02 774 24.24 8.38 8.61
Jumping RPE T.(mm) 10.25 11.27 2.8E+02 8.69 36.34 1135 12.13
RPE R.(deg.) 0.05 0.06 3.09 0.05 0.21 0.07 0.08
ATE(mm) 7.62 85.47 1.1E+02 5.45 27.44 6.47 5.06
Playground RPE T.(mm) 9.51 90.10 3.3E+02 7.68 40.28 8.00 6.42
RPE R.(deg.) 0.10 0.75 4.69 0.11 0.40 0.10 0.10
ATE(mm) 7.21 19.37 78.24 7.28 27.57 9.21 8.88
Skating RPE T.(mm) 8.64 24.76 3.2E+02 8.65 45.02 11.19 11.44
RPE R.(deg.) 0.04 0.15 3.91 0.05 0.24 0.07 0.07
ATE(mm) 22.55 - 1.1E+02 17.70 42.47 19.49 17.53
Truck RPE T.(mm) 31.68 - 3.6E+02 30.24 69.22 34.61 28.37
RPE R.(deg.) 0.06 - 2.77 0.05 0.26 0.05 0.05
ATE(mm) 5.20 39.45 66.01 7.38 39.27 7.33 5.99
Umbrella RPE T.(mm) 8.11 12.08 3.7E+02 7.01 39.85 6.98 8.03
RPE R.(deg.) 0.04 0.05 3.05 0.03 0.20 0.03 0.03
ATE(mm) 7.96 26.66 160 7.81 32.06 8.67 798
Mean RPE T.(mm) 10.91 23.83 320 10.09 47.99 12.36 11.64
RPE R.(deg.) 0.07 0.20 3.43 0.06 0.45 0.08 0.08
ATE(mm) 6.25 28.13 1.0E+02 4.25 8.11 4.89 4.50
STD RPE T.(mm) 9.06 29.82 55.63 8.60 16.82 9.86 7.95
RPE R.(deg.) 0.03 0.25 0.61 0.03 0.32 0.04 0.04

https://doi.org/10.52202/079017-3047

Table 12: Camera poses accuracy for out-of-domain data [62]. We show a comparison to previous methods on the
predicted camera poses. We compare 3 ways of running our method. Ours (C): Our inference time outputs. Ours (C)+BA:
Our inference time outputs, followed by a short Bundle Adjustment for a model that was trained only on cats. Ours (C) FT:

The outputs of the model that was trained only on cats after fine-tuning our losses for each specific video
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS paper checklist',
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes],

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope and are demonstrated in our experiments (Section 3).

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes],
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Justification: The paper discusses the limitations of the work in Section 5.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.
* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All our architecture details and experimental setup are provided in Sections
2,3 respectively. Appendix B provides supplementary technical details. This allows repro-
ducibility.

Guidelines:
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* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:
Justification: We will release the code once the paper is published.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they

should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The training and test details are provided in Section 3, and Appendix B.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The standard deviation numbers for the different experiments are provided in
the supplementary tables of Appendix A.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Inference times are provided in the tables of Section 3. Training times and
hardware details are provided in appendix B.

Guidelines:

* The answer NA means that the paper does not include experiments.
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* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We verified that the research conducted in the paper conform, in every respect,
with the NeurIPS Code of Ethics.

Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Broader impacts are discussed in Appendix C.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
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Justification: We do not see such risks in our paper, that models geometry from video
sequences.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cited the original papers that produce the code packages and datasets. We
include the URLs and licenses in Appendix B.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets for now.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
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15.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
We only run experiments on human datasets that have been collected and released by other
papers.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
We only run experiments on human datasets that have been collected and released by other
papers.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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