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Abstract

Adversarial prompts (or say, adversarial examples) generated using gradient-based
methods exhibit outstanding performance in performing automatic jailbreak attacks
against safety-aligned LLMs. Nevertheless, due to the discrete nature of texts, the
input gradient of LLMs struggles to precisely reflect the magnitude of loss change
that results from token replacements in the prompt, leading to limited attack success
rates against safety-aligned LLMs, even in the white-box setting. In this paper,
we explore a new perspective on this problem, suggesting that it can be alleviated
by leveraging innovations inspired in transfer-based attacks that were originally
proposed for attacking black-box image classification models. For the first time,
we appropriate the ideologies of effective methods among these transfer-based
attacks, i.e., Skip Gradient Method [53] and Intermediate Level Attack [18]], into
gradient-based adversarial prompt generation and achieve significant performance
gains without introducing obvious computational cost. Meanwhile, by discussing
mechanisms behind the gains, new insights are drawn, and proper combinations
of these methods are also developed. Our empirical results show that 87% of the
query-specific adversarial suffixes generated by the developed combination can
induce Llama-2-7B-Chat to produce the output that exactly matches the target
string on AdvBench. This match rate is 33% higher than that of a very strong base-
line known as GCG, demonstrating advanced discrete optimization for adversarial
prompt generation against LLMs. In addition, without introducing obvious cost, the
combination achieves > 30% absolute increase in attack success rates compared
with GCG when generating both query-specific (38% — 68%) and universal ad-
versarial prompts (26.68% — 60.32%) for attacking the Llama-2-7B-Chat model
on AdvBench. Code at: |https://github.com/qizhangli/Gradient-based-Jailbreak-
Attacks.

1 Introduction

Large language models (LLMs) have demonstrated a formidable capacity for language comprehension
and the generation of human-like text. Safty-aligned LLMs, refined through specific fine-tuning
mechanisms [38, 3,21} [12]], are anticipated to yield responses that are not only helpful but also devoid
of harm in response to user instructions. However, certain studies [42, 49 58,140, |6, 130] reveal that
these models have not yet achieved perfect alignment. It has been demonstrated that these models can
be carefully prompted to produce harmful content through the introduction of meticulously crafted
prompts, a phenomenon known as “jailbreak” [49]]. The manually designed jailbreak prompts are
crafted by carefully constructing scenarios that mislead the models, necessitating a significant amount
of work. In contrast, adversarial examples are automatically generated with the intent deceiving
models to generate harmful responses, presenting a more insidious challenge to model robustness.

*Yiwen Guo leads the project and serves as the corresponding author.

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

96367 https://doi.org/10.52202/079017-3054


https://github.com/qizhangli/Gradient-based-Jailbreak-Attacks
https://github.com/qizhangli/Gradient-based-Jailbreak-Attacks

One of the main difficulties in generating adversarial examples for NLP models lies in the fact that
text is discrete by nature, making it challenging to use gradient-based optimization methods to devise
adversarial attacks. There has been some work [[15} 152} 143} 20} 58] attempted to overcome this issue.
For instance, recently, a method called Greedy Coordinate Gradient (GCG) attack [58] has shown
significant jailbreaking improvements, by calculating gradients of cross-entropy loss w.r.¢. one-hot
representations of chosen tokens in a prompt and replacing them in a greedy manner. However, due
to the fact that the gradients w.r.z. one-hot vectors do not provide precise indication of the loss change
that results from a token replacement, the GCG attack shows limited white-box attack success rates
against some safty-aligned LLMs, e.g., Llama-2-Chat models [46].

In this paper, we carefully examine the discrepancy between the gradient of the adversarial loss
w.r.t. one-hot vectors and the real effect of the change in loss that results from token replacement.
We present a new perspective that this gap resembles the gap between input gradients calculated
using a substitute model and the real effect of perturbing inputs on the prediction of a black-box
victim model, which has been widely studied in transfer-based attacks against black-box image
classification models [45], (39} 31} [18L 53] 16, 29} 28]|. Based on this new perspective, for the first
time, we attempt to appropriating the ideologies of two effective methods among these transfer-based
methods, i.e., Skip Gradient Method (SGM) [53] and Intermediate Level Attack (ILA) [18]], to
improve the gradient-based attacks against LLMs. With appropriate adaptations, we successfully
inject these ideologies into the gradient-based adversarial prompt generation without additional
computational cost. By discussing the mechanisms behind the advanced performance, we provide
new insights about improving discrete optimizations on LLMs. Moreover, we provide an appropriate
combination of these methods. The experimental results demonstrate that 87% of the query-specific
adversarial suffixes generated by the combination for attacking Llama-2-7B-Chat on AdvBench can
induce the model output exact target string, which outperforms a strong baseline named GCG attack
(54%), indicating an advanced discrete optimization for adversarial prompt generation against LLMs.
In addition, the combination achieves attack success rates of 68% for query-specific and 60.32% for
universal adversarial prompt generation when attacking Llama-2-7B-Chat on AdvBench, which are
higher than those of the baseline GCG (38% and 26.68%).

2 Related Work

Jailbreak attacks. Recent work highlights that the safety-aligned models are still not perfectly
aligned [4} 42| 49], the safety-aligned LLMs can be induced to produce harmful content by some
carefully designed prompts, known as jailbreak attacks [49]. This has raised security concerns and
attracted great attention. In addition to some manually designed prompt methods [49, |42], numerous
automatic jailbreak attack methods have been proposed. Some methods directly optimize the text
input through gradient-based optimization [47, [15] 143} 152} 20, |58]]. Another line of work involves
using LLMs as optimizers to jailbreak the victim LLM [40l |6, 33]]. There are also methods that
focus on designing special jailbreaking templates or pipelines [30, 41, 5, 7, 56} 150]. According to
the knowledge of the victim model, these methods can also be divided into white-box attacks and
black-box attacks. In the context of white-box attacks, the attackers have full access to the architecture
and parameters of the victim LLM, making them can leverage the gradient with respect to the inputs.
As demonstrated by recent benchmark [32], represented by a current method as known as GCG
attack [58]], gradient-based automatic jailbreak attacks have shown the most powerful performance in
compromising LLMs in the setting of white-box attack. However, due to the discrete nature of text
input, dealing with the discrete optimization problem is rather challenging, which limits the success
rates of attacks, especially those against Llama-2-Chat models [46]. In our work, we primarily focus
on solving the discrete optimization problem in gradient-based automatic jailbreak attacks to improve
the success rate in the white-box setting.

Transfer-based attacks. Transfer-based attacks attempt to craft adversarial examples on a white-box
substitute model to attack the black-box victim model, by leveraging the transferability of adversarial
examples [45]], which is a phenomenon that adversarial examples crafted on a white-box substitute
model can also mislead the unknown victim models with a decent success rate. The transfer-based
attacks have been thoroughly investigated in the setting of attacking image classification models [22,
54118, 153) 1181 1134 [16} [17, 127, [26] 25, [28]]. Some recent methods also utilize the transferability of
adversarial prompts to perform black-box attacks against LLMs [58| 30, 44]. While in this work,
we mainly focus on improving the white-box attack success rate. In our work, we reveal a closely
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relationship between the optimization in transfer-based attacks and discrete optimization of the
gradient-based jailbreak attacks against LLMs. We then appropriate the ideologies of two effective
transfer-based attack methods developed in the setting of attacking image classification model, i.e.,
SGM [53] and ILA [18]]. Moreover, by adapting these strategies and analyzing the mechanism behind
them, we provide some new insights about potential solutions for addressing problems involving
discrete optimization in NLP models with transformer architecture, e.g., prompt tuning.

3 Gap Between Input Gradients and the Effects of Token Replacements

In this section, we first discuss the main obstacle in achieving effective gradient-based attacks on
safety-aligned LLMs, which is considered as the gap between input gradients and the effects of token
replacements, and then we show how transfer-based strategies can be adapted to overcome the issue.

3.1 Rethinking Gradient-based Attacks Against LLMs

Previous endeavors utilize the gradient w.r.t. the token embeddings [23} [52]] or w.r:¢. the one-hot
representations of tokens [10} 43| I58| 20], in order to solve the discrete optimization problem
efficiently during attacking LLMs. A recent method, named Greedy Coordinate Gradient (GCG) [58]],
shows a significant improvement over other optimizers (e.g., AutoPrompt [43]] and PEZ [52]) on
performing gradient-based attacks against LLMs in the white-box setting. Due to its effectiveness,
we take GCG as a strong baseline and as a representative example to analyze previous gradient-based
attacks against LLMs in this section.

A typical LLM f : X — RIV| with a vocabulary V is trained to map a sequence of tokens
X1 = [®1,..,2y] € X,x; € V to a probability distribution over the next token, denoted as
Pf(Tn+1|T1:m). To evoke a jailbreak to induce the a safety-aligned LLM generate harmful content
according the user query, GCG attempts to add an adversarial suffix to the original user query and
iteratively modifies the adversarial suffix to encourages the model output an affirmative target phrase,
e.g., “Sure, here’s ...”. Consider an adversarial prompt (which is the concatenation of a user query and
an adversarial suffix) as x1.,, and a further concatenation with a target phrase as x.,,+, GCG aims to
minimize the adversarial loss L(z1.,+) (denoted as L(x) for simplicity), which corresponds to the
negative log probability of the target phrase. It can be written as

*
n —n

" —logps(wpsiltintio), (D

i=1

. . 1
min L(x1.p) = min
zae{l,...,V}Al zae{l,.., VA n* —n

where x 4 denotes the tokens of adversarial suffix in z1.,, and A denotes the set of indices of the
adversarial suffix tokens. At each iteration, it computes the gradient of the adversarial loss w.zt. the
one-hot vector of a single token and uses each value of gradient to estimate the effect of replacing
the current token with the corresponding one on loss. Since the discrete nature of input, there
is a gap between input gradients and the effects of token replacements, thus the estimate is not
accurate enough. Previous efforts attempt to solve this problem by collecting a candidate set of
token replacements according to the Top-£ values in the gradient and evaluating the candidates to
pick the best token replacement with minimal loss [58}, 143]]. Due to the large gap, they requires a
large candidate set size, e.g., 512 in GCG, which result in a large computational cost. Ideally, if the
input gradients can accurately reflect the effects of token replacements, k = 1 is sufficient to achieve
minimal loss without needing a candidate set, thus obtaining the optimal token replacement with the
lowest computational cost. Therefore, we advocate for refining the input gradient to narrow the gap,
thereby improving performance while reducing computational cost.

We attempt to introduce a new perspective to the gap between the input gradients and the real effects
of token replacements. Let us first revisit transfer-based attacks on image classification models. To
generate an adversarial example that misleads an unknown victim model, where the input gradient
is not accessible, attackers use a white-box substitute model as a proxy for the victim model and
utilize its input gradient. Due to the gap between the input gradient of the substitute model and the
real input gradient of the victim model, directly using the input gradient of the substitute model to
modify the example yields unsatisfactory results. Efforts [9, 154} [18} 153, 124} 116} 27]] have been made
to refine the gradient computed on the substitute model in order to narrow this gap. Returning to
our discrete optimization problem in the adversarial prompt generation, the strategy of utilizing the
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Figure 1: An exam- Figure 2: How (a) the loss and (b) the match rate changes with attack iterations.
ple of the residual The attacks are performed against Llama-2-7B-Chat model to generate query-
block. specific adversarial suffixes on AdvBench. Best viewed in color.

gradient w.r.t. the one-hot vector of the token is actually treating the one-hot vector as though it was
a continuous variable, resulting in the gap between this gradient and the “real gradient” (e.g., the
real effects of token replacements). We consider that this gap is analogous to the input gradient gap
between substitute and victim models in the context of transfer-based attacks. This new perspective
allows one to introduce a series of innovations developed within the realm of transfer-based attacks
on image classification models to refine the gradient computation in the context of gradient-based
adversarial prompt generation against safety-aligned LLMs.

From the results of a recent benchmark of these transfer-based attacks [28]], we can observe that
several strategies, including SGM [53]], SE [36]], PNA [51]], and a series of intermediate level attacks
(ILA [L8], ILA++ [L7], FIA [48], and NAA [57]), are obviously effective when generating adversarial
examples on models with a transformer architecture. Among them, PNA ignores the backpropagation
of the attention map and SE requires considerable ability to directly predict the probability from the
intermediate representations, thus their strategies are difficult to be adapted to the context of LLM
attacks. Therefore, we consider drawing inspiration from SGM and ILA (which is the representative
of all intermediate level attacks).

3.2 Reducing the Gradients from Residual Modules

Modern deep neural networks typically comprise a number of residual blocks, each consisting of a
residual module and a skip connection branch, as depicted in Figure[T} SGM [53] experimentally
found that reducing the gradients from residual modules during backpropagation can improve the
transfer-based attacks against image classification models, indicating that it can reduce the gap
between the input gradients and the effects resulting from perturbing inputs on a unknown victim
model. In this section, we investigate whether the strategy of reducing gradients from residual
modules can also enhance gradient-based attacks against LLMs in a white-box setting. Additionally,
we discuss the mechanisms behind this strategy to provide new insights.

An [-layers LLM can be decomposed into 2! residual building blocks, with each block consisting of a
residual module (which should be an MLP or an attention module) and a parallel skip connection
branch as illustrated in Figure[I] The m-th block maps an intermediate representation 2y, to 2,41, i.e.,
Zm+1 = L(zm) + Rm(2m), where I is an identity function representing the skip connection branch
and R,,, denotes the residual module of the m-th block. By adopting a decay factor v € [0, 1] for the
residual modules, SGM calculates the derivative of the m-thblockas V,, zp41 = 149V, Ry(2m).
We incorporate this strategy into gradient-based automatic adversarial prompt generation, denoted as
Language SGM (LSGM). We evaluate the performance of integrating this strategy into GCG and
AutoPrompt attacks by setting v = 0.5, and show the results in Figure[2] The experiment is conducted
to generate query-specific adversarial suffixes against Llama-2-7B-Chat [46] on the first 100 harmful
queries in AdvBench [58]]. To provide a more comprehensive comparison, we report not only the
adversarial loss but also the fraction of adversarial prompts that result in outputs exactly matching the
target string, dubbed match rate, which is also used as an evaluation metric in the paper of GCG [58]].
It can be seen from the figure that reducing gradients from residual modules can indeed improve the
performance of gradient-based adversarial prompt generation. The GCG-LSGM achieves a match
rate of 72%, while the baseline (i.e., GCG) only obtains 54% match rate. We also evaluate the attack
success rate (ASR) by using the evaluator proposed by HarmBench [32]]. It shows an ASR of 62%
when using GCG-LSGM, while the GCG only achieves 38%. On the other hand, when reducing the
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gradient from the skip connection, both the match rate and the attack success rate will drop to 0%.
The results confirm that reducing gradients from residual modules helps the gradients w.r.z. one-hot
representations to be more effective to indicate the real effects of token replacements.

Having seen the effectiveness of GCG-LSGM, let us further delve deep into the mechanism behind
the method. We begin by analyzing the computational graph and gradient flow of a building block.
Following the chain rule, the gradient of adversarial loss w.rt. z,, can be written as a summation of
twoterms: V. L(x) =V, . L(x)+V., R(2m)V., . L(z). The first term represents the gradient
from the skip connection, and the second term represents the gradient from the residual module.
They represent the impact on the loss caused by changes in z,, through skip connection branch
and residual module branch, respectively. In Figure [3] we visualize the average cosine similarity
between these two terms at the 100-th iteration of the GCG attack against Llama2-7B-Chat across
100 examples. The same observations can be obtained at other iterations during the GCG attack.
Somewhat surprisingly, it can be seen that these two terms have negative cosine similarity in most
blocks during the iterative optimization. Obviously, the summation of two directionally conflicting
gradients may mitigate the effect of each other’s branch on reducing the loss. Hence, reducing the
gradients from residual modules achieves lower loss values by sacrificing in the effects of the residual
modules to trade more effects of the skip connection on loss. The success of GCG-LSGM somehow
implies the gradient flowing from skip connections better reflect the effect of token replacements on
adversarial loss.

To confirm the conjecture, we attempt to evaluate the effect of each branch towards reducing the
loss. Inspired by the causal tracing technique [34], we perform the following steps to compute the
effect of each branch’s hidden state. First, we give an adversarial prompt to the model to obtain the
loss, denoted by L(z). Second, we randomly alter a token from the adversarial prompt and record
the hidden states in the two branches, i.e., I(Z,,) and R, (Z,,), given the altered adversarial prompt.
Finally, we feed the original adversarial prompt into the model and modify the forward computation
by replacing I(z,,) with I(Z,,) (or Ry, (2m) With Ry, (Z,) ), to obtain the modified loss L(z). The
effect of a branch is represented by the difference between the loss of obtained on the third step and
the first step, i.e., Ly, () — L(x). A high L,,(z) — L(x) indicates the branch to replaced hidden state
is important on affect the adversarial loss. By averaging the values L,, (x) — L(z) over a collection
of adversarial prompts, we can get the average effects of residual module and skip connection in
the m-th block. In Figure[d we show the average effects of residual modules and skip connections.
The adversarial promp are obtained by performing GCG attack against Llama-2-7B-Chat model on
AdvBench. It can be seen that the skip connections show much greater effects than residual modules
on the adversarial loss, which confirms the conjecture. The observation further implies that the
effects of adversarial information primarily propagate through the skip connection branch within each
residual block. This observation, alongside the superior gradient-based attack performance of LSGM,
further suggests that certain discrete optimization challenges within LLMs, e.g., prompt tuning, might
be more effectively addressed by understanding the information flow throughout the forward pass.

3.3 Adapting Intermediate Level Attack for Gradient-base Attacks Against LLMs

Intermediate level attacks [18} 14, 148|157, 26] opt to maximizing the scalar projection of the interme-
diate level representation onto a “directional guide” for generating non-target adversarial examples
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to attack image classification models. As a representative method, ILA [18]] defines the directional
guide as the intermediate level representation discrepancy between the adversarial example obtained
by a preliminary attack, e.g., -lFGSM [22], and corresponding benign example. In this section, we
first examine whether the strategy of ILA can be directly applied to the gradient-based attacks on
LLMs. Then, by seeing the failure of direct application, we investigate the proper way to adapt this
strategy to the gradient-based attacks on LLMs.

Let h,. be the intermediate representation at the r-th layer, and the directional guide v, = h? — h!
is obtained by a t-iterations preliminary attack (e.g., GCG). Note that since our objective is to
minimize the adversarial loss instead of maximizing the victim’s classification loss, as in the original
setting of ILA paper [[18]], the definition of the directional guide is the opposite of that in the ILA
paper. According the implementation of ILA, we maximize the scalar projection of the intermediate
representation h,. onto the directional guide v,, i.e., maximize L a(z) = hTTvr. However, we
evaluated ILA using GCG as the back-end method and found that it exhibited deteriorated performance
compared to the baseline. Specifically, when attacking Llama-2-7B-Chat, it achieves a match rate of
44%, while the baseline GCG obtains 54% match rate. This result demonstrates that when applied
directly, the ILA fails to facilitate gradient-based adversarial prompt generation.

Let us discuss why directly introducing ILA fails to improve performance. Recall that intermediate-
level attacks against image classification models essentially assume that the scalar projection of an
intermediate representation onto the directional guide has a positive correlation with the transferability
of adversarial examples, which means that the larger the scalar projection obtained, the greater the
transferability (i.e., higher classification loss on victim models) the adversarial example achieves [26].
Previous work [26] has also shown that the ILA is equivalent to replacing the gradient w.r.z. the
intermediate representation with the directional guide. This demonstrates that ILA necessitates a
stronger positive correlation between the scalar projection of the representation onto the directional
guide and the victim’s classification loss, compared to the positive correlation between the scalar
projection of the representation onto its gradient and the victim’s classification loss. Back to our
setting, we conduct experiments to examine whether these assumptions hold when attacking LLMs.
We use Pearson’s correlation coefficient (PCC) to show the correlation between the scalar projection
and adversarial loss. With a range in [—1, 1], a PCC close to 1 indicates a positive correlation, while
a PCC close to —1 means a negative correlation. The experiment is conducted with following steps.
Firstly, we perform a GCG attack to obtain an adversarial example, and use it to derive a directional
guide v, and the gradient of adversarial loss L(z) w.r.t. the intermediate representation h,., i.e.,
Vi, L(x). Next, we randomly alter adversarial tokens several times and input these new prompts into
the model to collect a set of intermediate representations paired with their corresponding adversarial
losses. We then calculate the PCC between the scalar projection of the intermediate representation
onto the directional guide and the adversarial loss, i.e., PCC(hIv,, L(x)), and the PCC between
the scalar projection of the intermediate representation onto its gradient and the adversarial loss, i.e.,
PCC(hI'Vy, L(z), L(x)). We perform this experiment using Llama-2-7B-Chat on AdvBench. In
Figure [5(a)} we show the PCCs between the scalar projection and the adversarial loss at different
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layers. It can be seen that in every layer, the PCCs computed using the directional guide are all < 0.5,
showing a weaker correlation compared to the PCCs computed using the intermediate gradient, which
exceed 0.8 after the 14th layer. This confirms that the failure to directly apply ILA is due to its
poorer performance in the intermediate layers in indicating the change of adversarial loss compared
to the baseline. This phenomenon is distinct from the one observed in the setting of attacking image
classification models [26]].

Nevertheless, by unfolding the internal computation of an LLM as a grid of token representations
{hr.0}, where h,. , denotes the o-th token representation at r-th layer, as depicted in Figure@, some
previous work [34} 35, [11} [37]] have shown that different token representations at a intermediate
layer show distinct effects on the model output. It inspires us to further investigate whether the
positive correlation exists between the scalar projection of a single token representation onto its
directional guide and the adversarial loss (i.e., PCC(h] vy, L(x))), and whether this correlation is
stronger than the positive correlation between the scalar projection computed on its gradient and the
adversarial loss (i.e., PCC(h],Vy, ,L(x), L(x))). In Figure we present PCC(hL vy 0, L())
and PCC(hL V., L(x), L(x)) with different choices of o-th token at the mid-layer of Llama-2-7B-
Chat. Since the number of target tokens varies across different adversarial prompts, we select the
first five tokens from the target phrase. First, the scalar projections computed using the directional
guide and intermediate gradient both show a very weak positive correlation with the adversarial loss
in the intermediate representations of adversarial tokens. Second, the PCCs calculated for the token
representation of “]”, which is the last token of the input prompt and is expected to output the first
token of the target phrase (e.g., “Sure”), demonstrate that the scalar projection computed using the
gradient can better indicate the change in adversarial loss than that computed using the directional
guide. We consider that successfully generating the first token of the target (e.g., “Sure”) plays a
crucial role in reducing the adversarial loss. The adversarial prompt used to obtain the directional
guide is not sufficiently optimized to minimize the loss associated with generating the first token
of the target. Somewhat interestingly, the high PCC value between the projection of last token
representation onto the gradient (or directional guide) and the adversarial loss indicates that directly
moving the last token representation along the direction of gradient (i.e., intervening in the last token
representation by adding a vector in the direction of gradient or directional guide) will effectively
reduce the adversarial loss. Some concurrent work [2,[55]] also observes that certain directions can be
added to the token representations to jailbreak safety-aligned LLMs. In contrast to our approach, they
collect the token representations of a set of harmful queries and a set of harmless queries, defining the
direction as the difference between the average last token representations of these two sets. Third, for
other token representations, the scalar projections onto directional guides show a stronger correlation
with adversarial loss than the scalar projections onto their gradients. This indicates that projecting the
token representation onto the directional guide can better reflect changes in adversarial loss compared
to projecting it onto the intermediate gradient.

Therefore, to effectively adapt ILA for adversarial prompt generation we propose replacing the
intermediate gradient of the adversarial loss with a directional guide at specific token representations,
rather than at the entire intermediate representation as in the original implementation. We re-normalize
the directional guide by ||V, , L(x)||2/||vrol|2, in order to avoid too large (or small) compared to the
gradient w.r.t. other token representations. We denote this adaptation of ILA as Language ILA (LILA).
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When performing LILA at the o-th token representation at r-th layer, during backpropagation, the
gradient w.r.1. the token representation, i.e., V, L(z) is changed to

[V, ,L(x)|2
||vr,0||2

Another issue of the original ILA here is that it requires a preliminary attack, which is time-consuming
to obtain in the setting of attacking LLMs. We make a compromise by utilizing the current adversarial
prompt to obtain the directional guide, which leads to little increase in computational complexity. For
instance, at ¢-th iteration, the directional guide is v}. , = hgyo — hfnﬁo. Note that we only modify the
gradient computation step in each iteration. Therefore, the step of evaluating candidate adversarial
suffixes can help reduce the adversarial loss, providing useful directional guidance in the initial
iterations. We evaluate LILA using GCG and AutoPrompt as baseline attacks against the Llama-2-
7B-Chat model on AdvBench. As shown in Figure [/} LILA demonstrates a lower adversarial loss
and a higher match rate compared to the baseline attacks. The experimental results suggest that
our adaptation of ILA indeed improves discrete optimization in gradient-based adversarial prompt
generation and offers insights to more effectively address similar discrete optimization problems
within LLMs.

VIEAL(z) = [V, L(%), Vi, ,L(2), ..., VUrio -oes Vi e L(2)]. )

4 Experiments

We introduce the evaluation metrics in Section [4.1] and then present the experimental results in
Section.2] Some detailed experimental settings and ablation studies are presented in the Appendix.

4.1 Maetrics

We use two metrics for the evaluations: match rate (MR) and attack success rate (ASR). The match
rate counts the fraction of adversarial examples that make the output exactly match the target string,
and was used to evaluate different optimization methods in the paper of GCG [38]]. The attack success
rate is evaluated using the evaluator proposed by HarmBench [32]], which achieves over 93% human
agreement rate as reported in their paper. We set the models to generate 512 tokens with greedy
decoding during the evaluation phase. Note that for the universal adversarial suffix generation, we
observed that the ASRs of the adversarial suffixes obtained by multiple runs for the same method
differ significantly. Hence, we run each method ten times and report not only the average ASR
(AASR) but also the best ASR (BASR) and the worst ASR (WASR).

4.2 Experimental Results

Following the evaluations by GCG [38]], we perform evaluations in the settings of query-specific
adversarial suffix generation and universal adversarial suffix generation. For query-specific adversarial
suffix generation, following [58]], we use first 100 harmful behaviors in AdvBench. For universal
adversarial suffix generation, we use the first 10 harmful queries in AdvBench to generate a universal
adversarial suffix and test it on the rest 510 harmful queries in AdvBench. We also test our method for
universal adversarial suffix generation on the standard behaviors set from HarmBench [32]], following
the setting suggested in HarmBench. We use a Top-k selection of 4 and a candidate set size of 20
for Llama and Mistral models, and a Top-k selection of 64 and a candidate set size of 160 for Phi3-
Mini-4K-Instruct. Since Llama-2-Chat [46] models show great robust performance to gradient-based
adversarial prompt generation [32], we mainly evaluate the methods on the model of Llama-2-7B-
Chat [46] and the model of Llama-2-13B-Chat [46]]. In addition, Mistral-7B-Instruct-v0.2 [19] and
Phi3-Mini-4K-Instruct [ 1] are also considered.

The comparison results in the setting of query-specific adversarial suffix generation are shown in
Table[I] Experimental results demonstrate that both LSGM and LILA outperform the GCG attack
on three safety-aligned LLMs. Our combination method further boosts both the match rates and the
attack success rates, achieving the best performance. Specifically, GCG-LSGM-LILA achieves gains
of +30%, +19%, +19%, and +21% when attacking the Llama-2-7B-Chat and Llama-2-13B-Chat,
Mistral-7B-Instruct, and Phi3-Mini-4K-Instruct, respectively. Moreover, since these methods reduce
the gap between the input gradients and the effects of loss change results from token replacements,
the size of candidate set at each iteration can be reduced for saving running time. We show the results
of GCG with the default setting described in their paper, which evaluates 512 candidate adversarial
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suffixes at each iteration. It can be seen that our combination still shows outstanding performance, by
only using 4% time cost compared with the GCG with their initial setting (denoted as GCG* in the
table).

Table 1: Match rates, attack success rates, and time costs for generating query-specific adversarial
suffixes on AdvBench are shown. The symbol * indicates the use of the default setting for GCG, i.e.,
using a Top-k of 256 and a candidate set size of 512. Time cost is derived by generating a single
adversarial suffix on a single NVIDIA V100 32GB GPU.

Llama-2-7B-Chat Llama-2-13B-Chat Mistral-7B-Instruct ~ Phi3-Mini-4K-Instruct

Method

MR ASR Time MR ASR Time MR ASR Time MR ASR Time
GCG* 60% 44% 8Sm S58% 40% 170m 95% 92% 85m T70% 61% 50m
GCG 54%  38% 3m  37% 33% 6m 73%  74% 3m  60% 59% 17m
GCG-LSGM 2%  62% 3m  52% 43% 6m 93%  88% 3m  75% 64% 17m
GCG-LILA 70%  59% 3m  52% 48% 6m 83% 80% 3m 65% 61% 17m

GCG-LSGM-LILA 87% 68% 3m 62% 52% 6m 94% 93% 3m 81% 68% 17m

The results of the attacks in the setting of universal adversarial suffix generation are shown in Table 2}
It can be observed that our combination not only achieves a remarkable improvement in the average
ASR but also enhances both the worst and best ASRs obtained over 10 runs. Specifically, when
attacking Llama-2-7B-Chat model on AdvBench, the GCG-LSGM-LILA achieves an average ASR
of 60.32%, which gains a +33.64% improvement compared with the GCG attack. Moreover, for the
worst and best ASR, GCG-LSGM-LILA achieves gains of +34.82% and +31.06%, respectively.

Table 2: Attack success rates for generating universal adversarial suffixes on AdvBench and Harm-
Bench. The average ASR (AASR), the worst ASR (WASR), and the best ASR (BASR) are obtained
by performing each attack ten times.

GCG GCG-LSGM-ILA
AASR  WASR BASR AASR WASR  BASR

Llama-2-7B-Chat 26.68%  0.40% 55.80% 60.32% 35.22% 86.86%
Llama-2-13B-Chat 2098%  0.00% 37.06% 4527%  7.45% 67.25%

Dataset Model

AdvBench il 7B Instruct 56.53%  34.51% 92.16% 73.48% 50.80% 92.25%
Phi3-Mini-4K-Instruct  35.84% 2039% 46.27% 44.80% 31.18% 61.18%
Llama-2-7B-Chat  56.90% 33.00% 66.50% 69.35% 57.50% 87.00%

HamBenc,  L1ama-2-13B-Chat  37.40% 13.50% 64.50% 5355% 22.00% 81.50%

Mistral-7B-Instruct 75.00% 37.50% 90.50% 81.00% 66.50% 93.00%
Phi3-Mini-4K-Instruct  49.90% 29.00% 65.50% 63.80% 48.50% 80.50%

We also test the transfer attack performance of our method. We use the universal suffixes generated by
performing GCG and GCG-LSGM-LILA against Llama-2-7B-Chat to attack GPT-3.5-Turbo on 100
harmful queries in AdvBench. The test queries are distinct from the queries that are used to generate
universal suffixes. The results are shown in Table[3l It can be observed that our GCG-LSGM-LILA
achieves remarkable improvements in the average, worst, and best ASRs obtained over 10 runs.

Table 3: The performance of transfer attack against GPT-3.5-Turbo on AdvBench. The average ASR
(AASR), the worst ASR (WASR), and the best ASR (BASR) are obtained by performing each attack
ten times.

Method AASR  WASR BASR

GCG 3830%  24% 48%
GCG-LSGM-LILA 4520%  35% 81%

5 Conclusions

In this paper, we present a new perspective on the discrete optimization problem in gradient-based
adversarial prompt generation. That is, using gradient w.zt. the input to reflect the change in loss
that results from token replacement resembles using input gradient calculated on the substitute
model to indicate the real effect of perturbing inputs on the prediction of a black-box victim model,
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which has been studied in transfer-based attacks against image classification models. By making
some appropriate adaptations, we have appropriated the ideologies of two transfer-based methods,
namely, SGM and ILA, into the gradient-based white-box attack against LLMs. Our analysis of
the mechanisms behind their effective performance has provided new insights into solving discrete
optimization problem within LLMs. Furthermore, the combination of these methods can further
enhance the discrete optimization in gradient-based adversarial prompt generation. Experimental
results demonstrate that our methods significantly improves the attack success rate for both white-box
and transfer attacks.
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A Experimental Settings

Hyper-parameters. For SGM, we simply set v = 0.5. For the selection of intermediate repre-
sentation to perform LILA, we choose the first token from the target phrase since it empirically
performs better than selecting other tokens or all tokens except the adversarial suffix and the last
input token. For the intermediate layer, we choose the midpoint of the model layers. For instance, for
Llama-2-13B-Chat [46]], we select the 20-th layer, whereas for other models with 32 layers, we select
the 16-th layer. We perform 500 iterations for all methods, with the number of adversarial tokens set
to 20.

B Ablation Study
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Figure 8: How the match rate and attack success rate change with (a) the choice of v for GCG-LSGM,
(b) the choice of layer for GCG-LILA. Best viewed in color.

We evaluate GCG-LSGM with varying the choice of « in Figure and GCG-LILA with varying
the choices of the layer in Figure[8(b)] in the setting of query-specific adversarial suffix generation
for attacking Llama-2-7B-Chat on AdvBench. It can be seen that for LSGM, a large range of the
choice of v (0.3 ~ 0.9) leads to improved performance. For LILA, it demonstrates consistently more
effective performance on all choices of the layer.

C Limitations

We use a model-based evaluator provided by a benchmark, namely, HarmBench [32], to evaluate
the success rates of attacks. Although it achieves a high human agreement rate (> 93%), it cannot
perfectly judge whether an attack is successful. More accurate evaluators will be adopted in future
work to better evaluate attack performance.

D Broader Impacts

This work has improved the effectiveness of automatic adversarial prompt generation on LLMs.
Specifically, on attacking Llama-2-Chat models, which are considered to be highly robust, our work
achieves over +30% gains compared with GCG attack. This may aid in assessing of the robustness
of safety-aligned LLMs, and could potentially be used in adversarial training method to improve the
robustness of LLMs. Moreover, our research may also contribute to solving discrete optimization
problem within LLMs, e.g., prompt tuning.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT
count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS paper checklist',
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Yes, the main claims made in the abstract and introduction accurately reflect
the paper’s contributions and scope.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: In Appendix.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide detailed experimental settings in Section 4.
Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:
Justification: No, but we will release the code as mentioned in Abstract.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We show the experimental settings in Section 4 and Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: "We provided error bars in our experimental results for generating universal
adversarial suffixes.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have provided information on the computing resources we used and the
time cost of the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.
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* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research conducted in the paper conform with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: In Appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: N/A
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Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do

not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

13.

14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Yes.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: N/A
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: N/A
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: N/A
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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