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Abstract

Subsampling is effective in tackling computational challenges for massive data
with rare events. Overly aggressive subsampling may adversely affect estimation
efficiency, and optimal subsampling is essential to mitigate the information loss.
However, existing optimal subsampling probabilities depends on data scales, and
some scaling transformations may result in inefficient subsamples. This problem is
more significant when there are inactive features, because their influence on the
subsampling probabilities can be arbitrarily magnified by inappropriate scaling
transformations. We tackle this challenge and introduce a scale-invariant optimal
subsampling function in the context of sparse models, where inactive features are
commonly assumed. Instead of focusing on estimating model parameters, we define
an optimal subsampling function to minimize the prediction error, using adaptive
lasso as an example to outline the estimation procedure and study its theoretical
guarantee. We first introduce the adaptive lasso estimator for rare-events data and
establish its oracle properties, thereby validating the use of subsampling. Then we
derive a scale-invariant optimal subsampling function that minimizes the prediction
error of the inverse probability weighted (IPW) adaptive lasso. Finally, we present
an estimator based on the maximum sampled conditional likelihood (MSCL) to
further improve the estimation efficiency. We conduct numerical experiments using
both simulated and real-world data sets to demonstrate the performance of the
proposed methods.

1 Introduction

Rare-events data refer to binary-response data that are highly imbalanced, i.e., the number of zeros
(a.k.a “controls” or “negative instances”) are possibly hundreds or thousands of times as large as
the number of ones (a.k.a. “cases” or “positive instances”). This type of data is common in various
fields, such as medicine, natural science, political science, and social science, where examples of
rare events can be rare diseases, natural disasters, wars, and financial crises, respectively. Modern
technologies also prompt us to pay more attention to rare-events data. For example, in modern
online recommendation systems, clicks are usually rare events compared with nonclicks. Statistical
analyses, including parameter estimation and inferences, pose unique challenges for rare-events data
because of high imbalance. In addition, rare-events data often involve sparse models. For instance,
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rare diseases might be linked to a limited number of key genes. Therefore, researchers frequently
adopt sparse models in genome-wide association studies for analyzing rare diseases. A different yet
related example is the use of deep neural networks to predict click-through rates in modern online
recommendation systems. These networks are typically overparameterized, necessitating methods
that balance rare-events data with the sparsity of the underlying models. Data balancing is a popular
approach to overcome challenges caused by imbalanced data and is usually accomplished through
subsampling the zeros [5, 15] or oversampling the ones [3, 12, 16, 4]. In addition, rare-events data
are often massive in order to obtain an adequate number of ones, and computation is demanding.
Therefore, we focus on the subsampling approach since it addresses the imbalance issue and reduce
the computational burden simultaneously.

It is shown in [20] that the efficiency of parameter estimation is essentially determined by the number
of ones for rare-events logistic regression, and subsampling does not reduce the estimation efficiency
as long as sufficient zeros are kept. In case of excessive removal of zeros, [22] developed an optimal
sampling approach to minimize information loss. However, the optimal sampling probabilities in
[22] are scale-dependent, which may lead to inefficient results. Figure 1 illustrates the issue using a
simulated example, with details in Section D.1 of the appendix. We generate the data from the same
logistic regression model and transform one of the covariates with different scales s = 0.01,0.1, 1, 10,
and 100. Then we apply two optimal subsampling methods in [22], labeled with "A-OS" and "L-OS"
in Figure 1. It is observed that the prediction errors of A-OS and L-OS are significantly impacted by
the data scaling. The A-OS may perform similarly to the Uni (simple random sampling or uniform
sampling) in Figure la when s = 0.01; so is the L-OS in Figure 1b when s = 100. This scale-
dependent issue is not specific to logistic regression and rare-events data in [22]; it is a wide concern
in literature for various data types and models, including but not limited to [1, 29, 21, 14, 26, 25, 24].
In this paper, we propose a scale-invariant optimal subsampling method to overcome the issue. It is
labeled "P-OS" in Figure 1.
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Figure 1: Prediction errors with different scale transformation of the same model. (a): with non-sparse
parameter (—1, —1,—0.01, —0.01, —0.01, —0.01)T. (b): with sparse parameter (—1,0,0,0,0,0)T.

The scale-dependence issue can seriously impact variable selection results for sparse models, where
true parameters are zero for inactive covariates. In this case, inactive variables may be arbitrarily
transformed without changing the underlying model, but the A-OS or L-OS would be highly influ-
enced and may lead to misleading results. To resolve this issue, we investigate scale-invariant optimal
subsampling in the context of variable selection, for which one main goal is to distinguish active and
inactive features.

Penalty-based feature selection methods are widely used. Specifically, the adaptive lasso is a popular
choice due to its oracle properties, convexity, and practical ease of implementation [see 30, 28]. While
penalization methods have been used for bias reduction in rare-events analysis [7], variable selection
for rare-events data has not been investigated. Conducting effective variable selection is difficult in
the context of rare-events data analysis, mainly due to the scarcity of information available for ones.
An inaccurate variable selection result can subsequently impact both the effectiveness of optimal
subsampling and the efficiency of parameter estimation. In this paper, we address the challenge of
variable selection in the context of rare-events data. First, we propose the full data adaptive lasso and
study its theoretical properties. Next, we introduce a novel subsampling estimator that seamlessly
combines penalty-based variable selection and optimal sampling into one unified framework for
rare-events data. The implementation of the adaptive lasso requires a pilot estimator to construct
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data-dependent weights for covariates. Given that optimal sampling also relies on pilot estimates [see
23, 1], the adaptive lasso emerges as a natural choice for conducting variable selection method in
the context of subsampled rare-events data. We validate the new estimators by proving their oracle
properties and also develop an efficient algorithm to facilitate their practical implementation when
handling massive real-world data sets. In summary, our main contributions are listed as follows:

* We propose scale-invariant optimal subsampling to enhance parameter estimation and
variable selection. Existing optimal subsampling methods are scale-dependent, which may
lead to unreliable or misleading results.

» We define adaptive lasso and establish its oracle properties for rare-events data, which show
that the asymptotic variances are determined by the number of ones in the data and the active
features in the model.

» We present a practical subsampling algorithm based on optimal probabilities that significantly
reduces the computational burden and accelerates the optimization for penalty-based feature
selection methods.

The rest of the paper is organized as follows. Section 2 introduces the model setup. Section 3
investigates nonuniform sampling and variable selection tailored for rare-events data. We propose
new methods to construct scale-invariant optimal probabilities. Section 4 discusses theoretical
properties of the MSCL estimator and presents a two-step algorithm to implement the proposed
methods. Section 5 conducts numerical experiments on simulated and real data sets. Section 6
concludes the paper. Proofs and mathematical details are presented in the appendix.

2 Background and model setup

We use the subscript ¢ to indicate the true parameters. For a p-dimensional vector x, we use x(;
to represent its 4-th element. For an index subset A C {i : 1,2,...,p}, we use x4 to denote the
subvector of &, whose elements correspond to the indexes in .A. Furthermore, we use x®2 to denote
xzT, use “~” to denote convergence in distribution, use « P4 10 denote convergence in probability,
and use “%%” to denote convergence almost surely. We use I to denote an identity matrix of a
suitable dimension and use O to denote a vector of zeros of a suitable dimension.

Let (x1,y1), (®2,92), ..., (®n,yn) denote N sample points from the joint distribution of (z,y),
where {x;} ¥ ;| denote the p-dimensional predictors and {y;}¥ ; the binary responses. Assume that
the probability of y being a one (y = 1) given x is

et f(@:Br) e9(m:6+)

p(x; 0y) =Py = 1|z) = 1+ ecvtf(@By) -1 + e9(@:6y)’

where 0; = (o, 3F)T is the vector of true parameters and f(x; 3;) is a smooth function of 3.
For rare-events data, N7 < Ny, where N = Zf\il y; is the number of ones (i.e. y; = 1) and
Ny = N — Nj is the number of zeros (i.e. y; = 0). Following the model setup used in [22], we
assume that oy — —oo as N — oo, which implies that, under appropriate moment conditions,

N1 E{p(z;6:)}

Lo VT 5(1) = Efe® T ®BIY 4 o(1) — 0, almost surely. (D
No ~ T-E(pla00y O T prot ’

Under this assumption, the asymptotic variance of the full data maximum likelihood estimator (MLE)
is of order 1/N; instead of 1/N, indicating that the estimation efficiency is determined by the
number of rare ones. Therefore, we can keep all the ones and sample the zeros to save computational
costs. There could be a variance inflation due to aggressive subsampling, and [22] developed
optimal subsampling functions to reduce the variance inflation. Specifically, the authors proposed
non-uniform optimal sampling functions under the A- and L-optimality criteria, respectively, as
follows: &5 (x) o p(z; 6,)| M~ " g(: 0) || and ¢3§s (@) o p(a; 6y)[|g(; 8:) |, where M =
E{ef(®B) 392 (2; 0,)} and §(x; @) denotes the derivative of g(x; @) with respect to 6. However, the
sampling functions @518 () and ¢3¢ () proposed in [22] depend on the scale of z, and may
not perform well for certain measurement scale of . For example, if g(x; 0;) = o + x* 6y, then

pseals () is proportional to 1 + ||z||, which will be influenced by the scale of . Similarly, scale
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changes in « may also change go?falgs( ), although the impact may not be in the same direction, as
demonstrated in Figure 1. Besides parameter estimation, variable selection is another important topic,
which has not been studied in the literature on rare-events data. This work aims to fill this gap.

3 Nonuniform sampling with variable selection for rare-events data

The adaptive lasso [30, 28] is a popular variable selection method because it has oracle properties
and is easy to implement. We define the full data adaptive lasso for rare-events data as

N P .
0&%2’ = arg max Z[ylg(:cz, 0) —log{1 + eg(w“e)}] — AN Jﬁ(M
o i=1 = B

; (@)

where Ay and y are tuning parameters, and ,épl is a consistent pilot estimator of 3;. In practice, it is
common to set v = 1. In the literature, iterative algorithms such as coordinate descent are commonly
used to solve the adaptive lasso [8]. However, their computational demand can become prohibitive
when dealing with massive data. It is feasible to alleviate the computational burden by subsampling
zeros and create a smaller subset of data for adaptive lasso. To be specific, consider Algorithm 1.

Algorithm 1 Poisson Subsampling algorithm

1: Fori=1,...,N:
2. if y; = 1 then

3:  include (x;, y;) in the subsample;

4: else

5:  Compute p(z;) and generate u; ~ UJ[0, 1];

6: if Uq < 71'(581‘7 yi) then

7: include (x;, y;) and record pp(x;) in the subsample;
8: endif

9: end if

The inclusion probability in Algorithm 1 for the ith observation is 7(x;, y;) = vi + (1 — yi) pp(x;),
where p is the baseline sampling rate for the zeros and (x) > 0 satisfies E{¢(x)} = 1. Let the
subsample from Algorithm 1 be {z5", yf“b}f\is‘l“’, which is biased since 7 (x;, y;)’s depend on the
responses. We introduce an Inverse Probability Weighting (IPW) adaptive lasso estimator to correct
for the bias, defined as

N*

R sub . sub sub. g 1 1 g(x51P;0) p )
03Vdp := arg max Z [vig (@i 0) wbogiu;r ¢ i — AN JlB(j)| 3)
6 i=1 (@, y; ) =1 B

To save space, we put the general assumptions used throughout this paper in Section B.1 of the
appendix. We use A to denote the set of indexes of active variables, i.e., A = {j : By(;) # 0} and
A° to denote the set of indexes of inactive variables, i.e., A° = {j : By(;) = 0}. We first study the

asymptotic properties of é;‘;,dp in the following theorem.

Theorem 1. Let 3, be a consistent pilot estimate such that Ay /(v/Ny \Bpl(j) ") Ly o for j € A°.
Under Assumptions 1-4, if A\n //N1 — 0, then the IPW adaptive lasso estimator defined in (3) has

the following properties:

1. Consistency in variable selection: The estimated active set Ay = {j: ijcé})) # 0} satisfies that
limy o0 P(Ay = A) = 1.

2. Asymptotic normality: The estimator of the active parameter vector satisfies that

VNV, P00 — 0uay) ~ N0, ),

;O — TPt —1
where VW(A) = ]E{ef B)}M(A)M (.A)M( = E{ef( B)}{M(A)JFC‘/sub(.A)}:

A)
©:B,) - . B 2f (@80 . 1
My = E{ef( » )g?j)(ﬂc,é’t)}, V() = M 1)1E{ = g(’if)(m,@t)}M( b e =
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limy 00 € /p, and g a)(x; 0y) consists of the elements of gradient vector §(x; 6y) with in-
dexes in the active set A.
Remark 1. Theorem 1 shows that the estimation efficiency of éjv(sz) is predominantly determined by
the number of ones instead of the full data size. The term cVyyy,4) is the variation inflation due to
subsampling. The full data adaptive lasso in (2) correspond to the scenario with p = 1 and p(x) = 1,

Sor which ¢ = limy_,o et /p = 0. Intuitively, ¢ can be interpreted as the imbalance rate in the
subsample. If we include sufficient zeros (c = 0), the subsampling does not reduce the estimation

o nadp
efficiency ofOW(A).

From Theorem 1, we see that there maybe information loss reflected as an inflated variance if
¢ # 0. To minimize the information loss due to sampling, we derive optimal functions as follows,
where goidfos (x) corresponds to the A-optimality criterion [17] and @idfOS (x) corresponds to the

L-optimality criterion [17] in design of experiments. Here, the A-optimality minimizes the trace of
the asymptotic variance of va‘a); the L-optimality focuses on the asymptotic variance of a linearly
transformed estimator M A)éj‘ji), which is proportional to M, (4. The A-optimality criterion has

a more direct interpretation, while an advantage of the L-optimality criterion is that the resulting
optimal function is often faster to calculate.

Proposition 1. The A-optimal function that minimizes tr(Vy,(a)) is

adp p(;00) [ Mg (3 00) |

Pa-os(@) = — : 4)
E {p(w; 0:) ”M(Al)g(A) (x; et)}
The L-optimal function that minimizes tr( My, 4)) is
N p(x; 64| g(.a) (; 64) |
P Pog () - %)

- E {p(z;0;)||ga) (z:0¢) }

Unlike the optimal sampling function in [22], apaAd_pOS(ac) (or cpid_pos(a:)) relies only on the active
variables. This implies that a first-step pilot estimator given by the adaptive lasso algorithm can benefit
from sparse estimation methods when calculating optimal probabilities. For example, employing
the standard lasso can effectively eliminate a large number of inactive variables to facilitate the
computation of optimal @Zd_pos (x) and ‘pi(?os (x). However, in practice, pilot estimators are often
obtained from a small subsample size, introducing additional uncertainty. Therefore, it becomes
crucial to exercise caution and be conservative by over-selecting variables during the first step to
prevent the exclusion of important variables. As a consequence, although theoretically apidfos(m)

gnd @id_pos (:c) do not depend on inactive variables, they are affected by inactive variables in practical
implementations.

3.1 Scale invariant optimal function

As discussed in Section 1, scaling dependent optimal probabilities may impact the performance of
variable selection in practice. To address the issue, we propose to construct a scale invariant optimal

function by focusing on the prediction error of an estimator 6, defined below.
. . 2 R 2
MSPE(D) = B | {p(e:6) - @00} | = [ {ptai6) - pie0) ) aPs,

where P, is the probability measure of x. The probability term p(x; 6;) involves both the covariates
a and the parameter vector 6, and it often does not depend on the scale of . For example, in the
logistic regression model, the value p(x; 6;) is only related to T 3;. If we change the scale of T ()
the value of 8; would change accordingly under the same data-generating model and so p(x; 6;)
remains the same. Thus, re-scaling covariates would not affect this criterion. In the following, we
give an optimal function that minimizes the prediction error.

Theorem 2. Under the assumptions of Theorem 1, for the IPW adaptive lasso estimator defined
in (3), its prediction error satisfies

—2a Had -1 B T 1/2 -1 -1 1/2
Nie 2 MSPE(O3)) ~ B~ {e/ @0} 2T MUS ML MO ML Zy. (6)
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where Z( 4y ~ N(0, 1), and 2 4) = E [le(w?ﬁﬁg?j)(m, Gt)}. The optimal function that minimizes

the asymptotic mean of the prediction error in (6) is given as
p(x; 9t)“Q§A)M(1)g(A) (a3 64)|
E [p(: 0019204 My (3 001l

N

d
‘P; pos@) =

We refer this prediction oriented criterion as P-optimality criterion. As we expect, the optimal
function in (7) is unaffected by the scale of x for a class of functions g. The following proposition

proves that ¢P(a) is invariant to rescaling of .

Proposition 2. If g(x; 6) satisfies that for every non-singular matrix A there exists a non-singular
matrix B, such that

9(Az; B'0) = g(:6), ®)
then, w%cipos () is invariant to scale changes of .

Remark 2. The condition in (8) is not restrictive and it is quite easy to satisfy. One simple example
of g(x; ) that satisfies the condition is a linear function g(x; 0) = o + ™ 3, which corresponds to
the logistic regression. The condition is also satisfied by more complex models. For example, consider
an L-layer neural network

gla; WH W2 WE B b)) = fE(ETN T W b)) TW 4 b1,

where W' are the weights and b' are the biases in each layer, | = 1,2, ..., L. If x is rescaled to Ax,
we can change W1 to (A1) =YW so that the value of g does not change. That is

g(Az; (AT W w2 oWl L bE) = RPN (W 4 0Y)TW 4 b
= glx; W W2 .. Wl bl . bl).

4 Penalized MSCL estimator

The IPW estimator in (3) is not the most efficient estimator, because it assigns smaller weights for
more informative data points with larger sampling probabilities. To improve the estimation efficiency,
we propose the penalized MSCL estimator for variable selection given as

N*

sub ) ) p |ﬂ . |
a su su sub. sub
enilél ;= arg max Z [y bg(mi b; 6) — log{1 + 9(@"750)+1; M= Ay Z _ (4) 0 )
o i=1 = Boi
where [§"P = — log { pp(xsP } The MSCL estimator introduced in [22] is defined as the minimizer

of the objective function in (9), excluding the penalization term. In this paper, we extend this approach
by proposing a penalized MSCL estimator to ensure model sparsity. We present the oracle properties
of the penalized MSCL estimator in the following theorem.

Theorem 3. Let ﬁpl be a consistent pilot estimate such that Ay /(v/ N1 \Bpl(j) ") L, oo for j € A°.

Under Assumptions 1-3 and 5, if A\n //N1 — 0, the estimator based on MSCL function with adaptive
lasso penalty defined in (9) have the following properties:

1. Consistency in variable selection: The estimated active set Amscl ={j: f;sil ) # 0} satisfies
that limn_ oo ]P’(/lmsd =A)=1
2. Asymptotic normality: The estimator of the active parameter vector satisfies that
S —1/2 d
Nlesc{(.A 0?1’15}():1( A) T et(A)) 7 N(Ov I)v (10)

here Vinsaa) = E {ef @B Y AL dA _ g | P95 @
where Viscl(a) = {6 } mscl(A) an mscl(A) — T4co—H(z)el @B |

The penalized MSCL estimator has the same asymptotic variance as the MSCL estimator under the
true model, indicating that it is more efficient than the penalized IPW estimator [22]. We prove this
by comparing the asymptotic variances and present the result in the following theorem.
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Theorem 4. If the asymptotic variances Vy,( 4y for éjv%il) in (2) and Vyysa1( ) for éffsil( ) in (9), are
finite, i.e., 0 < Viyay, Vinscr(a) < 00, then Vingeay < Vi), where the inequalities hold in the
sense of Loewner ordering.

Thus, we give a practical two-step algorithm based on the penalized MSCL estimator. Since the
optimal sampling functions contain unknown values and the adaptive lasso penalty also requires a
consistent pilot estimator to build weights, it is natural to combine optimal sampling and the adaptive
lasso into one unified framework. We recommend to use the lasso for pilot estimation. One reason is
that it does estimation and variable selection simultaneously, and excluding some inactive variables
improves the estimation accuracy of optimal probabilities. This also reduces the computational
burden for subsequent steps. Another reason is that the lasso estimator tends to include more variables
in practice and therefore has a low risk of excluding important variables in the pilot step. We present
an outline of the practical implementation in Algorithm 2. More details are given in Section C.

Algorithm 2 Two-step subsampling adaptive lasso algorithm

1: First stage screening:
* Take a pilot sample of expected sample size Ny using {7 (v;) = po + yi(p1 — po) }q
and obtain a lasso penalized MSCL pilot estimator and an estimated active set flpl.
¢ Calculate approximate optimal sampling probabilities {7 (x;,v;) = v + (1 —
yi)pp(z;) | based on (4), (5), or (7).
2: Second stage screening: Use Algorithm 1 with the estimated optimal sampling probabilities
to obtain a subsample of expected sample size Ny}, and compute the adaptive lasso penalized
MSCL estimator based on A;.

5 Numerical experiments

In this section, we use numerical experiments on both simulated and real data to investigate the
performances of our proposed optimal subsampling and variable selection procedures.

5.1 Simulation design

We consider a logistic regression with g(x; @) = o + =™ 3 and the following three true parameters
B of dimension 50. We set different o so that the proportion of ones is 0.005:

(1) Case A: 3, = (0.75,0.75,07,0.75,0,0.75,0.75,05.)T and o, = —5.8.
(2) CaseB: 3, = (3,—2,07,0.85,0, —0.75,0%)T and oy = —6.2.
(3) Case C: B; = (3,2,07,0.85,0T,)T and ay = —7.5.

Here, 0, denotes the zero vector of dimension d. We use p 4 and p 4. to denote the number of
active and inactive variables, respectively, and assume that x is a normal random vector. The
active components Tag), 1 <7 < pa of x have variances 0.25 and the inactive components
T(4e,j), 1 < j < pacof @ have variances 100/p’., 100/ (pae — 1)*,...,100/3%,100/2%,100/1°.
The correlation between the i-th and j-th elements of x is 0.5/ 71,1 < 4,7 < p. We repeat our
experiments S = 500 times generating N = 500000 data points in each run and use a pilot sample
of size Ny = 500 for obtaining pilot estimates based on the lasso. We consider uniform sampling,
the full data lasso, and the full data adaptive lasso for comparison. We use the 5-fold cross-validation
and Bayesian information criterion (BIC) to determine the tuning parameter A for the lasso and the
adaptive lasso, and choose v = 1 for the adaptive lasso.

5.1.1 Estimation and prediction efficiency

We present the empirical median squared error (eMSE) for parameter estimation in Figure 2. All opti-
mal sampling estimators outperform the uniform sampling. As the sampling rate increases, sampling
estimators outperform the full data lasso estimator eventually in all of the three cases. Among the

three optimal subsampling methods, B;{pos performs better than the other two subsampling methods.
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Figure 2: eMSE for different true parameters with different sampling rates.
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Figure 3: eMPSE of estimated probability with different sampling rates.

Figure 3 shows the results of the empirical median squared prediction error (¢eMSPE). Similarly to
the results of eMSE, optimal sampling estimators perform better than the uniform sampling, meaning
optimal sampling results in less information loss. It is possible that sampling estimators outperform
the full data lasso estimator as the sampling rate increases, despite that the latter uses all of the data.

In general, ,@;df’os performs the best among the three optimal subsampling algorithms.

5.1.2 Variable selection and computational complexity

In this section, we discuss the results of variable selection in terms of the first stage screening and the
second stage screening. Table 1 presents the mean numbers of selected variables in Case C, where
the numbers in the parentheses are the corresponding standard errors. Results for Cases A and B are
similar so are put in Table 4 of the appendix.

Table 1: Mean number of selected variables in Case C
p first-stage Uni A-OS L-OS P-OS
0.0025 13.27(0.34) 2.84(0.02) 2.97(0.02) 2.96(0.02) 2.96(0.02)
0.005 12.46(0.32) 2.94(0.02) 3.04(0.03) 3.05(0.03) 3.06(0.03)
0.0075 12.76(0.33) 2.97(0.01) 3.04(0.02) 3.03(0.02) 3.03(0.02)
0.01 12.81(0.34) 2.96(0.01) 3.03(0.02) 3.02(0.01) 3.02(0.01)

While the first stage screening significantly reduces the dimension in Table 1, it indeed includes
inactive variables as expected. In the second stage screening, the mean numbers of selected variables
are close to the true numbers of active variables for all subsampling methods. However, the mean
number of selected variables from uniform sampling is smaller than the true number of active variables
especially when the sampling rate is low. This indicates that the second-stage screening of uniform
sampling may exclude active variable. We present the rates of missing active variables in Table 2 for
Case C. It shows that uniform sampling has higher rates of excluding active variables than optimal
subsampling procedures, so optimal sampling may be preferable in practice. Results for Cases A and

B are similar and are put in Section E.1. We also investgate the rates of selecting the true model in
that section.
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Table 2: Rates of excluding active variables (false negative rate) in Case C
p Uni A-OS L-OS P-OS
0.0025 0.168(0.017) 0.086(0.013) 0.088(0.013) 0.084(0.013)
0.005  0.100(0.013) 0.068(0.011) 0.066(0.011) 0.066(0.011)
0.0075 0.066(0.011)  0.046(0.009) 0.048(0.010) 0.046(0.009)
0.01 0.068(0.011)  0.052(0.010) 0.054(0.010) 0.054(0.010)

5.1.3 Computational time

We present the mean computational times of different algorithms in Table 3. Our codes are written
in the julia programming language [2] and implemented on a Linux workstation. The lasso pathes
are solved with Lasso.jl [13]. As shown in Table 3, subsampling algorithms significantly reduce
the computational times compared with full data estimators. Although optimal sampling requires to
calculate sampling probabilities, they use only about 0.77% of the computational time that the full
data adaptive lasso requires. As we discussed in Section C.2, optimal sampling algorithms reduce
both sample size and the data dimension. Therefore, the computational cost of the coordinate decent
algorithm, which often requires a large number of iterations, is significantly reduced.

Table 3: Mean computational time (seconds)

Case Uni A-OS L-OS P-OS A-lasso (full) Lasso (full)
A 029 1.09 0091 1.06 129.62 112.97
B 031 1.23 1.20  1.27 129.89 122.40
C 0.31 1.02 093 1.00 130.33 121.29

5.2 Real data
We evaluate the performances of proposed estimators on two real data sets.

(i) Covtype data set: It is available at https://archive.ics.uci.edu/ml/datasets/
covertype, with N = 581012 observations and 54 covariates — 10 being quantitative and
44 being qualitative with dummy coding. We drop the 14th and 54th columns to avoid exact
colinearity of the dummy variables. Our goal is to classify whether the forest cover type is
Cottonwood/Willow (labeled as 1) or not (labeled as 0). The proportion of Cottonwood/Willow
is 0.473%, which is highly imbalanced.

(ii) Font data set: It is available at https://archive.ics.uci.edu/ml/datasets/
Character+Font+Images, with 0.50% of the N = 832670 responses being the GADUGI
font. The first 10 covariates are about the value, size, and style of the characters and there are
additional 400 pixel values of the 20 x 20 images. We remove the 4th, 9th, and 10th covariates
because they are constants.

For both data sets, we apply Algorithm 2 on the logarithmic-transformed data. We use pilot samples
of size N1 = 1000 for the covtype data and Ny,; = 1500 for the font data due to its higher dimension.
Since we do not know the true parameter for real data, we use area under the curve (AUC) to measure
the performances of subsampling algorithms. We repeat the experiment for S = 500 and compute
the empirical median AUC using the full data. The results are summarized in Figure 4. As shown
in Figure 4, nonuniform sampling outperforms uniform sampling in general. There is one case for

font data set that ﬁzdpos is worse than the uniform sampling when the sampling rate is high. For the

covtype data set, among the three estimators based on optimal sampling, Bi‘idf’os performs the best

and 32 is worst. For the font data set, 85" and B2/ are similar, and 33"

scale invariant optimal sampling function is significantly better.

"og based on the

6 Conclusion and limitations

In this paper, we investigated the problem of scale-invariant optimal subsampling in the context
of variable selection for rare-events data. We derived optimal probabilities based on the A- and L-
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Figure 4: Empirical median AUCs for two real data sets

optimality criteria, and discussed their limitations. Furthermore, we proposed scale-invariant optimal
probabilities based on prediction errors to overcome the limitations. Both analytical and numerical
results show the desirable properties of the proposed methods.

Our investigation has the following limitations.

Our proposed criterion optimizes the probabilities by minimizing the asymptotic mean
squared error in estimating rare-event probabilities. While this prioritizes the accuracy of
estimation, it puts less emphasis on the quality of variable selection. Further research is
needed to devise optimal probabilities that focus on variable selection performance metrics.

Our theoretical analysis is based on asymptotic properties, with optimal probabilities defined
through the asymptotic normality. Although our results may hold for sufficiently sparse
models, they may not generalize to cases where the model is dense or over-parameterized,
because asymptotic normality may no longer be applicable. Therefore, an important direction
for future research is to study the non-asymptotic properties of our estimators, such as
prediction error bounds. Non-asymptotic behaviors are particularly of interest in high-
dimensional regimes.

We employ Lasso as the pilot estimator. However, other variable selection methodologies,
such as sure independence screening, can also be considered. Exploring the impact of
different pilot estimators on our method’s performance represents another avenue for future
investigations.

We assume that the underlying full model is correctly specified and possesses a sparse
structure. Our analysis does not account for model misspecification. Further research is
required to address scenarios where the model is possibly misspecified or where the number
of features vastly exceeds the number of observations.
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A Appendix / supplemental material

In this appendix, we present the details of the proof, the practical algorithm and simuation settings in
the paper. Details of mathematical proofs are provided in Section B. Details of the practical algorithm
are provided in Section C. We present the details of simulation settings in Section D and in Section E,
we give some additional simulation results.

B Details of mathematical proofs

In this section, we provide details of mathematical proofs.

B.1 General assumptions in the main paper

‘We begin with some general assumptions used throughout this paper.

Assumption 1. The first, second and third derivatives of f(x; 0) and e/ ®P) f(x; B) with respect to
B are bouned by a square intergrable random variable B(x).

Assumption 2. The matrix E { §®%(x; 0)} is finite and positive definite.

Assumption 3. The subsampling rate p satisfies that cy = e“t/p — ¢, where 0 < ¢ < 00 is a
constant.

Assumption 4. The integral E [{p(x) + ¢~ (x)} B*(x)| is finite, where B(x) is a square-
integrable function that dominates the first, second, and third derivatives of f(x;0) and
ef(@B) f (x; B) with respect to 3.

Assumption 5. The integral E {ef(®P)=1(z)B(x)} is finite.
These assumptions are the same assumptions used in [22]. Here, we remind some notations used in

the main paper:
eatf(x:B)

Pl:6) = TRy
¢(x;0) = p(x;0) {1 — p(x;0)},
M=T {ef(:ci;ﬁag@z(wi, Gt)} ,
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and
Amscl =

oI 00§52 ;B
1+ c@_l(w)ef(:mﬁt)
To ease the presentation in the following sections, we denote

cef(wlﬂt)
} fl= ’Bt)g(A)(m Ot)} )

and ay = v Ne®t in the appendix. Note that
{ et +f(x:B)

N
o e (1 or(1)
— NeatE {ef(m;/@t)} {1 + 0P(1)} = a?\]E {ef(m;ﬁt)} {1 + OP(l)} .

B.2 Proof of Theorem 1

Proof of Theorem 1. We consider the target of IPW adaptive lasso estimator:

5 £
_ E R . 0) — (x1;0) E BB, -
e 7T(£BZ', yz) [yzg(mm 9) log{l +ef }] + Ay = Wi |ﬂ(1)‘

P
—0u(0) + An D> 15185,
j=1
where w; = 1/|Bp1(j)|, 1 < j < p. Then, we have that @y = ay (0 — 6y) is the minimizer of

e (1) = Qu(Oc + ay'u) — Qu(6y).

Asymptotic normality: We prove the asymptotic normality part in this paragraph. By Taylor’s
expansion,

N
1
N _ T . T . 2
Tw (u) - _au 2aN z; muyz wzaet){u g(wzagt)} Aw + Rw
A e
+ 25NV bjan < Bey + -9 ‘ - |ﬂt(j)|> -
ay = an

We first consider the limit behavior of the IPW target function by prove the asymptotic normality. In
[22], the authors established that under Assumptions 1 to 3,

an lw(8y) ~ MY*Z,
1L s
= wilvﬂwz‘% 0.)5%%(xi; 0) — M,
and

Thus, )
Ly (0y) ~ —uT M2 Z + 5uTMu.

Next, we consider the limit behavior of the adaptive lasso penalty. Since we assume Bpl to be a
consistent estimator, we know that when j € A, i.e., By;) # 0,

N A _ P _
;= BT — Byl ™7 >0,

o [+

and

1B, ) — sgn(Bus) ).
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Therefore, for j € A, we have that

AN - u )
oy N ( Bei) + an | 1Bl | = op(1)
since Ay /an = An /v Ne® — 0. On the other hand, when j € A°, i.e., B;(;) = 0, we have that for
ug) # 0,
AN ( ’ Ay AN P
—ajan | |Be + 1Bei)] ) = S ugy | = —=——ugy| = oo,
an 3 (4) (4) an 3 U(s) ax| By | (4)

since A\ /(v Ne@s |Bp1(j) ") 5 co. Then, we have that YN () ~ 4 (w), where

1 1/2 . o . c
’)/W(U) _ iu(TA)M(A)u(A) — u’(I‘A)MW Z(A) if Uy = 0,Vj € A
00 otherwise.

Note that the unique minimizer of vy (w) is (M, A)M vz (1): 0)" if we put all the indexes of active
variables in front. Thus, following the results of [11] and [10], we have the minimizer of 'y‘]NV (u), ie.,
Uy, satisfies that
()~ M MY?Z 4y and Gy 4e) ~ 0.
Thus,
() = an (Ow(a) — Oya)) ~ N(O, M My M)
Since

VN = anEY2 {el @RI} {1 1 op(1)},

applying Slusky’s theorem, we have
VNV, 2 By — Ouay) ~> N0, ),

Consistency in variable selection We prove the consistency in variable selection in this paragraph.
From the result of asymptotic normality, we know that BW( ) N Byj) for every j € A and therefore

P(j € Ay) — 1. Thus, we only consider j/ € A°. When j’ € A, we know that by K-K-T
optimality conditions, we have

Antijrsgn(Bn) = lu(Oy),

which means

AAﬂbjlsgn(é(]')) _ gw(aw)

an an
éw (2] an gw(éw) - gw(et)
_ ( t) + { 2 } —. Il +12
an a7y

We have known that [; = ZW(Qt)/aN ~ Zy,. We now prove that proof that Iy = Op(1). We apply
Taylor expansion to the k-th element of ¢, (6, ) and have that

ax {liw @) b))} 1 X 0 0,037 (2:: 0,y + By 4 7
a?v azﬂ' (i t)g(k)(wza t)g (:DZ, t) N+ w(k) TLw(k);

i=1
where,

ﬁN = G,N(GW - Ht) = Op(].),
d

N
- 1 0; .. R
Aviy =5 iy Wi~ p(i;0c)} > kg (@i 04 )it ),
: =
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and

N
3 1 5 ) L - .
) = 2a} ; W(w;, Yi) ¢(@i; Or) {1 — 2p(=; Ok)} k) (@45 0 )an g% (245 Oy )
N . ,
2 57, 4 AT 8g(k)(mi;0k) AT . s
— 2“?\1 ; W($i7yi)¢(w“ Oy) {uNag {uNg(m“ Bk)}

N
1 0; £ T fo
- ZW : ¢(wi;9k)g(k>(wi;0k){uvag(wi;Hk)uN}

2azl))\/' i=1 (xivyz)
N ) ;
1 Si ; 9wy (43 1)
- i ;0 } N —— U -
i 203 ; m(xi, yi) {y p(@ii ) g oy 002 UN

where ék is between émle and 6. First, we prove that R(k) is op(1). We have that

N

5 x| 0 W . NIRRT
| Ryey| < 2%, ; W(w“yi)cb(wiﬁk) ’1 - 2p($i;0k)‘ ‘g(k)(wiﬂk)‘ Hg(aci,gk)H
N N . 4
2|l an|? i < 09y (i3 0k) || . .
[Pt
T, ;”(wi,yi)¢(w k) 00 9(@s; 0x)

+||azvu2i s ) [ i 60)] s
s ot o) [ |

QQ%\{ wmyz)
X N 5. )
|y ||? 5 o 9%k (45 O)
306) || — 505
+ 2a3, ;ﬁ(mi,yi)p(m ) 062

. lax | i 5 0% (@i 6r)
203 P W(wiayi)yl 002
N N
lan]® 5~ 5 ; A N R
< 5 01)C(x;; 0 . B(x;
) N N
||ﬁNH2eak*ateat 55 Fesb) B H,aNHQ 5
= e C (@ 6r) + yi B(x;)
QG?V ; ﬂ-(wi)yi) 2@?\, Zl W($i7yi)
~ < N N N
||uNH26ak X 62 JiCTT 4 . ||uN||2 6z
< zi;Bk) (1 0 Bl
- 2Nan 1:21 LICTNT ‘ (i 6e) + 2a%; z:zl ﬁ(mi,yi)y (=)
= op(1),

where
C(wi:6) = |ig (wi:6)| {Hgm;ék)Hz + Hg(aewH}

82 g (43 01,
062

Ay (x; 6y

R

Therefore, we proved that f?w(k) = op(1). Next, we prove that Aw(k) = op(1). We know that
E {a;ﬁ vazl 0i/m(xi,y:) {yi — p(xi; 0)} G(xi; Ht)} = 0. We also have that for the every element

of ay® SN 8 /@i, yi) {yi — p(4;04)} §(4; 0,), we have

N
_ 0; )
v aN2 Z m {yi — p(xs; 9t)}g(j1)(wi; Ht)‘|

=1
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I A

N
1 B+
T Z { (@; 6 9(11)(%00} < B[/ 5(2;00)]*] — 0
an N

Thus, due to Chebyshev’s inequality, we know that A, = op(1). Since we know that
% Zi\il 8i/m(xi, yi)p(xi; 04)§%% (x5 6,) = Hy = Op(1). Hence, we have that

(4 (0y)

an

= 0p(1).

Note that we also have R
vy _Av__ 1P

an an |Byin |

Therefore,
P(j' € Ay) <P {Aij,sgn(B(j,)) - éw(éw)}

an an

Thus, we prove the part of consistency of variable selection. O

B.3 Proof of Proposition 1

We first give a lemma for general optimal functions.

Lemma 1. Assume that h(x)? and p(x) are integrable function with E{p(x)} = 1. The optimal

Sunction ©**(x) that minimize the value E { :((m)) } is given as ©**(x) = E{',ffaz)}.

Proof. Appying Cauchy-Schwartz inequality, we have that

E{h(z)}? = E{ i) m} <E {““")} E{p(x)} = E{hz(w) b

o(x) o(x) o(x)

Therefore, we have that E { (( )) } > E{h(z)}? and the equality holds if and only if \/p(x) =

x)/\/p(x), where K is a constant. Therefore, ¢**(x) = Kh(x), and since E{p**(x)} = 1,
we know that ga**(x) = h(z)/E{h(x)}. O

Now, we prove Proposition 1.

Proof. We first calculate the optimal function that minimizes tr(V,(4)). We have that

tr(Vig(a)) = tr{M( M (A)M(A)}

Cef( wﬁt)
_ 2:Be) ;®2 (. -1
“{Mu)]E H (@) }ef( ? )9(A>(5”79t)} M(A)}'
We focus on the values that related to ¢(x). We know that

E {7 (@)e2 2582 (;0,) b = e 2 {1+ 0p (1)}E { o (@)p(: 00)95 (w: 60) }
Therefore, we need to minimize
v ' p2(:1:;Gt)M(Al)g%f)(m;Ot)M(_Al)
w(w)

P (;00) M3 950 (a5 6) M P* (3 00) | M3 9a) (23 60)|1?
tr =E .
( ) p(x)

=E
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Appying Lemma 1. We know that the minimizer is given as
p(;00) [ M4 g (3 60) |
E {pla; )M i (2360 }

Next, we calculate the optimal function that minimize tr(M,,(4)). We have that

pa—os(x) =

cel (@)

— (x;8¢) ;,®2 .
tr(My(a)) = tr {IE Hl + () } ef (@b )g(A)(a:, Bt)} } .
Therefore, we need to minimize

. [E {p2<w;0t>9%<w;9t> H . [p%:;et>||g(A><sc;et>||2} |

p(x) ()
Appying Lemma 1. We know that the minimizer is given as

p(x; et)”g(A)(w% 0|l

PL-os\T) = , .
B (o 00l (@0,
O
B.4 Proof of Theorem 2
Proof. In the proof of Thereom 1, we know that
Had —1pr1/2
aN(gw(i) = By(a)) M(A)MW(A) Z(4)-
To simplify the representation, We define a function
h(6) = e"2*MSPE(6) = ¢ *E [{p(w; 6) — p(w; 6,)}"].
We have that
o{p(x;0) — p(x; 0 2 )
ol 0) PO g (p(:6) - piw:00)) o(a: 0)g(a:0),
and
02 {p(x;0) — p(x;6,)}° _ do(;0) .
@i 0) PO 4 (: ) a:0) + 2 (pla:0) — pla: 00} “X5 0 v )

+2{p(x;0) — p(x:6:)} 6(x: 0)§(: 0).
Note that |p(x; 0) — p(x; 6;)| < 2 and thus,

‘a{p@c; 0) — p(;0,)}

90 < 2|p(z; 0) — p(z; 0;)| |p(x; 0)§(x; 0)| < AB(z),

and

00007

9 {p(x; 0) —p(w;Bt)}2‘
< 2[0%(:0)9° (23 0)| + 2 {p(2:0) — p(a: 0} | 225 0|
+ 2 {p(x; 0) — p(z; 01) }| |6(x; 0)§(z; )| < 10B(z).

Hence, due to donimating convergence theorem, we know that the expectation and derivitive are
exchangable. Thus, we have that

Oh(8)

20~ = ¢ “ER{p(®:0) - p(x;6,)} 6(w;0)4(x; 0)],
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and
Oh(0)
00007

0¢(x;0) .

50 g(x; 0)

= e”"‘“EPcﬁz(w; 0)9%*(2;0) + 2 {p(x;0) — p(a; 6,)}

+2 {pl(:0) — pl; 6)} 6 (a; 0)ii(; 0)|.

Due to donimating convergence theorem, we also know that the first and second derivitive of h(0)
are continous. We have that
ah(a)‘ —o 0?h(t) ‘
00 lo=e,  0000T

Note that e 2 E [¢? (a; 6; ) §®2 (a; 01 )| — € due to donimating covergence theorem. Now applying
Theorem 1.12(ii) in [18], we have that

~ ~ 2
ok {nOs) ~ WOy ) } = ade B {{p(w; ) — pl@: Oia) | }

o = 2e 2N [¢2(w; Ot)g'®2(a:; Ot)}

1 T 1/2 -1 —1 A q1/2
> 5122 () My M4 ) M ) My Ziay
_ T 1/2 -1 18 q1/2
= ZayM 4y M )y M ) M ayZay-
Considering N1 = a%E {ef(“”"ﬂt)} {1+ op(1)}, applying Slutsky’s theorem, we have that
. 2
Nie **E {{p(w; Oy (a)) — p(; 0t(,4))}

-1 1Bt T 1/2 -1
w B0} 28 MG MO QM

—1 1/2
(A) MW(A) Z(a)-

Since Zy,(4) = N(0, I), we have

(A" w(A)

_ _ Cef(wiﬂt) . .
=tr {M(;)Q(A)M(;)E [{1 - @(x)} el @B G5B (a; et)} }

We focus on the values that related to ¢(x). We know that

E {7 (2)e” PG5 (@:00) ) = 2 {1+ 0p (VI {0 (@) (@: 009 (@:61) }

Therefore, we need to minimize

T 1/2 -1 -1 1/2 _ -1 -1
]E{Z(A)MW(A)M(A)Q(A)M M Z(.A)} —tr{M(A)Q(A)M(A)Mw(A)}

P*(@:00)9(%) (23 00)
p(z)
p*(®; 00353 (3 0)
()
X 1/2 -1 :®2 . —-101/2
P (5 00) 2y My iy (5 0 M ) R
()

-1 -1
tr []E {M(A)Q(-A)M(.A)

1 1
=FE |tr {M(A)Q(A)M(.A)

=E [tr

i 1/2 p r1 «
P2 (;00) |25 M ) (3 600) |2

= @)

Appying Lemma 1. We know that the minimizer is given as
1/2 5 r—1 .
p(; 00) |5 M gy (: 60|
/2 5 =1 - :
E {p(a; 00195 Ml (2160}

ep_os(T) =

https://doi.org/10.52202/079017-3122 98401



B.5 Proof of Proposition 2

Proof. First, we know that g(x; 8) = g(Ax; BT). Since the equation holds for all z and 0, if we
take derivitive with respect to € on both sides, the equation still holds. Thus, we have that

g(x;0) = By(Az; BT6).
If we scale the whole covariate variable x to £ = Ax, we need to reparameterize 0, to 6, = BTO,
to remain the problem invariant. We have that for & and 6y
9(&:6,) = §(Az; BTO,) = B~ g(x:6,).
Now, we know that
NI = E{e/ () §°%(3:6,)} = B'E{e/ %)% (2:0,)}(B") ! = B~ M(B")"!
and
0 = E{eX @R §9%(3;6,)} = BE{e¥ *)§%%(2;6,)}(B") "' = B~'(B") !
Thus, we have that
I2M (26, = ¢ (2 6,)M QM §(; 6,)
=T (x;0.) (B HYT(BYYM'BB'Q(BY)"'BTM BB 'j(x;6,)
= " (@;0)M QM gz 0,) = |2 M g(x; 0,) |

Therefore, the leveraging term is invariant. For the probability term, we know that is only related

to value g(x; 8;) = g(&; 6, ), we know that it does not change after scaling inactive variables. This
complete the proof. O

B.6 Proof of Theorem 3

Proof of Theorem 3. Consider maximum sampled conditional likeihood function with adaptive lasso
penalty:

. N o P

ep ep Ti; i "
Qo (8) = = 6. [yig(wi; 0) —log{1 + 9 @O+ XN > [ B |

i=1 =
P
= —énillcl 0) +An > w180,
=1
where 1; = 1/|8,1j)|7,1 < j < p. Then, we have that iy = a]\/(Bm‘”S‘C1 — 6;) is the minimizer of

6
Pympslcl(u) = Ql’nbcl(et + aN ) Qmscl(et)

Asymptotic normality: We prove the asymptotic normality part in this paragraph. By Taylor’s
expansion,

an
p
AN .
+ — E wjan
an ©
j=1

First, we consider the limit behavior of the MSCL function. In [22], the authors proved that under
Assumptions 1 and 3,

N
ép 1 P 1 ép ép :
rymslcl(’u’) = Temslcl(et) + 2(12 Z 674 1¢ﬂ— l(wi; Ht){uTg(w“ 0t>}2 - mSCl + Rde
N =1

(O]
5*5(]') + a;‘ - |Bt(j)|> .

—1;6,
a’ngmslcl(Bt) (Apl

mscl

)1/2Z.

Za P60 (15 0,)9% (@13 6,) > AP,

a2
aN iz
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and
A pl = OP(].) R pl = Op(l).

mscl mscl —

Thus,
— 0% () ~ —uT (A

mscl

)2Z + uTAf,isdu +op(1).

Next, we consider the limit behavior of the adaptive lasso penalty. Since we assume Bpl tp be a
consistent estimator, we know that when j € A, i.e., By(;) # 0,

P _ P _
W = By — |Beil T >0,

and
( Bij) |5t(g ) — sgn( By )u()-
Therefore, for j € A, we have that
AN Uu(j) P
awjaN ( Beiy + an | 1Byl | — 0,
since Ay /an = An /v Ne® — 0. On the other hand, when j € A°, i.e., B;(;) = 0, we have that for
u(jy 7 0,
o (|5 + 52| - o) = ol -
—w,a B + — I61 w U ———|up| —
an 3 N t(5) | ty)| 0 J)| aN|ﬂpl(j)|’y| (J)|

since A\ /(v Neos |ﬁp1(3)|7) %, co. Then, we have that 'ymsd( u) ~> Ymsc(w), where

1 . .
el (1) = { July Al — uly (AR )2 Z ) ifug) =0,Y) ¢ A

00 otherwise.

Note that the unique minimizer of Ypser () is (A2 )~ 'Z4):0)T if we put all the indexes of

active variables in front. Thus, following the results of [11] and [10], we have the minimizer of

Ao (w), Gy, satisfies that

() ~ (AR )2 24y and Gy (ge) ~ 0.

Thus,
A~ A 1 _
UNA) = aN (arnscl(.A) - et(A)) ~ N( (A?nbcl) )
‘We know that

VNV 2 (AD) 7 = anE!? {ef(w;ﬂt)} B2 { (i) } {I1+op(1)} =an{l+op(1)}.
Hence, applying Slusky’s theorem, we have

V Ny Vmscl/(.A)(HmSCI (A) — at .A)) ~ N(O I)

Therefore, we prove the part of aymptotic normality.

Consistency in variable selection We prove the consistency in Variable selection in this paragraph.
From the result of asymptotic normality, we know that ﬁmgdu) £, ﬁt(j) for every j € A and

therefore P(j € Amscl) — 1. Thus, we only consider 5’ € A°. When j’ € Aunsel, we know that by
K-K-T optimality conditions, we have

. ~ .é ~
)‘ij’sgn(ﬂmscl(j’)) = £1£C1(0m501)7

which means

Ay sgn(Bumsci(jn)) _ Lyvay (Bunscr)
an anN
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001 400
E o an gn"f)scl(emscl) échl(et)
- macl( t) + { 5 } :Il+I2.
an (TN

We have known that I; = ¢ Opi (0y)/an ~ stcl We now prove that proof that I = Op(1). We

mscl
9

apply Taylor expansion to the k-th element of EmSCI(BmSCI) and have that
é 1 Aé 1
ax {0 ~ (500} 1 X
a?\[ _ ?V z_: 61 d)ﬂ'pl w“ Ht)g(k)(d}“ Gt) (:132'; Ht)uN+A +R(k)7
where,
an = an (07, — 6,) = Op(1),
s 1 X, X d
p P ep . pad . 77
Al = 2 >0 {yi — pr” (s Ot)} > i) (@i 00,
N i3 Jj=1

and

Gpl

Rmscl(k) 2 3 Z 6 plqsﬂ'pl z; ) {1 - 2p‘n' (wi; ék)} g(k) (iL'“ ék)ﬁ%g@g(wzy ék)ﬁN

OG(ry (x5 ] )
Z 61 5801 o1 0900 (i3 i)
2aN 5 ¢‘fr SC“ ek) { 90 } {’LLNQ(SC“ ek)}
s }ja R (s 01)g (@i Oy) { @i Oy |
1 b [ b g a1 P90) (zi;6y) .
+ﬂ; o {00 i =

where ék is between émsd and 6. First, we prove that Rmscl(k) is op(1). We have that

u
| msc1(k)| < ” N“ 25 plfbwpl (2i; 0k) ’1—21?77 (zi; 61 Hg(k) z;; 6y) ‘Hg wuek)H
i A (i Or) )
||uNH 25 pl%pl 21 63) Gy (x5 O, Hg(wi;ek)H
00
+ |l Zé o g% (12 6y) 6r) 6:)
2, 3 T i k g(k) Li; k g Li; Uk
IuNH 0,00 g (i 0) | an]? o= 6, || 0%90 (25 61)
25 2:61) 892 T2, Zéi Yi 962
- ||aN||2 S 0000 (2 6,)C s 60 |uN|| s,
= 2a;]3v ; i DPr (miv k) (213“ k Z

N
- 2a3,

Z(g b of @) 108 {pe (@0} (3, 6, \uNll Z‘S o

i=1
[ |[Pets

2NaN

N A .
Z 5f9p1ef(wi;ﬁk)*log{ﬂw(mi)}c(mi; |uNH Z 5; Pl
=1 =1

_ lan|Petee

_ oo () @) ||UN|| ol
2Nanp ;5 Clas; 0 Z(S
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|2 A —og

Nl |[Ze 11 ||uN||
< 5" i B(
< loale z z) z (@)

=op(1),

where
Clai0) = [g0 e 0)|{ e )| + o)

02k (i Ox)
002

Ay (3 61

90 HQ(%;@)H +

Therefore, we proved that émscl(k) = op(1). Next, we prove that Amwl(k) = op(1). We know that
E {aﬁ N 5% {yl pw (wl,Bt)} i(x;;04) ‘ le} = 0. We also have that for the every element

i=1"1

of ay? Ei:l {y; — p(x;; 0;)} §(x;; ¢ ), we have

N R
\Y GJQQZ@?M {yi _pzpl(mi;et)}g(jl)(wi§0t) 0p1‘|
i—1

1 ©8,)
<—ZE{5 2 (@i 000 (w6 00) | O | < —Ble ) g(20)[%] > 0

ay iz1 an
Thus, due to Chebyshev’s inequality, we know that Amscl = op(1). Since we know that
% Zl 1 (51 plgb,rpl (245 0,)§%?(x4;0;) = Op(1). Hence, we have that
émsc émsc
Cmsel (Omscl) _ Op(1).
an
Note that we also have R
)\ij/ - )\l 1 P
an - AN |Bpyn|?
Therefore,
. . 5 0y 4
P(Jl € -AN) < P {Aij’sgn(ﬁmscl(j’)) = Empscl(omscl)}
“ ~ .ép ~
P { )\ij/sgn(ﬁmscl(j’)) _ gmscl(emscl) } Y
an anN
Thus, we prove the part of consistency of variable selection. O

B.7 Proof of Theorem 4

Proof. Letting h = 1+ c{p(z)} T/ @P) v = Vel @B g 4 (2;0), f = h2v,and g = h™ 3 v,
we have that

E(gf") =E(fg") = B(vo") = E {5553 (2:6,) } = M(a),
Cef(z§:6t) . .
E(ff") =E(hvo™) =E Hl + ga(ac)} ef(m’ﬁt)gf%(m; 0t):| = M4,

ef(m;ﬁt)g%(m; 0,)
1+ cp=1(x)ef (@B
Now, applying the matrix form of Cauchy-Schwartz’s inequality (see [19]), we have that
Ansaca) = E(gg") > E(gf  N{E(F T} "E(fg")

= M {My)} "M =E {ef(w;ﬁt)} (V) 4

Therefore, simple algebra shows that
Vmscl(.A) =K {ef(m;ﬂt)} {jxmscl(.A)}_1 < VW(A)7

which complete the proof O

and

E(gg") = E(h~'vo") = E

= Amscl(A) .
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C Details about the practical algorithm and its complexity

C.1 Two-step algorithm

We take a pilot sample by uniform sampling with the sampling rate p; = Np,1 /2N for the ones and
po = Np1/2Ny for the zeros. Denote a pilot sample of actual sample size N}; as {(=® 4" fv:pi,

the pilot estimate of 0 as épl, and the pilot estimate of the active set as /lpl ={j: Bpl(j) #0}. We
propose the following moment estimators of M 4) and 2 4):
* 2P plT 1 A
. ) N ef (=} ﬁpl)g( )( xl;0,)
M pA = — , (11)
(Ap) Ny i—1 po+yp (01 — po)

1 ;N 62f<w§lTBpl>g®2 )( z";6,)
P pl

(Apl) Np1 ] po + yi (p1 — po)

respectively. We also use the following moment estimator to estimate the denominator of (4):

(12)

AOS

Z (13)

Np1 & 1po+yl (p1—po)

where w795 = p(xP!; ,)) || (M (A l)) 1g(Apl)(w§1;ép1)||. If using (5) or (7), we use
- A pl,
WF7O8 — (@B 0l i (s ), or
— 1 1 .
SO < (el B (P VO, )N (@0,

respectively, instead of wA 95 in (13). Now, we present the proposed two-step procedure in

Algorithm 3 with more detalls than Algorithm 2 in Section 4.

Algorithm 3 Subsampling adaptive lasso algorithm

1: * Take a pilot sample {(x"',y” )}1 "i of expected sample size Ny using {7 (y;) =
po +yi(p1 — po) }¥., and obtain a pilot estimator
N
6, := arg max yflg :L’fl;B log{1 + e9(@0)+ 1 B , (14)
p 0 ;[ ( ) — log{ H=2p Z‘ J)|

where N is the actual pilot sample size and [ = log(No/N1). We call this first stage
screening.
* Calculate approximate optimal sampling probabilities {7 (x;,y;) = vy; + (1 —
~ . ~ . ad 2) ad 7)
vi)p(wi)iLy by replacing @(zi) with X Pog(@i; 0p1), #pTos(@i; Op), or

@%dpos (43 0 1), based on (4), (5), or (7), respectively. The denominator of (4) is

A-0OS L-0OS

estimated using (13), and we replace w; with w; or wiP ~O5 for the denomi-

nator of (5) or (7), respectively. If using Tl OS( x) or W?)_pos (x), estimate M 4y and
Q( ) using the moment estimators in (11) and (12), respectively.
2: Use Algorithm 1 with the estimated optimal sampling probabilities to obtain a subsample

N . .
{(z5"P, y5uP)},=v> and compute the adaptive lasso estimator:

*
Niup

Ornse 1= argmax § 3 [ g(2"50) — log{1 + e — Lol
i=1 jedn Boici) |7

where N, is the actual subsample size, based on the smaller model obtain from the first stage
screening. We call this step the second stage screening.
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Remark 3. Our algorithm naturally integrates the MSCL function with the adaptive lasso penalty.
It can also be implemented when p > N as long as the dimension of selected variables is smaller
than N in the first-stage screening. If the model is sparse and the data are massive, this is usually
possible in practice. Screening algorithms such as sure independence screening [6] can also be used
for the first stage screening to guarantee that the dimension of second-stage screening is smaller than
the subsample size. Furthermore, the first stage screening can help to speed up the computation, as
shown by the analysis of computational complexity in the next section.

We consider a coordinate desent method to calculate the estimators defined in Algoritpm 3. (see [8],
[9] and [27]). In each cycle, we need to find an optimal direction d at a starting point 8. We consider

the quardratic approximation of Q 6+d)— QmSCI(O), which is

mscl(

Qmscl(e + d) Qmscl(é)

N i p
=D il-yig(@i; 0+ d) + log{1+ /@O DTN L AN S s |65 + dy)|
i=1 j=1
N

B P
= dil—yig(@i; 0) — log{1 + SO L Ay |5
i=1 Jj=1

p
~ 0 (0)Td + demscl(B)d + v Y {slBe) +depl — 18|}
j=1
where £Hf:d( 0) = - Zf\;l 5?pl {yz - Pﬁpl (w5, é)} g(x:;:0) and fﬁi’id(é) =

ZZ 1 l‘“lqbﬂpl( x;,0)§%%(x;;0). Thus, using coordinate desent to obtain the optimal direc-
tion, the quadratic approximation for the j-th element is given as

0., . ~ . ~ 1. ~
Qm@cl(d + Ze]) angc](d) = gmscl(j) (0)2 + {gmscl(e)d}u) z+ igmscl(jj) (0)22
+ v |Beg) + diy + 2l = Awg 1By + dil-

Then, we have the value of z that minimize Q" ,(d + ze;) — ng’;d(d) is

mscl(

émlilc](])(o)+{emilb](o)d} ) +Ad; ~
= () if B(J) + d(]) +z 2 0
Zm‘llcum(")
Z** = ilscl(])(e)—‘r{gmscl(e)d} . _/\wﬂ ~
- — if ﬁ(j) + d(j) +2<0
N _Zml;lcl(jj)(e)
=By — dg) otherwise,

which is the same as
#7" = max {Zlv —Bu - d(j)} — max {*227 By + d(j)} + By + dgy,
where . .
0 5 Bo .
grrfslcl(j)(a) + {Emp;cl(e)d}(j) + A

z1 =

)

"épl ~
s (0)
and . .
0 5 Bo .
Errfslcl(j)(a) + {En:slcl(a)d}(j) — A

o %155/ (0)
mscl(j5)

For the special form of g(z;0) = o + f(x™3), we know that

m%cl Z(S pl¢77pl L, ~) (wz,e) C-:TQC;7
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where

and ® = diag{6°" p2*' (z;,6)}. Thus, we have

{i,0)d }(j) (GT@Gd)" e; = (Gd)"®(Ge,) = (Gd)"®(Ge;) = (Gd)"DG;).

Therefore, we can store Gd and keep updating Gd with
G(d + ze;) = Gd + 2Ge; = Gd + G ;)2

Thus, we do not need to obtain the full matrix qud( ) GT®dG. We only need to calcu-
late the diagnoal elements: ﬁmsd(”)(O) = G(j)d)G(j),] =1,..,p+1and {Kmscl(é)d}( ) =
J

(Gd)T ®G(;),j = 1,...,p + 1. From the analysis above, we can notice that the computaional
complexity of one cycle calculating optimal direction d is O((i, Np), where ¢, denotes the number
of inner iteration.

C.2 Computational complexity

We analyze the computational complexity of the two-step algorithm. To facilitate the presentation, we
consider a special case for our model when g(x; 0) = o + f(xT3), and assume that the number of
variables selected at the first-stage screening is g. Coordinate descent is a widely used optimization
algorithm for solving lasso and adaptive lasso [see 9]. We consider the improved coordinate descent
algorithm proposed in [27], which requires inner iterations to determine an optimal direction and outer
iterations to update the estimator. Considering the form of g(x; @) = o + f (™ 3), the computational
complexity for coordinate descent with data of size N and dimension p is O((;, Np) per inner-
cycle where (;, represents the number of inner iterations (detailed derivations of this complexity
is presented Section C). Thus, the computational complexity of full data lasso is O(CoutxinNP),
where (outxin = CoutCin and (oyt is the number of outer iterations. The computational complexity of
the full data adaptive lasso is O(CSIIICN P? + CoutxinNp) with the MLE as the pilot estimator, and

O( Ilfl‘foutxinN P + CoutxinNq) with lasso as the pilot estimator, where (" and ¢ 11 ' utxin are the
iteration numbers in the two pilot estimators, respectively. The coordinate descent algonthm often

requires a large (out xin OF (pl *utxin While Newton’s algorithm requires a small Irj’lﬂc, so it is often
the case that mlep < Coutxin- Therefore, the time complexity of the adaptive lasso is O(outxinNP)s
which is the same as the full data lasso estimator.

Now, we analyze the time complexity of Algorithm 3. We start with the computational
complexity of the optimal probabilities, for which the main computational cost is to approx-
. 1. 1/2 8 r—1 -

imate || M) (@i: 0)]] or ||ﬂ(Q)M(;)g(A><a:i;e>
g(Apl)(mq;; 0) =1, f(zIB)xt A, )) , the computational complexity of calculating g(Apl)(a:i; 0)’s

, respectively, for ¢ = 1,...,N. Since

is O(Ng), and the computational complexity of M& ) or Q?; is O{Npl(q+ 1)2} =
pl

O(Np1g?). Taking the inverse (M(p;‘ ))_1 and finding the square root (ﬂl([’ll ))1/2 both take

O(q?) time. Thus, the computational complexity of calculating ||(]\Zf(p;l )) 9 Apl)(mi; 0)|’s or
pl

I 2P ) a0 (@ 0)II'sis O(N g+ Npig® +¢° + Ng?) = O(Ng?). Therefore, the

complex1ty of approximating the optimal probabilities in (4) or (7) is O(N¢?). The computational

complexity of approx1mat1ng the optimal probabilities in (5) is only O(Ng¢), because there is no

need to compute MPL or PL . Next, we analyze the complexity of parameter estimation. The

( pl) (-Apl)
average subsample size with the sampling rate p is on average

E(N1) + p{N —E(N1)} = NE{f(2; 6:)H{(1 — p)e™ + p+o(1)} = O{N(e** + p)}.
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Using the coordinate descent algorithm, the computational complexity of the two-step algorithm is
O{ ll)al,soutxianlp + N@? + Coutxin N (€% + p)q} using optimal probabilities in (4) or (7), and it is
O{ B,Soutxianlp + Ng+ CousxinN(e* + p)q} using the optimal probabilities in (5). For optimal
probabilities in (4) or (7), when Cousxin > ¢/(e* + p), the dominating term of the complexity is
Coutxin IV (€%t + p)g. Remember that oyt xin = CoutCin and (ouyt is usually large for the coordinate
descent algorithm. Therefore, Coutxin > ¢/(e® + p) is often satisfied in practice. The dominating
term for the time complexity of optimal probabilities in (5) is also (outxinV (e** + p)g. Compared
with full data estimators, both the sample size and the dimension are reduced. If we set the subsample
size to be the same order of N7, which is often the case in practice for balancing the ones and zeros,
the time complexity of Algorithm 2 is of order O((outxinNe“*q), which is significantly faster than
that of the full data estimator.

D Detalis of simulation settings

In this section, we present more details of the simulation settings in the main paper. In Section D.1,
we provide detailed simulation settings of the example in Section 1. In Section D.2, we present
detailed settings in Section 5.

D.1 Simulation in Section 1

We first present the detailed settings of the simulations in Section 1, where we illustrate the scale-
dependent issues of optimal subsampling probabilities. Our simulation based on logistic regression
models with the true parameter 3; to be 6-dimentional vectors and covariates © ~ lognormal(0,3)
with the (4, j)-th element of X is given as X;; = 0.51"=91 1 < i, j < 6. We consider two cases of
parameters:

(a) Non-sparse parameter: 3; = (—1,—1,—0.01,—0.01, —0.01, —0.01) and oy = —4.
(b) Sparse parameter: 3; = (—1,0,0,0,0,0) and oy = —5.

We generate full data of size N = 500000 according to the above logistic models. To investigate
the effects of scale transformation, we multiply the ) with s (s = 0.01, 0.1, 1, 10, 100) and divide

Bt (6) with the same s to remain 2T 3 to be the same and thus the logistics regression model does
not change. We obtain subsamples with optimal subsampling probabilities described in [22] with
transformed x under each s and calculate the resultant subsampling estimators. We set the nominal
pilot sample size to N,; = 800 and nominal subsample size Ng,1, = 1000 (see details in [22]). We
repeat the experiment for 500 times under each scale and compute the mean prediction error.

D.2 Simulations in Section 5

For the estimation procedures in the second step of our two-step algorithm, we choose v = 1, which
means that the weights in the adaptive lasso penalty are w; = 1/ Bpl(j) |,1 < j < g, with ¢ being
the number of selected variables in the first stage screening. Furthermore, we consider uniform
sampling, the full data lasso and the full data adaptive lasso as baselines for comparison. For the
uniform sampling method, we use a similar two-step algorithm as presented in Algorithm 2 but set
the sampling function in the second step as p(x) = 1, which means the sampling probabilities are
a constant p. We use lasso to implement the first stage screening and adaptive lasso with v = 1 to
implement the second stage screening for a fair comparison. For full data lasso, we directly apply the
lasso algorithm to the full data. For the full data adaptive lasso, we use the full data MLE estimator
as the pilot estimator to construct the weights and then apply the adaptive lasso algorithm to the full
data set.

E Additional simuations

In this Section, we give some addtional simulation results. More simulation results of variable
selection is provided in Section E.1. We also provide addtional simulation results to compare our
approach with standardization to resolve scale dependent issues in Section E.2.
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E.1 Addtional variable selection results

Table 4: Mean number of selected variables in Case A and Case B

Case A (five active variables)

p first-stage Uni A-OS L-OS P-OS

0.0025 14.87(0.30) 4.99(0.02) 5.02(0.02) 5.03(0.02) 5.01(0.02)
0.005 14.68(0.28) 5.05(0.02) 5.07(0.02) 5.06(0.02) 5.08(0.02)
0.0075 14.20(0.27) 5.09(0.03) 5.08(0.02) 5.08(0.02) 5.09(0.03)
0.01 14.46(0.30) 5.13(0.02) 5.13(0.02) 5.13(0.02) 5.12(0.03)

Case B (four active variables)

p first-stage Uni A-OS L-OS P-OS

0.0025 16.81(0.33) 3.91(0.02) 4.01(0.03) 4.00(0.02) 4.01(0.03)
0.005 17.88(0.34) 4.04(0.03) 4.10(0.03) 4.08(0.04) 4.07(0.03)
0.0075 17.19(0.33) 4.06(0.02) 4.13(0.03) 4.10(0.03) 4.12(0.03)
0.01 17.51(0.34) 4.07(0.03) 4.08(0.03) 4.08(0.03) 4.08(0.03)

Table 5: Rates of excluding active variables (false negative rate) in Case A and Case B

Case A
P Uni A-OS L-OS P-OS
0.0025  0.094(0.013) 0.076(0.012) 0.068(0.011) 0.070(0.012)
0.005  0.052(0.010) 0.048(0.010) 0.050(0.010) 0.044(0.010)
0.0075 0.054(0.010) 0.052(0.010) 0.052(0.010) 0.052(0.010)
0.01 0.040(0.009)  0.036(0.008) 0.036(0.008) 0.036(0.008)
Case B
P Uni A-OS L-OS P-OS
0.0025 0.108(0.014) 0.074(0.012) 0.074(0.012) 0.070(0.012)
0.005  0.046(0.009) 0.034(0.008) 0.034(0.008) 0.036(0.008)
0.0075 0.062(0.011) 0.046(0.009) 0.046(0.009) 0.044(0.009)
0.01 0.056(0.010) 0.050(0.010) 0.052(0.010) 0.050(0.010)
Table 6: Rates of selecting the true model
Case A
P Uni A-OS L-OS P-OS
0.0025 0.856(0.016) 0.870(0.015) 0.868(0.015) 0.878(0.015)
0.005  0.884(0.014) 0.872(0.015) 0.880(0.015) 0.872(0.015)
0.0075 0.858(0.016) 0.868(0.015) 0.868(0.015) 0.868(0.015)
0.01 0.854(0.016) 0.866(0.015) 0.862(0.015) 0.868(0.015)
Case B
0 Uni A-OS L-OS P-OS
0.0025 0.862(0.015) 0.872(0.015) 0.864(0.015) 0.876(0.015)
0.005  0.898(0.014) 0.888(0.014) 0.898(0.014) 0.902(0.013)
0.0075 0.848(0.016) 0.850(0.016) 0.854(0.016) 0.848(0.016)
0.01 0.874(0.015) 0.874(0.015) 0.876(0.015) 0.872(0.015)
Case C
P Uni A-OS L-OS P-OS
0.0025 0.824(0.017) 0.874(0.015) 0.880(0.015) 0.884(0.014)
0.005  0.880(0.015) 0.884(0.014) 0.884(0.014) 0.882(0.014)
0.0075 0.908(0.013) 0.916(0.012) 0.910(0.013) 0.914(0.013)
0.01 0.908(0.013)  0.910(0.013) 0.908(0.013) 0.910(0.013)

It is seen in Table 6 that, no subsampling method dominates others. Table 2 and Table 5 shows that
uniform sampling has higher rates of excluding active variables than optimal subsampling procedures.
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Although uniform sampling may have a higher rate of selecting the true model in some cases, given
that it is more likely to exclude important variables, optimal sampling may be preferable in practice.

E.2 Comparison with standardization

Another approach to avoid scale-dependency is to standardize the data. We compare the proposed
scale-independent optimal probabilities with the approach of data standardization here. For the
data standardization approach, we standardize the data, calcualte the optimal probabilities, and then

implement subsampled adpative lasso algorithm. We used the same pilot estimation methods for fair
comparisons.

We first compare the eMSE and eMSPE in Figure 5 and Figure 6, respectively. We use sP-OS to

denote the approach with data standardization and use P-OS to denote the approach without data
standardization.
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Figure 5: Empirical median squred error of estimated probability for different parameters with
different sampling rates. The same pilot sample size is Ny = 500.
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In Figure 5, we notice that the performances of P-OS and sP-OS are similar, this is also true for
eMSPE. However, standardization may decrease the rate of selecting the true model. We present
results of variable selection in Table 7 and Table 8.
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Figure 6: Empirical median squred error of estimated probability for different parameters with
different sampling rates. The same pilot sample size is Ny = 500.
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We notice in Table 7 and Table 8 that the rates of selecting true models by B;{pos is higher than
without much increase on the rates of excluding active variables. Therefore, although

standardization is an approach to solve the scale-dependency issues, it may decrease the rates of

selecting true models in practice.
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Table 7: Rates of selecting true models

A B C

p sUni  P-OS sP-OS sUni P-OS sP-OS sUni P-OS sP-OS

0.0025 0.848 0.878 0.862 0.850 0.876 0.862 0.828 0.884 0.880
0.005 0.878 0.872 0.850 0.890 0902 0.890 0.882 0.882 0.880
0.0075 0.850 0.868 0.846 0.850 0.848 0.842 0906 0914 0910
0.01 0.840 0.868 0.844 0.868 0.872 0.862 0.900 0910 0.904

Table 8: Rates of excluding active variables (false negtive rate)

A B C

sUni P-OS sP-OS sUni P-OS sP-OS sUni P-OS sP-OS

p

0.0025 0.088 0.070 0.068 0.106 0.070 0.070 0.164 0.084 0.084
0.005 0.056 0.044 0.044 0.046 0.036 0.036 0.100 0.066 0.066
0.0075 0.052 0.052 0.052 0.062 0.044 0.044 0.062 0.046 0.046
0.01 0.040 0.036 0.036 0.056 0.050 0.050 0.068 0.054 0.054
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paper’s contributions and scope?

Answer: [Yes]
Justification:
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made in the paper.
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Question: Does the paper discuss the limitations of the work performed by the authors?
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only tested on a few datasets or with a few runs. In general, empirical results often
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is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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and how they scale with dataset size.

« If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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reviewers as grounds for rejection, a worse outcome might be that reviewers discover
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Answer: [Yes]
Justification: Detailed proofs and required assumptions are provided in the appendix.
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* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All details for numerical experiments are provided in Section 5 and in the
appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Codes are submitted as supplement for anonymity. They will be released in a
public github repository after the review period.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: In Section 5.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We provide standard errors in Tables 1 and 2. We perform a large number of
repetitions of the simulation experiments to calculate the empirical median squared error, so
error bars are not relevant in Figures 1, 2, 3, and 4.
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* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: In Section 5.1.3.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This paper is theoretical research.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: URLs for real data provided in Section 5.2.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [NA]
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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